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Abstract

Around four decades ago, Don Zagier speculated that the constant term of an

automorphic form associated to the Ramanujan delta function has an asymptotic

expansion. Moreover, he observed that it has a connection with the complex

zeros of ⇣(s). This speculation was finally proved by Hafner and Stopple in 2000.

Later in 2017, Chakraborty, Kanemitsu and Maji protracted this observation by

taking any cusp form over SL2(Z). This thesis examine a similar infinite sum,

namely,
1X

n=1

c2f (n)n
⌫/2K⌫(

p
nx),

where cf (n) represents nth Fourier coe�cient of a cusp form f(z) andK⌫ represents

the modified Bessel function of second kind with order ⌫. Interestingly, we also

observe that this series has a connection with the complex zeros of ⇣(s).
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CHAPTER 1

Basics of Modular Forms

In this chapter, our main intention is to develop the theory of modular forms

of level one on � := SL2(Z) in such a way that makes a building block for

this work. Later part of this chapter, we discuss the Fourier series expansion of

modular forms.

Definition 1.1. We say f(z) is a modular form of weight k if the following

conditions are true:

(a) f(z) is analytic in H.

(b) f(�z) = f
�
az+b
cz+d

�
= (cz + d)kf(z), � =

2

4a b

c d

3

5 2 �.

(c) f(z) has a Fourier series as f(z) =
1X

n=0

cf (n)e
2⇡inz.

We say the nth coe�cient cf (n) as the nth Fourier coe�cient of f(z). Note

that, here k is an integer. Also, in the property (b) we are minimising the

restriction on f(z) that it need not be invariant under the unimodular transformations

as in the case of modular functions. Taking x = e2⇡iz, the Fourier series of f(z)
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represent the Laurent series of f(z) near x = 0, and then the property (c) tells us

that f(z) is analytic everywhere in H as well as at i1, since the Laurent series

has no negative power terms. The constant term cf (0) is the value of f(z) at i1.

If a modular form vanishes at i1, i.e. if cf (0) = 0 then it is called a cusp form.

Example 1.1 (Ramanujan’s cusp form). The discriminant function �(z) of

Ramanujan is an example of a cusp form of weight 12, which is defined as

�(z) := e2⇡iz
1Y

n=1

�
1� e2⇡inz

�24
=

1X

n=1

⌧(n)e2⇡inz, (1.1)

where ⌧(n) is popularly known as Ramanujan’s tau function.

Ramanujan [20] conjectured the following facts about this function:

(i) ⌧(n) is completely multiplicative,

(ii) ⌧(p`+1) = ⌧(p)⌧(p`)� p11⌧(P `�1), for any ` 2 N,

(iii)|⌧(p)|  2p11/2, for any prime p.

In the next year, Mordell proved the first two properties, and the 3rd property

was proved by Pierre Deligne in 1974. Ramanujan [20] also gave many interesting

congruence properties for ⌧(n). There is a famous conjecture, due to Lehmer,

which asserts that ⌧(n) 6= 0 for all n.
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CHAPTER 2

Modular Forms and L-function

2.1 Dirichlet series and its properties

Before starting with the main topic of this chapter, first we shall study Dirichlet

series in more general setting. Consider the series
1X

n=1

a(n)e�↵ns, where a(n)’s

and s are complex numbers and {↵n} is a monotonically increasing sequence of

positive real numbers. Let us take ↵n = log n. Then the series will be called the

Dirichlet series and it is of the form
1X

n=1

a(n)

ns
(2.1)

which has the most essence in this chapter. It was Euler who first studied the

series with a(n) = 1 and taking the variable s to be real. But later in 1859,

Riemann generalized the variable s to be complex. He considered the Dirichlet

series

⇣(s) :=
1X

n=1

1

ns
, where Re(s) > 1, (2.2)
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which is now popularly known as the Riemann zeta function. Absolute convergence

of the series follows whenever Re(s) > 1. To see this, take s = � + it, then�����

1X

n=1

1

ns

����� 
1X

n=1

1

n�
< 1

only for � > 1. The infinite sum (2.2) can be written as an infinite product over

primes:
Y

p:prime

1

1� 1
ps

for Re(s) > 1. (2.3)

More importantly, Riemann showed that ⇣(s) has an analytic extension in C

with only one exception at s = 1. He also showed that ⇣(s) satisfies the following

equation:

r(s) = r(1� s), (2.4)

where r(s) := ⇡�s/2�
�
s
2

�
⇣(s). This is known as the functional equation

2.2 L-functions linked to modular forms

In the first chapter, we have already seen what it means by the Fourier expansion

of a cusp form. Now we shall study some properties of it related to the Dirichlet

series. Let f be a cusp form over � and its Fourier expansion at i1 is given by

f(z) =
1X

n=1

cf (n)e
2⇡inz. (2.5)

We consider the Fourier coe�cients cf (n) of the modular form f(z) in place of

the complex numbers a(n) in the series (2.1) and define the L-function:

L(f, s) :=
1X

n=1

cf (n)

ns
. (2.6)

Hecke showed that L(f, s) admits an analytic extension and and it can be continued

to an entire function which satisfies the following functional equation:

r(s) = ikr(k � s), (2.7)

where r(s) = (2⇡)�s�(s)L(f, s).

In particular, let us consider the Dirichlet series associated to the Ramanujan’s
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function ⌧(n), given by L(s,�) =
P1

n=1
⌧(n)
ns , where Re(s) > 13/2, which satisfies

the functional equation

r(s) = r(12� s),

where r(s) = (2⇡)�s�(s)L(s,�). In a recent work, Berndt et al. [6] showed that,

for Re(⌫), Re(s) > 0,
1X

n=1

⌧(n)n(⌫+1)/2K⌫+1(s
p
n) = 236+⌫s⌫+1⇡12�(13+⌫)

1X

n=1

⌧(n)

(s2 + 16⇡2n)⌫+13
. (2.8)

Now, for ⌫ = 1/2 one can use (3.7) to obtain K1/2(s
p
n) =

q
s

2s
p
ne

�s
p
n. Utilizing

this and taking ⌫ = �1/2, in the above equation they obtained the following

identity as a corollary due to Chandrasekharan and Narasimhan [11, p. 16,

Eq.(56)]:
1X

n=1

⌧(n)e�s
p
n = 236⇡23/2�

✓
25

2

◆ 1X

n=1

s⌧(n)

(s2 + 16⇡2n)25/2
. (2.9)

Theorem 2.1 (Delinge). For any cusp form f(z) the Fourier coe�cient satisfies

the following bound:

cf (n) = O
⇣
n

k�1
2 + ✏

⌘
, 8 ✏ > 0.

Using the above bound, it can be easily observed that the definition (2.6)

of the L-function is valid only when Re(s) > k+1
2 . It is a well known result that

the below product representation of L(f, s) is valid for Re(s) > k+1
2 and given by

L(f, s) =
Y

p:prime

(1� ↵pp
�s)�1(1� �pp

�s)�1,

where ↵p and �p are complex conjugates satisfying ↵p + �p = cf (p) and ↵p�p =

pk�1. Making use of these two complex numbers ↵p and �p, Shimura [23] deeply

studied the below L-function.

Definition 2.1. Let f be a Hecke eigenform defined on �. Then the symmetric

square L-function is defined by the following Euler product formula:

L(Sym2(f), w, ) :=

✓
1�  (p)

↵2
p

pw

◆�1 ✓
1�  (p)

↵p�p
pw

◆�1 ✓
1�  (p)

�2
p

pw

◆�1

,

(2.10)
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where  is a primitive Dirichlet character. Here we only concentrate on the trivial

Dirichlet character. Then D(f, w) becomes

L(Sym2(f), w) =

✓
1�

↵2
p

pw

◆�1 ✓
1�

↵p�p
pw

◆�1 ✓
1�

�2
p

pw

◆�1

. (2.11)

Shimura, in the same paper, studied the functional equation and analytic

extension for L(Sym2(f), w).

Theorem 2.2 (Shimura). Take

R(f, w) := ⇡�3w/2� ((w + 1)/2)�(w � k + 2� �0)/2)L(Sym
2(f), w),

where �0 is defined as 1 or 0 if  (�1) = �1 or 1, respectively. Then R(f, w) has

a meromorphic continuation with simple pole at the point w = k or w = k � 1

and it satisfies

R(f, w) = R(f, 2k � w � 1). (2.12)

Definition 2.2. The Rankin-Selberg L-function associated to the eigenform f(z)

is defined by, for <(w) > k,

L(f ⌦ f, w) :=
1X

n=1

c2f (n)

nw
. (2.13)

This L-function was independently investigated by Rankin [21] and Selberg

[22] in 1940.

Theorem 2.3. The function defined above has the following properties:

(a) The absolutely convergence of L(f ⌦ f, w) follows whenever Re(w) > k,

(b) It has a meromorphic extension in C with a pole of order 1 at w = k,

(c) The functional equation of L(f ⌦ f, w) is given by:

R⇤(f, w) = R⇤(f, 2k � w � 1), (2.14)

where

R⇤(f, s) :=
1

(2⇡)2s
�(s)�(s� k + 1)⇣(2s� 2k + 2)L(f ⌦ f, s). (2.15)

The following relationship was discovered by Shimura [23], to connect L(Sym2(f), w)
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and L(f ⌦ f, w):

L (w � k + 1, �)L(Sym2(f), w, ) = L
�
2w � 2k + 2, 2�2

�
L(f ⌦ f, w, ).

(2.16)

Taking both  and � as trivial character, we will have

⇣ (2w � 2k + 2)L(f ⌦ f, w) = ⇣ (w � k + 1)L(Sym2(f), w). (2.17)

In view of (2.14) and (2.15), one can see that

(4⇡2)2k�1�(w)L(f ⌦ f, w) = (4⇡2)2w
�(2k � w � 1)�(k � w)

�(s� k + 1)
(2.18)

⇥
⇣(2k � 2w)

⇣(2w � 2k + 2)
L(f ⌦ f, 2k � w � 1). (2.19)

This identity will be crucial in the proof of our main identity.
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CHAPTER 3

Background of this thesis

3.1 Zagier’s conjecture

We write the automorphic form F(z) := y12|�(z)|2, with Im(z) = y, in the

following way:

F(z) =y12|�(z)|2

=y12�(z)�(z)

=y12
1X

n=1

⌧(n)e2⇡inz
1X

m=1

⌧(m)e�2⇡imz̄

=y12
1X

n=1

1X

m=1

⌧(n)⌧(m)e2⇡i(n�m)xe�2⇡y(n+m).

Considering n = m, in the above equation, one can obtain the constant term of

the Fourier expansion of F(z) as

a0(y) = y12
1X

n=1

⌧(n)2e�4⇡ny, (3.1)

.
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In 1981, Zagier [25, p. 417], [26, p. 271] observed that the infinite series

(3.1) has a connection with the complex zeros of ⇣(s) whenever y ! 0+. In that

paper, he mainly mentioned that:

a0(y) ⇠ C +
X

⇢

A⇢y
1� ⇢

2

as y ! 0+, where C denotes the average value of F (z) in H and the sum over

⇢ runs over the complex zeros of ⇣(s). Also, if we assume that all the complex

zeroes of ⇣(s) lie on Re(s) = 1/2 i.e., ⇢ = 1
2 ± i�n, where �n is real, the above

mentioned expression takes the shape as

a0(y) ⇠ C + y3/4
1X

n=1

an cos

✓
1

2
�n log y + �n

◆
, as y ! 0+,

where am and �n are some real constants. As the right side contains a cosine part,

Zagier noticed that the behaviour of the graph of a0(y) is oscillatory as y ! 0+.

In the year 2000, Hafner and Stopple [12] showed the asymptotic behaviour of

a0(y) as y ! 0+ and also the oscillatory characteristic, assuming the Riemann

hypothesis. A few years back, Chakraborty et al. [9] generalized this observation

for any cusp form f(z) of weight k over �. They mainly demonstrated that the

series of the form

yk
1X

n=1

c2f (n) exp(�ny)

can also be represented in terms of the complex zeros of ⇣(s). Further, this

phenomenon corresponding to cusp forms for congruence subgroups was generalized

by Chakraborty et al. [10]. Banerjee and Chakraborty examined the asymptotic

growth of a similar infinite series related with Maass cusp forms in their paper [7].

Recently, Agnihotri [3] has studied the same problem for Hilbert modular forms.

Juyal, Maji, and Satyanarayana [16] were inspired by these studies and examined

a Lambert series connected to a cusp form and Möbius function, resulting in an

exact formula. Interested readers can see [16, 17] to know related works.

9



3.2 Bessel functions

In both mathematics and physics, Bessel functions are the most significant special

functions. The theory of Bessel functions has had a considerable influence on

the theory of di↵erential equation, integral equation, and on analytic number

theory also. The Bessel functions are the solution of the following 2nd order

linear di↵erential equation:

z2
d2y

dz2
+ z

dy

dz
+ (z2 � ⌫2)y = 0, (3.2)

where ⌫ is called the order of the Bessel function. When ⌫ is not an integer or

half-integer, then by Frobenius method, two linearly independent solutions can

be found. The Bessel function of first kind is defined as

J⌫(z) :=
1X

n=0

(�1)n

n!�(n+ ⌫ + 1)

⇣z
2

⌘2n+⌫

, 8⌫ 2 C.

From Frobenius method, J⌫ and J�⌫ are two linearly independent solutions

whenever ⌫ /2 Z,Z + 1
2 . But when ⌫ = �m, m 2 Z, then it is easy to see

that

J�m(z) = (�1)mJm(z),

which shows that J⌫ and J�⌫ are linearly dependent. In this case to have two

linearly independent solutions let us define

Y⌫(z) :=
J⌫(z) cos(⌫⇡)� J�⌫(z)

sin(⌫⇡)
for ⌫ /2 Z,

and for ⌫ = m 2 Z define

Ym(z) := lim
⌫!m

Y⌫(z).

Then Y⌫ is also a solution of the Bessel di↵erential equation (3.2). Also J⌫ and

Y⌫ represents two linearly independent solution of the Bessel di↵erential equation

(3.2) for any ⌫ 2 C.

For the complex argument also, one can define the same di↵erential equation

i.e., replacing z by iz in (3.2), we obtain

z2
d2y

dz2
+ z

dy

dz
� (z2 + ⌫2)y = 0. (3.3)

10



The above equation is commonly known as the modified Bessel di↵erential equation

and its solutions are usually referred to modified Bessel functions. Again solving

this equation, we can obtain

I⌫(z) :=
1X

n=0

1

n!�(n+ ⌫ + 1)

⇣z
2

⌘2n+⌫

for any ⌫ 2 C. (3.4)

Here also I⌫(z) and I�⌫(z) are linearly independent whenever ⌫ /2 Z. But when

⌫ 2 Z, to obtain an independent solution, we define

K⌫(z) :=
⇡

2
·
I�⌫(z)� I⌫(z)

sin(⌫⇡)
for ⌫ /2 Z, (3.5)

and for ⌫ = m 2 Z define

Km(z) := lim
⌫!m

K⌫(z).

Then K⌫ represents a solution of the equation (3.3) and for any ⌫ 2 C, I⌫ and

K⌫ are linearly independent, known as the modified Bessel function of first kind

and second kind respectively.

Now let us record some results related to the modified Bessel function of

second kind.

For a fixed ⌫ and for large values of z, satisfying | arg(z)| < 3⇡
2 , from [1, p. 378,

9.7.2], we have

K⌫(z) ⇠

r
⇡

2z
e�z. (3.6)

It is interesting to note that, in view of I1/2(z) =
�

2
⇡z

�1/2
sinh z and I�1/2(z) =

�
2
⇡z

�1/2
cosh z we have

K1/2(z) =
⇣ ⇡
2z

⌘1/2

e�z. (3.7)

Lemma 3.1. Let ⌫ 2 C and K⌫ be the modified Bessel function of second kind.

Then for any c satisfying c > max{0,�Re(⌫)}, the following holds

t⌫/2K⌫(a
p

tx) =
1

2

✓
2

a
p
x

◆⌫ 1

2⇡i

Z

c

�(s)�(s+ ⌫)

✓
4

a2x

◆s

t�sds (3.8)

Proof. From the Mellin transform [18, p. 24] of K⌫(at) is given byZ 1

0

ts�1K⌫(at)dt =
2s�2

as
�

✓
s� ⌫

2

◆
�

✓
s+ ⌫

2

◆
.

whenever Re(a) > 0 and Re(s) > |Re(⌫)|.
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Now, changing the variable t by
p
tx, we obtainZ 1

0

t
s
2�1x

s
2K⌫(a

p

tx)dt =
1

2

✓
2

a

◆s

�

✓
s� ⌫

2

◆
�

✓
s+ ⌫

2

◆
,

Again replacing s by 2s, to getZ 1

0

ts�1K⌫(a
p

tx)dt =
1

2

✓
2

a
p
x

◆2s

�
⇣
s�

⌫

2

⌘
�
⇣
s+

⌫

2

⌘
,

which is valid for Re(s) > |Re(⌫)|/2. Now another change of variable, s by s+⌫/2,

will give Z 1

0

ts�1t⌫/2K⌫(a
p

tx)dt =
1

2

✓
2

a
p
x

◆2s+⌫

� (s)� (s+ ⌫) ,

which is valid for Re(s) > 0, when Re(⌫) � 0 and Re(s) > |Re(⌫)|, when

Re(⌫) < 0. Hence the Mellin transform of the function f(t) = t⌫/2K⌫(a
p
ax) is

F (s) := M(f(s)) :=
1

2

✓
2

a
p
x

◆2s+⌫

� (s)� (s+ ⌫) . (3.9)

Now, using the inverse Mellin transform we will get the result of this lemma.
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CHAPTER 4

Main Results

In the previous chapter, we have already introduced the background of this project

work. Now we are ready to mention the main results of this thesis.

Theorem 4.1. Let f(z) be a cusp form of weight k over SL2(Z) with (2.5). Let

us suppose that all the complex zeros of ⇣(s) are simple. Let K⌫ be the modified

Bessel function of second kind of order ⌫. Then, for Re(⌫) > 1 � k and x > 0,

we have

1X

n=1

c2f (n)n
⌫/2K⌫(

p
nx) =

1

2

✓
4

x

◆ ⌫
2

"
Rf,⌫(x) +

6

⇡2
�(k)�(k + ⌫)L(Sym2(f), k)

✓
4

x

◆k

+
x⌫(16⇡)2k�1

p
⇡

�(2k + ⌫ � 1)�(k + ⌫)

�(k + ⌫ � 1
2)

1X

n=1

A⇤(f ⌦ f, n)

(64n⇡2)2k�1+⌫

⇥ 2F1

✓
2k + ⌫ � 1, k + ⌫; k + ⌫ �

1

2
;�

x

64n⇡2

◆�
,

where

Rf,⌫(x) =
X

⇢

�(⇢2 + k � 1)�(⇢2 + k + ⌫ � 1)L(Sym2(f), ⇢2 + k � 1)⇣(⇢2)

⇣ 0(⇢)

✓
4

x

◆ ⇢
2+k�1

,
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and ⇢ varies over all the complex zeros of ⇣(s) which lies on Re(s) = 1/2.

We now draw two immediate consequences of the above theorem just taking

two special values of ⌫. Letting ⌫ = 1/2, one can obtain the following result.

Corollary 4.2. Let us suppose that all the hypotheses as in Theorem 4.1. Then
1X

n=1

c2f (n)e
�
p
nx =

✓
x1/4

p
⇡

◆"X

⇢

�
�
⇢
2 + k � 1

�
�
�
⇢
2 + k �

1
2

�
D

�
⇢
2 + k � 1

�
⇣(⇢2)

⇣ 0(⇢)

⇥

✓
4

x

◆ ⇢
2+k�1

+
6

⇡2
�(k)L(Sym2(f), k)�

✓
k +

1

2

◆✓
4

x

◆k

+
x1/2(16⇡)2k�1

p
⇡

�(2k �
1
2)�(k + 1

2)

�(k)

1X

n=1

A⇤(f ⌦ f, n)

(64n⇡2)2k�
1
2

⇥ 2F1

✓
2k �

1

2
, k +

1

2
; k;�

⇣ x

64n⇡2

⌘◆#
.

Corollary 4.3. Considering f(z) = �(z), the above corollary implies the following:

1X

n=1

⌧2(n)e�
p
nx =

⇣ x

⇡2

⌘1/4
"
X

⇢

�
�
⇢
2 + 11

�
�
�
⇢
2 +

23
2

�
D

�
⇢
2 + 11

�
⇣(⇢2)

⇣ 0(⇢)

⇥

✓
4

x

◆ ⇢
2+11

+
6 · 11!

⇡2
L(Sym2(f), 12)�

✓
25

2

◆✓
4

x

◆12

+
x1/2(16⇡)23

p
⇡

�(472 )�(
25
2 )

11!

1X

n=1

A⇤(⌧⌦ ⌧, n)

(64n⇡2)
47
2

⇥ 2F1

✓
47

2
,
25

2
; 12;�

⇣ x

64n⇡2

⌘◆#
.
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CHAPTER 5

Some Well-known Results

In this chapter, we shall gather a few customary results those will be used

frequently in the proof of our main results mentioned in the previous chapter.

First, we define an important special function, namely, Meijer G-function.

5.1 Meijer G-function

Let m,n, p, q be integers satisfying 0  m  q, 0  n  p. Let us consider

the complex numbers a1, · · · , ap and b1, · · · , bq with the property ai � bj is not a

natural number, for all i 2 [1, n], j 2 [1,m]. The following line integral is known

as the Meijer G-function [19, p. 415]:

Gm,n
p,q

0

@ a1, · · · , ap

b1, · · · , bq

���z

1

A =
1

2⇡i

Z

L

Qm
j=1 �(bj � s)

Qn
j=1 �(1� aj + s)zs

Qq
j=m+1 �(1� bj + s)

Qp
j=n+1 �(aj � s)

ds.

(5.1)

The above definition is valid whenever the following properties are satisfied. All

the poles of the factors �(bj � s) and �(1 � aj + s) are isolated by the line of

15



integration L, whose imaginary part varies from �i1 to +i1. If 2(m + n) >

p + q and (2m + 2n � p � q)⇡ > 2| arg(z)| both are satisfying then the integral

converges. To express the Meijer G-function in connection with the generalized

hypergeometric function, we need the following theorem.

Theorem 5.1 (Slater’s identity). For 1  j 6= k  m, suppose bj � bk 62 Z. Let

us define

Am,n
p,q,k(z) :=

zbk
Qm

j=1,j 6=k �(bj � bk)
Qn

j=1 �(1 + bk � aj)Qq
j=m+1 �(1 + bk � bj)

Qp
j=n+1 �(aj � bk)

.

Then for p  q, one has

Gm,n
p,q

0

@ a1, · · · , ap

b1, · · · , bq

���z

1

A =
mX

k=1

Am,n
p,q,k(z) (5.2)

⇥ pFq�1

0

@ 1 + bk � a1, · · · , 1 + bk � ap

1 + bk � b1, · · · ,#, · · · , 1 + bk � bq

���(�1)p�m�nz

1

A ,

here # means that the term 1 + bk � bk is excluded.

5.2 Bounds for various functions

Lemma 5.2 (Stirling’s bound for �(z)). [14, p. 151, A.4.] Let z = � + iT with

p  �  q, we have

|�(� + iT )| ⌧
p

2⇡|T |
��1/2e�

1
2⇡|T |, as |T | ! 1. (5.3)

Lemma 5.3. Consider a vertical strip �0  �  d, we have

|L(f ⌦ f, � + iT )| = O(|T |
A(�0)), as T ! 1,

where A(�0) is a constant depending on �0.

Proof. The proof is available in [14, p. 97, Lemma 5.2].
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CHAPTER 6

Proof of the main results

Proof of Theorem 4.1. Substituting a = 1 and replacing t by n in Lemma 3.1,

one can see that

n⌫/2K⌫(
p
nx) =

1

2

✓
2
p
x

◆⌫ 1

2⇡i

Z

(↵)

�(s)�(s+ ⌫)

✓
4

xn

◆s

ds,

whenever ↵ > max{0,�Re(⌫)}. Throughout the proof, we denote the line

integral ↵ � i1 to ↵ + i1 by (↵) only. Now, we use the above the line integral

representation for K⌫(
p
nx) to write the left hand side infinite series in Theorem

4.1 as
1X

n=1

c2f (n)n
⌫/2K⌫(

p
nx) =

1X

n=1

c2f (n)
1

2

✓
2
p
x

◆⌫ 1

2⇡i

Z

(↵)

�(s+ ⌫)�(s)

✓
4

xn

◆s

ds

=
1

2

✓
2
p
x

◆⌫ 1

2⇡i

Z

(↵)

�(s+ ⌫)�(s)

✓
4

x

◆s 1X

n=1

c2f (n)

ns
ds.

(6.1)

Here the changing in the order of summation and integration is possible only

when we take Re(s) = ↵ > max{k,�Re(⌫)} to have the uniform convergence of

the infinite series. Now, using the definition (2.13) of the function L(f ⌦ f, s),

17



the above equation changes to
1X

n=1

c2f (n)n
⌫/2K⌫(

p
nx) =

1

2

✓
4

x

◆ ⌫
2

If,⌫(x), (6.2)

where

If,⌫(x) :=
1

2⇡i

Z

(↵)

�(s)�(s+ ⌫)L(f ⌦ f, s)

✓
4

x

◆s

ds, (6.3)

for Re(s) = ↵ > max{k,�Re(⌫)}. Now our main goal is simplify this line

integral. Let us denote the integrand by

Ff,⌫,x(s) := �(s)�(s+ ⌫)L(f ⌦ f, s)

✓
4

x

◆s

.

First, we shall examine all the poles of the integrand Ff,⌫,x(s). Theorem 2.3, tells

us that s = k is a simple of L(f ⌦ f, s). Moreover, utilizing the identity (2.17),

one can observe that L(f ⌦ f, s), inside the critical strip k � 1 < Re(s) < k �
1
2 ,

has infinite number of poles due to the complex zeros of ⇣(2s�2k+2). Assuming

Riemann hypothesis, one can say that these poles will lie on the line Re(s) = k� 3
4 .

Further, note that �(s)�(n+ ⌫) has infinitely many poles at s = �n,�n� ⌫ for

n 2 N [ {0}. We now consider a rectangular contour C consisting of vertices

[↵ � iT ,↵ + iT , � + iT , � � iT ], where max{�Re(⌫), k � 2} < � < k � 1 and

T is some large positive real number. The interval for � will be explained in

the later stage of proof. One thing we can immediately observe that the poles of

�(s)�(n+ ⌫) are not lying inside the contour C.
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H2(T , x)

↵

H1(T , x)

� k � 1/2k � 1 kk � 2�Re(⌫) Re(s)

Im(s)

Now we use Cauchy’s residue theorem, to obtain
1

2⇡i

Z

C
�(s)�(s+ ⌫)L(f ⌦ f, s)

✓
4

x

◆s

ds =Ress=kFf,⌫,x(s) +Rf,⌫(x), (6.4)

where Rf,⌫(x) denotes the infinite residual term due to infinitely many zeros of

⇣(2s � 2k + 2). One can easily calculate the residue at s = k. Mainly, we will

have

Ress=kFf,⌫,x(s) =
3

⇡

✓
16⇡

x

◆k

�(k + ⌫)hf, fi, (6.5)

where hf, fi is the Petersson inner product of f with itself. Here we have used

the fact that Ress=kL(f ⌦ f, s) = 3
⇡
(4⇡)k

�(k) hf, fi. In another way, using (2.17), one
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can see that

Ress=kFf,⌫,x(s) = lim
s!k

(s� k)�(s)�(s+ ⌫)L(Sym2(f), s)⇣(s� k + 1)

⇣(2s� 2k + 2)

✓
4

x

◆s

=
�(k)�(k + ⌫)L(Sym2(f), k)

⇣(2)

✓
4

x

◆k

lim
s!k

(s� k)⇣(s� k + 1)

=
6

⇡2

✓
4

x

◆k

�(k)�(k + ⌫)L(Sym2(f), k). (6.6)

Now, let us calculate the infinite residual termRf,⌫(x). Using (2.17) and assuming

all the zeros of ⇣(s) on the line Re(s) = 1/2 are simple, we obtain

Rf,⌫(x) =
X

⇢

lim
s! ⇢

2+k�1

�
s�

�
⇢
2 + k � 1

��
�(s)�(s+ ⌫)L(Sym2(f), s)⇣(s� k + 1)

⇣(2s� 2k + 2)

✓
4

x

◆s

=
X

⇢

�(⇢2 + k � 1)�(⇢2 + k + ⌫ � 1)L(Sym2(f), ⇢2 + k � 1)⇣(⇢2)

⇣ 0(⇢)

✓
4

x

◆ ⇢
2+k�1

.

(6.7)

Here we emphasize that the convergence of this series is quite delicate since

the nature of the lower bound for ⇣ 0(⇢) is unknown to us. These kind of series

appeared in the work of Hardy and Littlewood [13, p. 156], while correcting

an identity of Ramanujan. To know more about this identity of Hardy and

Littlewood, readers are encouraged to see [2], [5, p. 470].

Now we denote the horizontal integrals in the contour C by H1(x, T ) and

H2(x, T ) respectively. We shall show that these integral will vanish as |T | ! 1.

Letting s = � + iT , we have

H1(x, T ) =
1

2⇡i

Z �+iT

↵+iT
�(s)L(f ⌦ f, s)�(s+ ⌫)

✓
4

x

◆s

ds

=
1

2⇡i

Z d

c

�(� + iT )L(f ⌦ f, � + iT )�(� + iT + ⌫)

✓
4

x

◆�+iT

d�.

Now, using the bounds of �(� + iT ) and L(f ⌦ f, � + iT ) i.e. Lemma 5.2 and

5.3 respectively, we arrive at

|H1(x, T )| 
1

2⇡

Z d

c

|T |
��1/2e�

⇡
2 |T |

|T |
�+Re(⌫�1/2)e�

⇡
2 |T +Im(⌫)|

����
4

x

����
�

d�,

which shows that |H1(x, T )| ! 0 as |T | ! 1. In a similar way, it can be shown

that |H2(x, T )| ! 0 as T ! 1. Now our only aim is to simplify the left vertical
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integral which we write as

V (x) :=
1

2⇡i

Z

(�)

�(s)L(f ⌦ f, s)�(s+ ⌫)

✓
4

x

◆s

ds, (6.8)

where max{�Re(⌫), k�2} < � < k�1. First, we employ the functional equation

(2.18) of the function L(f ⌦ f, s) to get

V (x) =
1

2⇡i

Z

(�)

�(s+ ⌫)�(2k � s� 1)�(k � s)

�(s� k + 1)

⇣(2k � 2s)

⇣(2s� 2k + 2)

⇥ L(f ⌦ f, 2k � s� 1)

✓
4

x

◆s

(4⇡2)2s�2k+1ds. (6.9)

To simplify further, we make a change of variable, namely, replace 2k � 1� s by

w. Then, V (x) takes the following shape:

V (x) =

✓
16⇡2

x

◆2k�1 1

2⇡i

Z

(�1)

�(2k � w + ⌫ � 1)�(w)�(w � k + 1)

�(k � w)

⇥
⇣(2w � 2k + 2)

⇣(2k � 2w)
L(f ⌦ f, w)

✓
64⇡4

x

◆�w

dw,

(6.10)

where Re(w) = �1 = 2k � 1� �. Replace s by 2k � 2w in (2.4) to see that

�(k � w)⇣(2k � 2w) = ⇡2k�2w� 1
2�

✓
w � k +

1

2

◆
⇣(2w � 2k + 1). (6.11)

Making use of (6.11) in (6.10) and simplifying further, we arrive at

V (x) =
1
p
⇡

✓
16⇡

x

◆2k�1 1

2⇡i

Z

(�1)

�(2k � w + ⌫ � 1)�(w)�(w � k + 1)

�(w � k + 1
2)

⇥
⇣(2w � 2k + 2)L(f ⌦ f, w)

⇣(2w � 2k + 1)

✓
64⇡2

x

◆�w

dw. (6.12)

Here we note that �1 will lie in (k, k+1) since � 2 (k� 2, k� 1). One can easily

check that zeta functions and L(f⌦f, w) are absolutely and uniformly convergent

in any compact subset of this strip. Using series expansions, we write

⇣(2w � 2k + 2)

⇣(2w � 2k + 1)
=

1X

n=1

n2k�2

n2w

1X

m=1

µ(m)m2k�1

m2w
=

1X

n=1

a(n)

nw

1X

n=1

b(n)

nw
=

1X

n=1

(a ⇤ b)(n)

nw
,

where a(n) =

8
><

>:

m2k�2, if n = m2,

0, otherwise,
and b(n) =

8
><

>:

µ(m)m2k�1, if n = m2,

0, otherwise.

where µ(n) denotes the Möbious function and (a⇤b)(n) is the Dirichlet convolution

between the arithmetic functions a(n) and b(n). Again, using the series definition
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of L(f ⌦ f, w), one can obtain

⇣(2w � 2k + 2)L(f ⌦ f, w)

⇣(2w � 2k + 1)
=

1X

n=1

A⇤(f ⌦ f, n)

nw
, (6.13)

where

A⇤(f ⌦ f, n) := c2f (n) ⇤ (a ⇤ b)(n). (6.14)

Now, plugging the series expansion (6.13) in (6.12) and swapping summation and

integration, one can obtain

V (x) =
1
p
⇡

✓
16⇡

x

◆2k�1 1X

n=1

A⇤(f ⌦ f, n)

2⇡i

Z

(�1)

�(2k � w + ⌫ � 1)�(w)

�
�
w � k + 1

2

�

⇥ �(w � k + 1)
⇣ x

64n⇡2

⌘w

dw.

(6.15)

At this situation, our main target is to simplify the above integral involving

gamma factors and for that we need the help of the Meijer G-function. First, we

note that the poles of �(w)�(w�k+1) are at �n, k�1�n, for any n 2 N[{0}.

Again, the poles of �(2k�w+⌫�1) are at 2k+⌫�1+n, for n 2 N[{0}. Therefore,

the line Re(w) = �1 = 2k�1�� will separate the poles of �(w)�(w�k+1) from

the poles of �(2k�w+⌫�1) since we have chosen max{�Re(⌫), k�2} < � < k�1.

Thus, it is permissible to use the definition (5.1). Lettingm = 1, n = 2, p = q = 2,

and a1 = 1, a2 = k, b1 = 2k+ ⌫ � 1, b2 = k+ 1
2 and checking all the requirements,

it can be seen easily that
1

2⇡i

Z

(�1)

�(w)�(2k � w + ⌫ � 1)�(w � k + 1)

�(w � k + 1
2)

⇣ x

64n⇡2

⌘w

dw

=G 1,2
2,2

0

@ 1, k

2k + ⌫ � 1, k + 1
2

���
x

64n⇡2

1

A .

Note that in the above Meijer G-function we have p = q = 2 and bj � bk /2 Z for

1  i 6= j  m = 1, which is trivially true. Therefore, utilizing Slater’s identity
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i.e., Theorem 5.1 we write

G 1,2
2,2

0

@ 1, k

2k + ⌫ � 1, k + 1
2

���
x

64n⇡2

1

A =
⇣ x

64n⇡2

⌘2k+⌫�1 �(2k + ⌫ � 1)�(k + ⌫)

�(k + ⌫ � 1
2)

⇥ 2F1

0

@2k + ⌫ � 1, k + ⌫

k + ⌫ � 1
2

����
⇣ x

64n⇡2

⌘
1

A .

(6.16)

Now, substituting (6.16) in (6.15) and upon simplification, the vertical integral

V (x) takes the shape

V (x) =
x⌫(16⇡)2k�1

p
⇡

�(2k + ⌫ � 1)�(k + ⌫)

�(k + ⌫ � 1
2)

1X

n=1

A⇤(f ⌦ f, n)

(64n⇡2)2k�1+⌫

⇥ 2F1

0

@2k + ⌫ � 1, k + ⌫

k + ⌫ � 1
2

����
⇣ x

64n⇡2

⌘
1

A . (6.17)

Ultimately, considering the above final expression (6.17) of the left vertical integral

V (x) and together with the residual terms (6.6) and (6.7) and in view of (6.2),

(6.3) and (6.4), we can complete the proof of Theorem 4.1.

Proof of Corollary 4.2. Taking ⌫ = 1/2 and using (3.7) in (4.1), the result

follows easily.

Proof of Corollary 4.3. Letting f(z) = �(z) in Corollary 4.2 and upon simplification,

one can get the identity.
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CHAPTER 7

Concluding Remarks

In [9], Chakraborty et al. showed that the infinite series yk
P1

n=1 c
2
f (n)e

�ny, where

cf (n) denotes the nth coe�cient in the Fourier expansion of f , has a connection

with the complex zeros of ⇣(s). This motivated us to examine the series
1X

n=1

c2f (n)n
⌫/2K⌫(

p
nx),

where Re(⌫) > 1�k. Interestingly, we found that the main term has a connection

with the complex zeros of ⇣(s) and the error terms can be evaluated using

2F1(a, b, c; d; z). It would be interesting to find a formula for the above series

when Re(⌫)  1� k.
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