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Abstract 

SCALING LIMITS OF CAPACITORLESS DRAM 
IMPLEMENTED THROUGH TWIN-GATE RECONFIGURABLE 

TRANSISTOR 
 

As we moved through the age of machine learning, big data and Artificial 

Intelligence (AI), the requirements for computations have increased drastically. 

So has the requirement of memory. As per Moore’s law and Dennard’s scaling 

theory, number of transistors per unit chip has been doubled every 18 months with 

the advantages of low power as well as high speed. However, the overall system 

performance which depends on the interaction between the processor and memory 

did not improve at the same speed due to a lack of innovation in the memory 

segment. So, in recent decades, a lot of research has been done on the 

improvement of speed and density of memory for high power as well as low 

power applications. Although the conventional 1T-1C Dynamic Random Access 

Memory has dominated the market for a sufficiently long time, the unscalable 

nature of the capacitor along with the short channel effects, dielectric leakage, 

gate induced drain leakage, diode leakage affect the performance of the device 

significantly. This begs to look into the possibilities of using different device 

architectures such as using the body of transistor itself (1T) to store the charges in 

order to overcome the difficulties faced by 1T-1C DRAM. The conventional 

partially depleted and fully depleted structures have been studied and shown 

promises as 1T-DRAM. However, integration of processor along with memory on 

the same chip for low power and high-speed application requires devices that can 

offer more than simple logic implementation. Thus, the thesis work focuses on an 

energy-efficient device, Reconfigurable Field Effect Transistor Tunnel (RFET) as 

1T-DRAM, which can also be used for logic implementation with a lesser no of 

transistors due to its inherent reconfigurable nature. 

 

RFET, which consists of Schottky Barrier (SB) at source/drain ends, 

utilizes tunneling phenomenon for its functioning. The difference with respect to 

SB-MOSFET is an extra gate, which controls the Schottky barrier width and also 
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suppresses the ambipolar behavior. The other gate i.e. control gate (CG), is 

manages the injection of carriers into the body. The higher values of on-current to 

off-current ratio coupled with reversible operation are some of the benefits of 

RFET vis-à-vis conventional MOSFET. 

 

This work focuses on the use of twin gate (2G) RFET for 1T-DRAM 

purpose. Although a 2G-RFET can be utilized for implementing logic with 

reduced transistor count, the dynamic memory operation is not feasible as the 

storage region (potential well) is positioned near to the Schottky barrier. Through 

structural improvisations (through intentional gate misalignment) without 

degrading the current drive and retaining polarity control, the thesis work reports 

feasible dynamic memory operation in 2G-RFET for embedded (eDRAM) as well 

as standalone applications. The analysis presented in this work consists of device 

operation and physics of using 2G-RFET as 1T-DRAM highlights the feasibility 

of capacitorless dynamic memory operation for embedded applications with 

impressive performance indicators: sense margin  6 µA/µm, retention time  16 

ms at 85 C, current ratio of nearly 4 orders along with a low write (1 ns) and 

read (2 ns) time. Scalability of biases and total source-to-drain length are also 

examined and presented to highlight the design guidelines for implementing 

eDRAM cell with 2G-RFET.  
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Chapter 1 

Introduction 

1.1 Motivation for Memory 

In the last few decades, the requirement for semiconductor devices has 

increased significantly owing to its vast inclusion in various industries. The 

devices have been scaled down to improve functionalities through an increase 

in speed and density, and decrease in power dissipation. This concept of 

scaling was guided by Moore’s law [1-2] along with the scaling theory 

proposed by Dennard et al. [3]. Gordon Moore, in 1965, postulated that the no 

of transistors per unit chip would double every year, which, later was revised 

to 18 months [2]. This eventually became Moore’s law. As per the proposed 

scaling theory by Dennard et al. [3], as the devices shrunk, they consume less 

power and run fast. Both of these laws have governed the scaling of 

semiconductor devices resulting in efficient and fast [4-9] transistors over the 

years. 

Throughout the years, the processors have been improved in three 

specific metrics: speed, area and power. Thus, overall achievement of 

processors has enhanced multifold. However, the memory design has been 

aimed toward cost-effectiveness mainly. The improved designs of the 

processors have increased the burden on the memory designs as the number of 

controllers per processor core has decreased [10-11]. As a result, due to lack 

of innovation specifically in the area of interaction between the processor and 

memory, the overall performance of the system did not improve significantly 

at the same rate. That is why, in the last decade, much focus has been given 

towards the memory design and performance improvement. 

As we have moved through the age of Artificial Intelligence (AI), 

Machine Learning and Big Data, the number of computations have increased 

significantly. Thus, the requirement of memory has also increased. These 

applications have encouraged the development of various memory 

technologies [12-21] in the past few years. To bridge the gap between speed of 

processor and access time of memory, the embedded applications where the 
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memory systems are incorporated along with logic devices on Integrated 

Circuits (ICs) chips are also gaining enough attention compared to standalone 

applications [22-25]. The typical performance parameters of memory are sense 

margin, retention time, endurance, reliability, current ratio, power 

consumption and stability [19].  Based on the requirements, the trade-offs are 

necessary among these metrics, and hence, optimization of the memory in all 

aspects is crucial to design. 

Based on the retention of data, the solid-state memory can be grouped 

into two types – volatile memory and non-volatile memory. Volatile memories 

cannot retain data once the power is off. The Dynamic Random Access 

Memory (DRAM) and Static Random Access Memory (SRAM) come under 

this category. Non-Volatile Memory (NVM) can retain the data even the 

power is off. Non-volatile Random Access Memory (NVRAM), Electrically 

Erasable Programmable Read Only Memory (EEPROM), Flash Memory are 

representations of NVM. Apart from these, new emerging technologies such 

as Resistive RAM (RRAM), Ferroelectric RAM (FeRAM) etc. based devices 

are also becoming popular.  

1.2 Motivation for DRAM 

The first DRAM was introduced by Robert Dennard in 1967 where one 

access transistor (1T) was used to access the charge stored in the storage 

capacitor(1C) [3]. A patent was filed in 1967 for 1T-1C based DRAM and was 

issued in 1968 [26]. In early 70’s, Intel introduced 3 transistors (3T) and 1 

capacitor based 1KB DRAM for commercial use [27]. However, soon 1T-1C 

based DRAM became much popular and have been an integral part from then 

throughout the history in revolutionizing the use of computers and reduction in 

size from the size of a room to our palms. 

 DRAM is a cost-effective, high speed, robust memory which can attain 

high density with low power requirement [28-34]. However, due to significant 

innovation in the past decades, NAND flash memory dominates non-volatile 

memory segment. Hence, DRAM also needs to compete with cheap and low 

power NAND flash memory [25]. The continuous requirement of DRAM to 

be of much denser with low power have driven the innovation so far and the 
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DRAM technology itself has changed significantly [17]. The requirement of 

just main memory today has increased in multiple times compared to what it 

was just 10 years ago. This trend continues to shape the future of memory 

industry and thus architectural improvements are needed to counter that 

requirement. 

1.3 Working of 1T-1C DRAM 

Both SRAM and DRAM have seen tremendous growth [10-11, 16-17] 

in the last few decades due to innovation and rapid scaling. However, DRAMs 

have emerged as victorious in remaining at the top of memory hierarchy as its 

application in main memory in all computer systems apart from other vast 

applications [17]. The high density and thus, low cost per bit data have helped 

it to beat other type of memories. In DRAM, periodic refreshing is needed to 

retain the charge stored in the capacitor. That is why it is dynamic in nature. 

Each bit stored in DRAM can be accessed separately or randomly. That is why 

it is random access. SRAM also is random access but it does not need 

continuous refreshing to store the data. As long as the power is supplied, 

SRAM can retain the data [11, 16]. That is why the name ‘static’ comes. Both 

of these memories are volatile in nature i.e., when the power is turned-off, 

they lose the stored data. SRAM is generally used for high-speed applications 

and due to limited density, its use is mainly limited to on chip cache memory 

[11]. DRAM on the other hand found its application in main memory, and also 

in certain cases, as embedded cache memory [11, 24, 35]. Typical memory 

operation can be divided into 3 parts - write, hold and read. For DRAM, the 

operations are described below [36-38]. 

 

Fig. 1.1 Write ‘1’ operation of 1T-1C DRAM. 
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For write ‘1’, charges are stored in the capacitor through access 

capacitor. For that, at first, the bit line (BL) is precharged up to VDD, and then 

the word line (WL) is connected to VDD. This facilitates the access transistor 

to be on, and the capacitor starts charging towards VDD. However, due to weak 

pull up nature of nMOS, the capacitor can only be charged up to VDD – VTh 

(min (VDD, VDD - VTh) = VDD - VTh) where VTh is the threshold voltage. Thus, 

to overcome this, the BL is precharged to VDD + VTh. Hence, the capacitor can 

charge up to VDD and store the charges [36-38]. This is shown in Fig 1.1.  

 

Fig. 1.2 Write ‘0’ operation of 1T-1C DRAM. 

For write ‘0’ operation the charges stored in the capacitor, if any, are 

removed. That is why, here, at first the BL are first grounded and then the 

word line is activated through the application of a higher bias which is 

generally the supply voltage (VDD) to WL [36-38]. Due to strong pull-down 

nature of nMOS, the capacitor is discharged to ground voltage (min (0, VDD - 

VTh) = 0) through the access transistor which is shown in Fig 1.2.  

 

Fig. 1.3 Hold operation of 1T-1C DRAM. The arrows denote the leakage of 

charges. 
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In hold operation, irrespective of the bit line voltage the word line is 

kept grounded. As a result, the access transistor becomes off. Hence, ideally, 

the capacitor would retain the charges for infinite time. However, practically, 

due to leaky nature of the capacitor, n+-p junction leakage current at the 

storage capacitor end and subthreshold current of the transistor, the charges 

are leaked away from the capacitor [36-38]. That is why the capacitor is 

periodically refreshed every 64 ms [9] i.e., the stored value in the capacitor is 

read and then written back. This is known as ‘Refreshing’. The hold operation 

is shown in Fig 1.3. 

    

 

Fig. 1.4 (a) Read ‘1’ and (b) Read ‘0’ operation of 1T-1C DRAM. 

The read operation is shown in Fig. 1.4 (a)-(b). Initially, the bit line is 

precharged to half of the supply voltage i.e. VDD/2. Thereafter, WL is 

activated by connecting it to VDD. Thus, if ‘1’ is stored in the storage capacitor 

(CS), bit line parasitic capacitor (CB) starts getting charged through the access 

transistor and the voltage level of CB increases (Fig. 1.4 (a)). However, if ‘0’ is 

stored in storage capacitor, CB gets discharged through the access transistor. 
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Hence, voltage level at the CB decreases (Fig. 1.4 (b)). By using a sense 

amplifier, the changed voltage level of bit line is compared with reference 

voltage (VREF = VDD/2). If the bit line voltage is greater than VDD/2 then it is 

decided that ‘1’ was stored in CS otherwise ‘0’ was stored. During read, 

charges stored in the capacitor are lost due to the inherent mechanism of it. 

Thus, write back mechanism is used to impose the decided voltage level (‘1’ 

or ‘0’) in the storage capacitor and restore the voltage level. That is why the 

read process is destructive in nature for 1T-1C DRAM [36-38]. 

1.4 1T-1C DRAM: Evolution 

In order to increase the density of DRAM in chip, the access transistor 

as well as the storage capacitor has been scaled. However, as the scaling of 

capacitor continues, the storing capability also decreases. Hence, complex 

architecture for capacitor been introduced [10, 22, 39]. In the initial era, the 

planar capacitor used for storage was put at the adjacent of the access 

transistor and consumed 30% of the unit cell area. Thus, the scalability was a 

big problem [28]. Thus, instead of planar capacitor trench capacitor was 

introduced [40]. Here, the trench was formed in the substrate itself. However, 

the fabrication complexity also increased. Also, the high-k dielectric needed 

for better insulation in capacitor was hard to be formed using this process [10, 

41]. Hence, the concept of stack capacitor was introduced [42]. The stack 

capacitor is fabricated above the substrate in way that reduces the overhead 

area to increase the device integrity. However, the increased fabrication 

complexity increases the cost [10]. Also, the dielectric leakage of the capacitor 

has always been an issue. As the transistors are scaled down to nanometer 

regime, different effects such as short channel effects and gate induced drain 

leakage can possibly increase leakage current in DRAM, and thus, operating 

speed is compromised [10-11, 30-33]. As a result, to improve reliability, in 

fact higher capacitor area is needed. That means, even though the access 

transistor is scalable, actually, for charge retention in the capacitor, a higher 

area and storage capability are needed. These drawbacks motivate the 

innovation in DRAM design by removing the capacitor altogether and store 

the charges in the body of the capacitor itself and thus conceptualizing 1T-

capacitorless DRAM (1T-DRAM) [43].  
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1.5 1T-capacitorless DRAM 

The use of storage capacitor (3D cell) and transistor arrangement in a 

vertical array can resolve the problems associated with 1T-1C DRAM. 

However, the fabrication complexity increases in that case. Hence, the body of 

the transistor (1T) itself can be used to store the charges. Since no capacitor is 

being used, the scalability issue is removed compared to conventional 1T-1C 

DRAM. As a result, the fabrication complexity and cost both can be reduced. 

The concept of 1T-capacitorless DRAM was proposed more than 20 years ago 

[44] and since then several architectures such as Partially-Depleted (PD) SOI 

MOSFET [45]–[56], Fully Depleted (FD) SOI [57]–[65], Advanced-RAM (A-

RAM) [66]–[68], A2RAM [69]–[73], Zero-Slope and Zero-Impact Ionization 

FET (Z2-FET) [74]–[80], Field Effect Diode (FED) [81]–[85], Tunnel Field 

Effect Transistor (TFET) [86]–[96], Impact Ionization (IMOS) [97-98], 

Junctionless (JL) [99-100], Raised Source and Drain MOS [101], 3-Gated 

RFET [102] based 1T-capaciorless DRAM have been proposed.  

In 1T-DRAM, the charges stored in the body of the transistor changes 

the threshold voltage of the device through floating-body effect [103-104]. 

Due to this change in threshold voltage, and hence, on-current changes in both 

conditions. As a result, a considerable difference between the currents of the 

two states is observed. This difference can distinguish between state ‘1’ and 

‘0’. Also, the charges that are retained during hold operation are not lost 

during the read operation, and thus, the read operation is non-destructive in 

nature here. Other advantages associated with it are high density due to 

removal of capacitor, low cost of fabrication due to use typical SOI logic 

process [105], excellent delay-power trade-off along with advantages of use of 

multigate architectures [106-108]. 

 Although the simple structure of 1T-capacitorless DRAM even though 

makes the fabrication much more easy, architectural and bias related 

optimizations are necessary for both applications, standalone and embedded. 

The retention time (RT) of memory is defined as the hold time at which the 

difference between state ‘1’ and state ‘0’ read currents become half of that of 

the difference value at very low hold time [64, 86-88, 101]. The sense margin 

(SM), on the other hand, is the difference between state ‘1’ and state ‘0’ read 
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currents at a very low hold time [64, 86-89, 100]. The current ratio (CR) of 

memory is the ratio of read currents for states ‘1’ and ‘0’. For better DRAM 

performance higher values of SM, RT and CR are desired. Requirements for 

RT are different for each application [109-110]. Although, static RAM 

dominates segments   of on-chip memory, the eDRAMs are being developed 

for cheap, high density and low power applications. The 1T-capacitorless 

DRAM being a competitive candidate for that, requires additional attention. 

1.6 Operation of 1T-capacitorless DRAM 

1.6.1 Write ‘1’ Operation 

In 1T-DRAM, the write ‘1’ operation is performed by generating holes in 

the body. The generation of holes can be done using different mechanisms 

such impact ionization [49,52,63-64,106,111-113], bipolar action [116-118], 

band-to-band tunneling [93-95] etc. Some of them are discussed below. 

➢ Impact Ionization Based: The impact ionization based [49,54,67-

64,106,111-113] hole generation depend on avalanche breakdown in which 

electron-hole pairs (EHPs) are generated upon applying enhanced field in the 

device [114]. The positive voltage at the drain attracts the generated electrons, 

while the holes are stored at the lower potential region. In order to invert the 

whole channel, a sufficient gate voltage needs to be applied here. Upon 

applying a high drain voltage at this condition, the electrons accelerate 

towards drain and causes collision and thus EHPs are generated. Even though 

this mechanism is fast and low power, the high applied drain bias may cause 

reliability issues [115]. The same is represented in Fig. 1.5. 

 

Fig. 1.5 Illustration of write ‘1’ operation through impact ionization. 
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➢ Bipolar Action Based: In this mechanism [116-118], impact ionization 

along with a positive feedback help to generate a lot of EHPs within a very 

short time which is shown in Fig. 1.6. Here, the parasitic BJT present in 

MOSFET configuration helps in generation. Due to impact ionization near the 

drain terminal, the EHPs are generated among which the holes accumulate at 

the lower potential region (back surface) which enhances the potential of the 

body and forward biases parasitic emitter (source) – base (body) junction. This 

reduces the energy barrier at the source-body region allowing more no of 

electrons to be injected in the body. Due to the applied field between source 

and drain, these electrons rush toward the drain and cause more impact 

ionization. This parasitic bipolar action improves the speed of the write 

operation. But still, we need sufficient drain bias to trigger impact ionization 

which may cause reliability issues [115] as before. 

 

Fig. 1.6 Schematic diagram of write ‘1’ operation through bipolar action. 

 

➢ Band-to-band Tunneling (BTBT) Based: Band-to-band tunneling based 

devices operate by using a combination of positive drain bias and negative 

gate voltage. This creates a high electric field region and reduces the tunneling 

width between gate and drain by reverse biasing this region [89-91]. As a 

result, the tunnelling of electrons takes from channel valence band to drain 

conduction band. This creates holes in the channel region which are then 

accumulated in the potential well [91]. This tunneling can also be classified as 

Gate Induced Drain Leakage (GIDL) [56]. Due to very small current 

requirement, this process is much more power efficient and reliable than the 

previously discussed methods [92]. The process is represented in Fig. 1.7 (a)-

(b). 
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(a) (b) 

Fig. 1.7 (a) Schematic diagram of write ‘1’ operation through BTBT 

mechanism and (b) EHP generation through BTBT in write ‘1’ at gate-drain 

region. 

1.6.2 Write ‘0’ Operation 

The removal of holes from the body takes place in write ‘0’ operation. 

This is accomplished by applying a positive gate bias and negative drain 

voltage. This causes the body-drain and body-source regions to be forward 

biased, and thus, the holes are removed from the body [27]. This forward bias 

causes the electrons to enter from source/drain to the storage region and 

electron-hole recombination occurs depleting holes from the body. This is 

shown in Fig. 1.8. 

 

Fig. 1.8 Illustration of hole depletion in write ‘0’ operation. 

 

1.6.3 Hold Operation 

In hold operation, the holes which are generated or depleted in the 

write operation are retained. This charge retention depends upon hole 

recombination and generation of holes which are function of device 
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architecture, bias and temperature [64, 86, 92]. The thermal generation, BTBT 

and weak impact ionization affect the hole generation, and thus, during the 

hold ‘0’ the hole concentration stored in potential well increases [64, 86, 92]. 

On the contrary, with time, due to thermal recombination mainly, the hole 

concentration decreases during hold ‘1’ [64, 86, 92]. Therefore, to maintain a 

high retention time along with high sense margin the bias along with device 

optimization are necessary to control hole generation and recombination.  

1.6.4 Read Operation 

In read operation, the holes that are stored in the body modify the body 

potential, and hence, alter the threshold voltage of the device. Therefore, when 

read operation is followed by hold ‘1’ operation, excess holes present in the 

body increases the body potential and reduces the threshold voltage through 

body-effect. On the other hand, when read operation is followed by hold ‘0’ 

operation, since holes were depleted, the threshold voltage is not impacted. As 

a result, when read current flows, we see clear difference between read ‘1’ and 

read ‘0’ currents which are then sensed by a sense amplifier to distinguish 

between state ‘1’ and state ‘0’ [64, 86-88, 102]. The read operations are 

illustrated in Fig. 1.9 (a)-(b). 

       

(a) (b)  

Fig. 1.9 Schematic representation of (a) read ‘1’ and (b) read ‘0’ operation in 

SOI devices. 

The read current depends mainly upon read bias used and device 

architecture. Since the charges stored during hold operation are not lost during 

read operation (non-destructive read), the cell can be read multiple times after 
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programming. This capability reduces overall power requirement of 1T-

DRAM compared to 1T-1C DRAM.  

1.7 Conclusion 

Research and innovation in the in the memory segment have 

introduced several devices [45-102] which are potential candidates for 1T-

DRAM application. However, feasibility of the devices practically and 

integration have always been an issue. The SOI MOSFET based 1T-DRAM 

[45-65] have shown promise for standalone applications requiring a minimum 

retention time of 64 ms with sufficient sense margin. But for embedded 

applications, the devices need to support logic integration with improved 

scalability and operation. As the rapid growth of the semiconductor industry 

continues, we will need better architectures in that regards which can support 

highly dense, low power and fast operation. Thus, one can look into some 

other devices such as Reconfigurable (or Programmable or Polarity 

Controlled) Field Effect Transistor (RFET) which has already been proven to 

be a good alternative to traditional architectures, and look into the possibility 

of using it as 1T-DRAM.  

1.8 Thesis Organization 

The thesis organization is described as following: 

Chapter 1 focuses on understanding of 1T-1C DRAM concepts and 

drawbacks associated with it. It provides an understanding of need of 1T-

DRAM and concepts behind it. Finally, it emphasizes on the need of different 

architectures to obtain 1T-DRAM function. 

Chapter 2 introduces the concepts of twin-gated reconfigurable field effect 

transistor and its operation. Associated advantages and disadvantages are also 

discussed in this chapter. 

Chapter 3 presents the drawbacks of using conventional twin gated 

reconfigurable field effect transistor and proposes a novel structure to 

overcome the bottleneck of the issues. The operation of 1T-DRAM based on 

2G-RFET is discussed here. 



13 
 

Chapter 4 provides detailed analysis of effects of different parameters such as 

read and write time scaling, bias variation, length scaling and use of different 

spacing lengths and traps at interfaces on device performance. A fair 

comparison of the device with the other reported devices is also discussed 

here. 

Chapter 5 summarizes the conclusion of the research work and proposes the 

scope of the future work. 
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Chapter 2 

Twin Gate Reconfigurable Transistor 

2.1 Metal-Semiconductor Contacts 

A junction formed by metal and semiconductor (M-S junction) can 

lead to a Schottky contact (rectifying) or Ohmic contact (non-rectifying) based 

on the work function difference and electron affinity of the materials used [1]. 

The energy required to move an electron from Fermi level (EF) to vacuum 

level (E0) is defined as the work function (Φ) of any material [1]. On the other 

hand, electron affinity of semiconductor (s) is the energy difference between 

the conduction band edge (EC) and vacuum level [1]. For metal, as the 

conduction band and Fermi energy level (Φm) overlap, the work function is 

same as the electron affinity. However, for semiconductor the location of 

Fermi energy level depends on doping. Therefore, the work function of 

semiconductor (Φs) also changes. However, as the electron affinity of 

semiconductor (s) depends on the conduction band only, it remains fixed. To 

understand the behavior of RFET, it is essential to understand the carrier 

conduction through M-S junction specifically for Schottky contacts. 

 

Fig. 2.1 Band diagram of metal and semiconductor [1]. 

2.1.1 Schottky Contact 

Based on the type of semiconductor, the Schottky contact can be 

formed in two cases: 

a) n-type semiconductor with Φm > Φn 
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Prior to the contact formation, Fermi level of semiconductor is 

positioned above that of metal. At equilibrium, electrons from the n-type 

semiconductor will move towards the lower energy levels of metal resulting in 

a depletion or space charge region at the junction. 

The potential barrier height for electrons as seen from the metal side to 

move to EC is known as Schottky Barrier Height (SBH) for electrons and is 

given by [1], 

𝑞𝛷𝐵,𝑛 = 𝑞(𝛷𝑚 − 𝜒𝑠,𝑛)                                      (2.1) 

On the other hand, the potential energy barrier as seen from the 

semiconductor side for an electron to move to the metal side is known as built-

in potential (Vbi) and is given by [1], 

𝑞𝑉𝑏𝑖 = 𝑞(𝛷𝐵,𝑛 − 𝛷𝑛)                                         (2.2) 

 

Fig. 2.2 M-S contact band diagram with (a) n-type and (b) p-type 

semiconductor [1]. 

b) p-type semiconductor with Φm < Φp 

Similar to that of the n-type, at equilibrium, here the depletion region is 

formed at M-S junction by the uncovered acceptor ions when holes from the 

p-type move to the energy level of the metal. The SBH [1] for holes is, 

         𝑞𝛷𝐵,𝑝 = 𝐸𝑔 − 𝑞(𝛷𝑚 − 𝜒𝑠,𝑝)                                   (2.3) 

where, Eg is the bandgap of semiconductor. 
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Conduction through Schottky Barrier 

For simplicity, the conduction is explained for n-type semiconductor 

(Φm > Φn). For conduction at M-S junction, three possible mechanisms are 

responsible [1]. These are described below. 

a) Thermionic Emission 

It refers to the flow of carriers when they have sufficient energy to 

cross the barrier at the M-S junction. When a forward bias (VAP) is applied i.e. 

VAP > 0, the barrier height for electrons in the n-type semiconductor reduces. 

As a result, the electrons can now move from the higher energy levels of 

conduction band (EC) to the lower energy levels of metal resulting flow of 

current in the device. However, when a reverse bias is applied with VAP < 0, 

the potential energy barrier at the junction increases. As a result, the current 

decreases. However, the applied bias does not affect the SBH. Hence, there is 

always a very small amount of current because of tunnelling of electrons 

(metal to semiconductor) under reverse bias condition. 

The 1-D equation of Thermionic Emission (JTE) at temperature (T) is 

given as [2], 

𝐽𝑇𝐸 = 𝐴∗𝑇2𝑒𝑥𝑝 (−
𝑞𝛷𝐵,𝑛

𝑘𝑇
)                                (2.4)                                        

where A* is Richardson’s Constant and is given by, 

𝐴∗ =
4𝛱𝑞𝑚∗𝑘2

ℎ3                                                     (2.5) 

The overall current density in the Schottky diode is almost similar to 

that of p-n junction counterpart and is expressed as [2], 

                                     𝐽𝑛 = 𝐽𝑇𝐸 [𝑒𝑥𝑝 (
𝑞𝑉𝐴𝑃

𝑘𝑇
) − 1]                                  (2.6) 

b) Field Emission 

Due to the applied field, some of the electrons get sufficient energy to 

tunnel through barrier around the conduction band edge. This phenomenon is 

referred as field emission. 
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Fig. 2.3 Different mechanism responsible for conduction at M-S junction. 

c) Thermionic-field Emission 

Some of the thermally excited electrons which have higher energy than 

the conduction band but not enough to cross the barrier can also tunnel 

through the barrier due to the electric field. This is referred to as thermionic-

field emission. 

Both field-emission and thermionic-field emission are strongly 

functions of thickness of the barrier at the M-S junction. In a heavily doped 

semiconductor, the barrier becomes very thin, and current flows due to these 

two phenomena [1]. For the same reason, for low doped semiconductor the 

effects of field-emission and thermionic-field emission are very negligible 

compared to thermionic emission. 

2.1.2 Ohmic Contact 

Similar to the Schottky contacts, the Ohmic contacts can also be 

formed in two ways at M-S junctions [2]. For n-type semiconductor with Φm < 

Φn, results in flow of electrons from the higher energy states of metal to the 

lower energy states of semiconductor at equilibrium making the junction more 

n-type. At equilibrium, a p-type semiconductor with Φm > Φp results in flow of 

electrons from semiconductor to metal generating more holes at the junction 

making it more p-type. Upon applying biases, the carriers can easily flow from 

metal to semiconductor or vice versa owing to very small barrier or no barrier 

at all at the junction resulting flow of current in direction according to applied 

voltages. That is why these junctions act like non-rectifying or ohmic contact. 
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Another way to create ohmic contact at M-S junction is simply by 

doping the semiconductor heavily [2]. Because of this high doping, the 

depletion width at the junction becomes very narrow resulting reduction in the 

tunnelling width and thus carriers can easily tunnel through this barrier and 

reach either side based on the applied bias. 

 

 

Fig. 2.4 Tunnelling mechanism through ohmic M-S contact for conduction. 

2.2 Reconfigurable Field Effect Transistor (RFET) 

The idea of Reconfigurable Field Effect Transistor (RFET) [5-16] 

comes from Schottky Barrier Field Effect Transistor (SBFET). SBFET 

employs two M-S junctions at source and drain. Here, a single gate used for 

current flow. However, it suffers from ambipolar behaviour of the current. To 

suppress the ambipolarity another gate is employed at the source side. Later, 

these two gates were separated and controlled independently to achieve 

reconfigurability. As the scaling continued over the years according to 

Moore’s Law [3], in the nanoscale regime many effects such as short channel 

effects (SCEs), random dopant fluctuations become more dominant. As a 

result, not only the fabrication process becomes more complex [4] but the 

reliability of the MOSFET operation is also challenged. The RFET, being 

intrinsic and the use of simple M-S junctions at source and drain counter the 

issues of fabrication process complexity and cost (low thermal budget). On the 

other hand, just by changing the polarity of the biases, same transistor can be 

operated as both n-type and p-type. Therefore, the separate need of fabricating 

p-type device like CMOS counterpart is not needed at all. In the logic 
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implementation level, this decreases number of transistors to be used 

compared to standard CMOS logic [5-16]. 

Typical RFET configuration consists of two effective gates: control 

gate (CG) and polarity gate (PG). To enable carrier injection at the source and 

drain side through tunnelling, two M-S Schottky junctions are needed. For that 

Ni-Si are used at source and drain. Since RFET supports both n-type and p-

type on the same device, the Si-body is essentially intrinsic or lightly p-doped.  

Based on the position of the gates, RFET can be broadly classified into 

types: two gate or 2G-RFET and three gate or 3G-RFET [5-14]. The 

corresponding figures are shown in Fig. 2.5 and Fig. 2.6. 3G-RFET consists of 

three gates, two polarity gates at the source and drain side and one control gate 

in the middle.  On the other hand, 2G-RFET employs one control gate at the 

source while another is at the drain. In both the cases, the injection of carriers 

is done by polarity gate and the flow of carriers is controlled by control gate 

by applying biases. In 3G-RFET, this flow of carriers is controlled at the 

middle of structure whereas the same is done at the drain end in 2G-RFET. A 

positive bias at the polarity gate enables the injection of electrons in the body 

making it n-type and a negative bias enables the injection of holes making the 

device p-type, thus achieving reconfigurable nature. The polarity gates in the 

3G-RFET can be shorted and operated with a single bias.  

Due of the use of more number of gates, the controllability in 3G-

RFET is higher than that of 2G-RFET. This provides better subthreshold 

swing in 3G-RFET than 2G-RFET. However, the use of more number of gates 

requires more fabrication complexity and cost [5]. Also the use more number 

of gates lead to higher capacitance, and thus, increase intrinsic delay of device 

[17]. That is why in this analysis 2G-RFET has been the primary concern. 

Nickel silicide has been used in both source and drain region for M-S junction 

as it has been proven an excellent material for forming Schottky junction 

avoiding defects or taps at the interface causing Fermi level pinning at the M-

S junction [18]. 
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Fig. 2.5 Schematic illustration of a three gate RFET. 

 

 

Fig. 2.6 Schematic illustration of a two gate RFET. 

2.2.1 Working of Twin Gate RFET 

The entire analysis of 2G-RFET (throughout the thesis) has been done 

on Silvaco ATLAS TCAD tool [19]. The Universal Schottky Tunneling (UST) 

model has been used to capture conduction at the Schottky Barrier junction. 

The effective masses of electrons (mn
*) and holes (mp

*) are taken to be 0.3mo 

and 0.2mo respectively [6], where mo is the rest mass of electron. Other 

physical models used for simulation include temperature and concentration 

dependent carrier lifetime, generation-recombination models, impact 

ionization, and concentration and field dependent mobility [19]. 

To explain the working principle through the band diagrams, the 

control gate length (LCG) is same as the length of the polarity gate (LPG) i.e. 25 

nm along with gap/separation of 90 nm. The source and drain metal length are 

equal and of 30 nm. The Si body thickness (TSi) and the oxide (SiO2) thickness 
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(Tox) are 10 nm and 2 nm respectively. The work function of all gates as well 

as source/drain are taken to be 4.71 eV. 

When no voltages are applied at any of the terminals, the bands are 

essentially flat as there is no work function difference between gates, S/D 

region with the Si-body as seen in Fig. 2.7.  

 

Fig. 2.7 RFET at equilibrium/flat band condition (zero bias). 

To make this device as n-type, a positive voltage at the polarity gate 

causes electrons to accumulate below it and the surface becomes more n-type 

(field induced doping). Hence, bands bend in downwards. However, as VCG = 

0 at this point, electrons which are present at the source side see a high energy 

barrier and cannot cross it. Hence, no current flows through the body even at 

the application of drain bias. Hence, the device is OFF. To make this device 

ON, a positive bias has to be applied at control gate terminal. Hence, bands 

(corresponding to the control gate region) bend in downward direction. Under 

this condition, a positive bias at the drain allows electrons to tunnel through 

the reduced barrier width at the source and reaches drain under the influence 

of electric field. Thus, current flows in the device in n-type configuration.  

Similar to the n-type, the device can be made to function as p-type by 

changing the polarity gate bias to negative. As a result, holes will be 

accumulated below the polarity gate bending the bands in the upward 

direction. However, even at the application of a negative bias at drain, holes 

from source cannot cross the energy barrier in the body as VCG = 0 V. This is 

the OFF condition in p-type configuration. To turn the device ON, a negative 

voltage at the control gate causes bands to bend upwards resulting a narrow 

barrier width. Thus, holes from the source side tunnel through this narrow 
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width and reach drain because of the applied horizontal field constituting the 

hole current. The band diagrams for n-RFET and p-RFET ON and OFF 

conditions are shown in Fig. 2.8. 

 

                    (a)                         (b) 

 

(c)                  (d) 

Fig. 2.8 Band diagram for (a) n-RFET OFF, (b) n-RFET ON, (c) p-RFET ON 

and (d) p-RFET OFF conditions. 

2.2.2 Characteristics of 2G-RFET 

The characteristics of 2G-RFET can be divided into two parts – 

transfer characteristics and drain or output characteristics. Again, as there are 

two separate gates present, we have two separate transfer curves – ID vs VCG 

curve and ID vs VPG curve.  

The width of tunneling at Schottky barrier (SB) depends on the applied 

bias at the polarity gate and control gate. The intrinsic spacer region (the 

ungated region) between the control and polarity gate causes a high resistance 
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in the body region and thus limiting the drive current. That is why in RFET the 

drive current is small compared to conventional MOSFET device. 

For the characteristics here, LPG and LCG are taken to be 25 nm with an 

ungated gap region, LGAP of 50 nm. LS and LD are taken as 25 nm each. The tox 

and tSi are 1.5 nm and 10 nm respectively. All the gates along with source-

drain work function are taken to be 4.71 eV at 85 °C.  

The tunneling probability, Tn,p, through a barrier can be expressed with 

the help of Wentzel–Kramers–Brillouin (WKB) approximation for a triangular 

barrier [20] as, 

𝑇𝑛,𝑝  ∝  𝑒

−4√2 𝑚𝑛,𝑝
∗ 𝛷𝐵,𝑛,𝑝

3
2

3𝑞ħ𝐸                                 (2.6) 

 

where E is the applied field the across the barrier and ħ is the reduced Planck’s 

constant. 

For a fixed VD of 1.5 V, when ID vs VCG graph is plotted in Fig. – 2.9 

(a) for different VPG it can be seen that, for a higher VPG we have a higher 

current in the device. For a low VCG, the barrier thickness at the source region 

is sufficiently high causing a very low current in the device. On the other 

hand, a high VCG causes the bands to bend in the downward direction 

significantly resulting a very narrow tunneling width. Thus, more electrons 

can now get injected in the device through tunneling. However, if VPG is low, 

at the drain region the tunneling width becomes high. Hence, thermionic 

emission becomes more dominant than tunneling mechanism and only a few 

electrons can cross the barrier and reach the drain terminal. However, upon 

applying a high VPG, the tunneling becomes more dominant than thermionic 

emission and we get a higher current due to combining effect of them.  

However, for a fixed VPG, when ID vs VCG characteristics is plotted for 

different drain bias a similar trend to that for VPG can be seen. This trend is 

followed because the barrier height decreases at drain terminal as VD 

increases. As a result, when VD is made high, a greater number of electrons 

can cross the barrier due to thermionic emission as well as tunnel through the 

barrier. Hence, drain current increases which is reflected in Fig. 2.9 (b). 
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Fig. 2.9  ID vs VCG characteristics for (a) different VPG and (b) different VD. 

The typical ID-VPG characteristics for different PG biases and a fixed 

drain bias of VD = 1V is shown in Fig.- 2.10. For a given VD and VCG, when 

VPG is varied, initially the current increases almost linearly due to the fact that 

upon increasing VPG at the beginning the conduction and the valence bands 

near the drain terminal bend in the downward direction in a linear fashion. As 

a result, the energy barrier decreases enabling more thermionic emission into 

the drain terminal causing more current to flow. At a higher VPG, this bending 

is more compared to that for lower VPG. That is why the energy barrier 

decrease is also very high for a higher VPG. Hence, we get a higher degree of 

current for a higher VPG. However, at a given VCG and VD, at higher VPG we 

can only see a very small slope in the current. This is due to the reason that, at 

this point the thermionic emission saturates and the tunneling of carriers at the 

Schottky barrier at the drain region comes into play. Due to the high VPG, the 

tunneling width at the drain region becomes sufficiently narrower causing 

electrons to tunnel into drain. As a result, the current increases. A higher VCG 

results in more injection of carriers in the source region causing a higher 

current to flow. One interesting aspect to note here is that, at the beginning 

when VPG increases slightly the current actually decreases and then increases. 

When VPG = 0V (say for VCG = 1.5V and VD = 1V), because of the high 

energy barrier at the middle only a very few holes (tunneling from drain side) 

and electrons (tunneling from source side) can flow due to thermionic 

emission and low rate of tunneling. Now, when VPG increases slightly, 
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thermionic emission hardly gets affected, but as the band move slightly in the 

downward direction at drain side, the tunneling width also increases, reducing 

carrier tunning at the drain side. That is why we see a negative slope in the 

graph at the beginning. However, after a certain point, when barrier starts 

reducing significantly, the thermionic emission become more dominant over 

tunneling and we see a linear variation of the current with VCG.  

 

Fig. 2.10 ID vs VPG characteristics for different VPG. 

The output or ID vs VD characteristics for different values of VPG and 

VCG (both are kept at same voltage) are shown in Fig.- 2.11. It can be seen 

that, it follows a similar kind of pattern to that of ID vs VPG characteristics. At 

the beginning as VD increases, the energy barrier for the carriers (here, 

electrons) at the drain region as well as at the ungated region move in the 

downward direction. As a result, the barrier height at these areas decreases 

allowing more electrons to flow from source and ultimately because of 

tunneling and thermionic emission at the drain region current increases 

linearly. However, after a certain voltage, the Schottky barrier height at the 

drain region becomes negligible because of the higher voltage at the drain 

causing the metal Fermi level to move downward significantly. At this point 

only thermionic emission exist and the current increases at a very slower rate 

due to applied field for a given VCG and VPG. If VCG and VPG are lowered, the 

tunneling width at both source and drain becomes higher and less carriers get 

injected through tunneling process. Hence, a lower current is attained. 
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Fig. 2.11 ID vs VD characteristics for different VPG = VCG. 

Similar type of characteristics curves can be obtained for p-type also 

just by changing biases. However, if the same device is used with all gates and 

source-drain work function of 4.71 eV, the drive current for p-type will be less 

than that of n-type. This is because, in Si, the intrinsic Fermi level does not 

exist exactly at the middle due to the effective mass difference between holes 

and electrons. As result, a higher Schottky barrier exist for holes when M-S 

junctions are formed for a work function of 4.71 eV. Therefore, to decrease 

the Schottky barrier height for holes, a slightly higher work function at the 

source and drain metal can be used. But as this increases the Schottky barrier 

height for electrons, a comparatively low n-type current than previous case is 

observed. 

 

Fig. 2.12 Reconfigurability of 2G-RFET shown through nMOS and pMOS 

device characteristics. 
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 In the Fig. 2.12, which actually is the ID vs VCG characteristics of both p-type 

and n-type configuration, a slightly higher work function (4.74 eV) at source 

and drain region is used to get symmetric p-type and n-type current which 

proves the reconfigurability feature of the RFET. Here, LGAP is taken as 90 nm 

with all other parameters same as previously stated. 

2.3 Conclusion 

The RFET, being an extension of SBMOSFET, has all the advantages 

of it along with the improved properties such as suppressing the ambipolar 

behaviour and reconfigurability. Here, in fact the ambipolarity nature is 

modified to provide unipolar n-type and p-type configuration by using two 

separate gates. Even though the small drive current is a concern, the ION/IOFF 

ratio being in the order of  ̴ 105 and the gate capacitance was relatively lower 

[21] than that exhibited by MOSFET. This makes it suitable for logic 

applications. RFET, upon achieving maturity, can be used to implement 

multifunctional complementary logic circuits with same design. 
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Chapter 3 

Twin gated RFET as 1T-DRAM 

3.1 Introduction 

The advantages of Silicon-on-Insulator (SOI) over bulk technology [1-

5] makes it an ideal technology to be widely used in emerging transistors. Out 

of the two options within SOI i.e. partially depleted (PD) and fully depleted 

(FD), the device miniaturization has lead to the utilization of FD SOI in scaled 

devices. The development of eDRAM cell in SOI technology allows the 

transistors to be integrated onto the same chip as devices for logic 

applications. The overall system performance shall be benefitted if the same 

devices can be utilized for logic as well as for memory applications [6-8]. The 

present CMOS technology needs different fabrication steps for nMOS or 

pMOS transistors which limits logic circuit density. However, RFET which 

can be electrically tuned as nMOS or pMOS via applied bias [9-10], allows 

logic function realization with lower transistor count [9-19]. 

The re-configurability of RFET has the advantage of using the same 

structure as NAND and NOR when programmed dynamically using only 6-

RFETs [15] as well as the implementation of XOR and NAND on the same 4-

RFET layout [10], thus allowing room to implement different set of 

functionalities and providing new approach for logic synthesis. The use of 

dual-threshold RFET has also been demonstrated to highlight a significant 

reduction in leakage power [17]. Technology mapping with the help of new 

algorithm has been proposed to improve area and delay using RFET [16]. The 

implementation of full adder [19], 4T pseudo-SRAM cell [19] and embedded 

power gating techniques have also been demonstrated to achieve faster and 

energy efficient System-on-Chip [19]. Apart from digital applications, RFETs 

have also been used for analog/rf designs [18]. All of the above indicate to 

numerous advantages of RFETs. Apart from the above-mentioned advantages, 

it is a great interest to explore 1T-DRAM possibilities through 2G-RFET. The 

primary asset of converging RFET based eDRAM with logic is to enhance 

bandwidth i.e. minimize delay in data transfer [20]. In this context, the design 
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optimization and benchmarking of eDRAM and standalone DRAM finds 

relevance in futuristic programmable technologies.  

3.2 Limitation of using double gate conventional 2G-RFET 

as 1T-DRAM 

Here, to analyse conventional double gate 2G-RFET as 1T-DRAM, the 

workfunction of Nickel Silicide (NiSi) at source/drain region is 4.6 eV, which 

correlates to a Schottky barrier (SB) height (SBH) of 0.43 eV. The tunneling 

through SB is incorporated through the universal Schottky tunneling (UST) 

module with different effective masses of electrons (0.3mo) and holes (0.2mo), 

respectively, where mo is the rest mass of electron [21]. A fixed silicon film 

thickness (TSi) of 10 nm, and SiO2 layer thickness (Tox) of 1.5 nm is used for 

the analysis throughout this chapter. Other models have already been 

described in chapter 2. 

 

Fig. 3.1 Conventional double gate 2G-RFET structure. 

To analyse the conventional double gate 2G-RFET, the structure 

shown in the Fig. 3.1 has been considered. For logic operation the top and 

back polarity gates as well as the top and back control gates are short 

circuited. However, for 1T-DRAM application the back polarity gate, also 

known as back gate (BG) is operated independently to store the charges in the 

body of RFET. Here, for operation, all the gate lengths are taken to be 25 nm 

(LPG = LCG = LBG = 25 nm) along with spacing (LFGAP) of 50 nm. 

In a 2G-RFET, to enable the tunneling of holes a negative voltage is 

applied at the PG, as it bends the energy bands in PG region in the upward 

direction and thereby reducing the tunneling width. Here, the storage region is 

present at the back surface in the back gate region which is biased 
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independently to store the holes. For write ‘1’ operation the excess holes are 

needed to be generated in the body. The impact ionization and tunneling 

mechanism are used to generate these excess carriers. To facilitate that, -1.5 V 

is applied at PG and 1.5 V at the drain as shown in Fig. 3.2 (a) and Fig. 3.3 (a). 

During write ‘0’ the holes from the storage region are needed to be depleted. 

Hence, barrier height as seen by electrons is reduced at drain by the 

application of positive BG bias (Fig. 3.2 (b) and Fig. 3.3 (b)). When write ‘1’ 

is followed by hold process, the positively charged holes increase the potential 

at the back gate region facilitating tunneling of electrons from drain region 

causing recombination of the stored holes with electrons. As a result, the hole 

concentration is significantly reduced. On the other hand, during hold ‘0’ 

operation, since the holes are depleted during write ‘0’ operation, the potential  

 

Fig. 3.2 The absence of memory functionality in a conventional 2G-RFET is 

exhibited through the variation of conduction and valance bands for (a) write 

‘1’, and (b) write ‘0’ operations. Correlation of the same is shown through the 

(c) variation of hole concentration during hold operation and (d) drain current 

transient. The cutline in the semiconductor for (a), (b) and (c) is taken to be 

0.5 nm above the back surface. Biases are mentioned in Table 3.1. 

at the back gate region decreases. As a result, holes tunnel from source and 

drain region to the body, and increase the hole concentration significantly. 
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Thus, hole concentration at the time of hold ‘1’ and hold ‘0’ states essentially 

remain same as shown in Fig. 3.2 (c) and Fig. 3.3 (c)-(d). 

Therefore, when the read current flows, both the read ‘1’ and read ‘0’ 

hole concentration at BG region impacts the top surface barrier by exactly the 

same amount as the concentration is the same. Thus, read ‘1’ and read ‘0’ 

current essentially become same and cannot be distinguished as shown in Fig. 

3.2 (d). Therefore, the memory operation cannot be achieved in this 

architecture. This problem cannot be resolved by selecting appropriate bias as 

a higher negative voltage at the PG results in more tunneling of holes causing 

a sharp degradation in hold ‘0’ state and a lower negative PG bias facilitates 

tunneling of electrons causing degradation in hold ‘1’ state. Hence, 1T-DRAM 

operation cannot be achieved in conventional double gate 2G-RFET with bias 

selection. Therefore, the architecture improvisation is needed. To resolve this 

issue, the back gate can be misaligned and move away from the drain Schottky 

region through intentional back gate misalignment [22]. 

  

Fig. 3.3 Contour plots for hole concentration (nh) during (a) write ‘1’, (b) write 

‘0’, (a) hold ‘1’ and (b) hold ‘0’ operations of conventional double gate 2G-

RFET at 85°C. at 85°C.  Parameters: LCG = LPG = LBG = 25 nm and LFGAP = 

LBGAP = 50 nm. Biases are mentioned in Table 3.1. 

3.3 Proposed misaligned 2G-RFET as 1T-DRAM 

The proposed structure has one PG at the front surface, one CG each at 

front and back surfaces, and one intentionally misaligned PG (referred as back 
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gate, BG) as shown in Fig. 3.4 (a). The ungated region (LFGAP) separates front 

CG and PG as shown in Fig. 3.4 (a).  

 

 

 

Fig. 3.4 Schematic diagram of (a) proposed misaligned twin-gate (2G) RFET. 

(b) Comparison of IDS-VCG characteristics of conventional and misaligned 

(proposed) RFET. Energy bands diagrams extracted at (c) front and (d) bottom 

surfaces of conventional and proposed 2G-RFET. Biases: VS = 0V, VD = 0.5 

V, VPG = VBG = 1.5 V. 
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Similarly, an ungated region (LSP) separates BG from the drain. SB and 

ungated region primarily affect the resistance of the RFET. The application of 

bias at the PG can reduce the resistive component of SB. In the proposed 

structure, front gate barriers remain unaffected (Fig. 3.4 (c)). However, 

intentional BG misalignment enhances the SB resistive component (Fig. 3.4 

(d)) as the BG is away from the SB. The benefit of this is derived through a 

lowering of the resistance associated with LFGAP due to better BG control. 

Hence, the current drive of the misaligned 2G-RFET essentially becomes 

similar to the current drive of a traditional 2G-RFET structure as shown in Fig. 

3.4 (b). Also, a key aspect of RFET i.e. multi-functionality is preserved as 

both nMOS and pMOS operations can be implemented (by electrically 

connecting the PG and BG) with the misaligned topology. Thus, the proposed 

misaligned structure facilitates the use of BG (independently biased) for 

creating an electrostatic potential well without compromising re-

configurability. 

3.4 Integration flow 

RFETs have already been fabricated in different geometries such as 

nanowire [9-10, 23-30], and Fin shape [31-32] in SOI technology. In 

literature, there are two possible ways to fabricate the RFET devices: (1) top to 

bottom [9-10, 25-28] and (2) bottom-up [29-30] approach. Initially, a bottom-

up approach [33] was used in the fabrication of RFETs. However, due to 

several issues in the approach, researchers have utilized top-down approach, 

which is compatible with CMOS fabrication process [9-10, 25-28].  

The possible integration flow (Fig. 3.5) of the proposed structure is 

based on the top to bottom approach as follows: 

Fabrication steps start with an undoped SOI layer. Channel can be 

patterned into the desired fin shape with electron beam lithography [31]. SiO2 

layer is formed using dry oxidation [31]. After SiO2 formation, a polysilicon 

layer is deposited over the oxide layer using the conformal deposition. After 

that, the Schottky-Barrier (SB) region is patterned through electron beam 

lithography by lifting off the metal and oxide in that region. All the above-

mentioned steps are very same as used in the fabrication of the Fin-shaped 
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RFET. Now, again using the electron beam lithography, CG and PG can be 

patterned with different length i.e., LPG=2×LCG. After the above-mentioned 

steps results in a twin gate RFET with polarity gate length equal to the twice 

of control gate length. 

 

 

Fig. 3.5 Possible integration flow to realize the proposed structure through 

well-known fabrication steps [31-35]. 

 

The gates can be separated for independent gate operation by using 

Chemical Mechanical Polishing (CMP) [34], stopping at the SiON layer 

protecting the fin. The slurry with a high Si/SiON selectivity enabled a self-

stopping mechanism once the SiON Hard mask (HM) on top of the fin is 

reached, eliminating the risk of damage [34-35]. After the CMP process 

results in an independent polarity and control gate double gate RFET with 

LPG=2×LCG. After that, the backside and front side of the polysilicon layer can 

be selectively etched using dry etching followed by a chemical etching to 

obtain misaligned PG and BG, respectively. At the end, by using sputtering 

method the nickel layer is and a specific annealing process is done to create 

NiSi at the S/D and gate contacts [31]. 
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The process and flow mentioned above are based on well-known 

technologies, which have already been used in literature to implement fin 

shape RFET [31-32], gate misalignment [34] and independent gate [34] 

operation. Thus, it is possible to integrate the proposed structure in the RFET 

fabrication flow, which will enable the use as a capacitorless DRAM while 

retaining reconfigurability.  

3.5 1T-DRAM Operation 

Optimal functioning of 1T-DRAM requires optimal biases at different 

terminals to perform various operations. These biases are shown in Table 3.1. 

The analysis is commenced considering 10 ns of write time and 20 ns of read 

time. The functionality of 1T-DRAM is primarily governed by generation and 

distribution of holes during write operation, and maintaining the concentration 

in hold operation which are shown through the contour plots in Fig. 3.6 (a)-

(d).  

  

Fig. 3.6 Contour plots for hole concentration (nh) during (a) write ‘1’, (b) write 

‘0’, (c) hold ‘1’ and (d) hold ‘0’ operations of proposed (misaligned) 2G-

RFET at 85°C.  Parameters: LCG = LPG = LBGAP = LBG = 25 nm and LFGAP = 50 

nm. Biases are mentioned in Table 3.1. 

The working principle of proposed (intentionally misaligned back gate) 

1T-DRAM is explained in Fig. 3.7 (a)–(f) via band diagrams for various 

operations. Fig. 3.7 (a) shows the reference energy for zero applied bias. 

Excess carriers (holes) are generated during write ‘1’ operation through impact 

ionization (II) and tunneling (Tun) through SB as shown in Fig. 3.7 (b). The 
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application of source (1.4 V) and drain (1.5 V) biases along with a negative 

BG bias (-1.5 V) results in a high electric field facilitating impact ionization. 

Also, a negative polarity gate bias (-0.2 V) is applied to lower the barrier for 

holes at SB to enable tunneling (Tun) as shown in Fig. 3.7 (b). The negative 

BG bias of -1.5 V is sufficient to create a potential well which can store excess 

holes. The write ‘0’ mechanism involves removal of holes through the 

application of 1.5 V at BG as depicted shown in Fig. 3.7 (c). 

Table 3.1 

Biases and Time for Operation of Misaligned 2G RFET 1T-DRAM 

 VS 

(V) 

VD 

(V) 

VPG 

(V) 

VCG 

(V) 

VBG 

(V) 

Time 

 (ns) 

write ‘1’ 1.4 1.5 -0.2 0V -1.5 10 

write ‘0’ 0.3 0.4 0 0.1 1.5 10 

hold -0.3 -0.3 1.5 0.4 -1.2 - 

read 0 1 1.5 1.5 -0.26 20 

 

To maintain excess carriers in hold operation after write ‘1’, a negative 

BG bias (-1.2 V) is used. To prevent the tunneling of carriers to the 

source/drain Schottky junctions, a negative bias (-0.3V) is applied at 

source/drain which increases the tunneling width at the barrier. Also, front PG 

(1.5 V) and CG (0.4 V) voltages are maintained positive to decrease tunneling 

of hole from S/D to semiconductor (Fig. 3.7 (d)-(e)). As the storage region (at 

back surface) is moved away from the metal-semiconductor junction, it is not 

affected by the tunneling. Thus, hold ‘0’ is degraded by the thermal generation 

while hold ‘1’ is degraded by the thermal recombination. As the impact 

ionization and tunneling generate sufficient carrier concentration, the hold 

concentration during hold ‘1’ is not affected by recombination. Therefore, the 

retention time of the structure is mainly limited by hold ‘0’. 
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Fig. 3.7 1T-DRAM functionality through the variation of conduction and 

valance bands for (a) reference (zero bias), (b) write ‘1’, (c) write ‘0’, (d) hold 

‘1’, (e) hold ‘0’ and (f) read operations. Band diagrams are extracted at 0.5 nm 

above the back surface in (a)–(e) and 0.5 nm below the front surface in (f).  
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The different levels of current i.e. I1 and I0 can be used can be used to 

separate states ‘1’ and ‘0’. At the time of read operation, drain bias is made 

high (1 V) along with high polarity gate (1.5 V) and control gate (1.5 V) 

biases to decrease the barrier for electrons. The resistance to the current flow 

is mainly due to the ungated region. If the read follows hold ‘1’, the positively 

charged excess holes at the back surface increases the potential at front surface 

and thus, decrease the energy barrier formed by ungated region (Fig. 3.7 (f)), 

causing a high read current (I1) as shown in Fig. 3.6 (a). Similarly, if read 

operation follows hold ‘0’, the omission of excess holes at the back surface 

does not affect the BH at the front surface (Fig. 3.6 (f)), producing a sufficient 

lower read current (I0) 

   

 

Fig. 3.8 (a) Variation of drain current transient for the proposed 1T-DRAM. 

(b) Variation of hole concentration in storage region with hold time during 

hold ‘1’ and ‘0’ operations. (c) Variation of read ‘1’, read ‘0’ currents with 

hold time. (d) Variation of percentage change in SM with hold time for 85°C 

and 27°C. All biases are same as mentioned in Table 3.1. 
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(Fig. 3.8 (a)). The proposed 2G-RFET showcases a high SM [36] of 19.7 

µA/µm along with an impressive current ratio (CR = I1/ I0) of ~3×105 at 85ºC. 

As hold time increases, hold ‘0’ concentration increases because of the 

thermal generation (Fig. 3.8 (b)) which decreases the front gate barrier formed 

by ungated region for read ‘0’, and hence, I0 increases (Fig. 3.8 (c)). 

Hole concentration for hold ‘1’ decreases with a minimal rate due to 

thermal recombination but I1 does not change significantly with hold time due 

to subdued impact ionization during read ‘1’, which prevents the degradation 

of I1 (Fig. 3.8 (c)). Thus, SM and CR both decrease with the hold time as 

shown in Fig. 3.8 (c). The hold time value at which the difference (I1–I0) 

reaches 50% of its maximum value is termed as retention time (RT) [36]. At 

room temperature (27 ºC), the generation and recombination rates are low, 

which results in a smaller change in (I1–I0) as compared that exhibited at 

higher temperature (85 ºC). Thus, a retention time of 2.21 s and 665 ms 

achieved at 27 ºC and 85 ºC respectively (Fig. 3.8 (d)). 

3.6 Conclusion 

2G-RFET being intrinsic, of low fabrication complexity, and 

reconfigurable in nature can offer highly dense chip for logic operation. This 

chapter shows the excellent capability of RFET to be used as 1T-DRAM. It 

can be used as embedded DRAM which can bridge the gap between processor 

and DRAM technology. It also provides sufficient retention time (> 64 ms) 

and sense margin to be used for standalone application. 
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Chapter 4 

Scalability and Sensitivity Assessment Twin 

Gated Reconfigurable Field Effect Transistor 

based 1T-DRAM 

4.1 Introduction 

An embedded 1T-DRAM (eDRAM) can favourably assist in speeding 

up the performance of a system [1]. Hence, the requirement of access time in 

eDRAM is different from a standalone 1T-DRAM. The access time write as 

well as read time is relatively lower which necessities a lower RT ( 4 ms to 

16 ms [2]) as compared to 64 ms for standalone applications [3]. In this 

chapter, we evaluate eDRAM cell operation through a 2G-RFET in a double 

gate (DG) configuration. As SM and RT offered by the proposed structure 

exceeds the requirement for 1T-DRAM (retention time > 64 ms [3]) even at 

lower access time, this device is also feasible for standalone applications. 

To operate at high frequency and have high chip density, the major 

concerns of 1T-eDRAM are access time and scalability [2-9]. This chapter 

aims to discuss the effect of different parameters such as read and write time 

scaling, bias variation, length scaling and use of different spacing lengths (LSP) 

and traps at interfaces on device performance and also provide a fair 

comparison of the device with the other reported devices. 

 

Fig. 4.1 Proposed misaligned 2G-RFET for 1T-DRAM. 



58 
 

4.2 Structure Optimization through change in back gate 

position and polarity gate length 

The proposed structure shown in Fig. 4.1 overcomes the drawback of 

using traditional RFET for 1T-DRAM purpose through the misalignment of 

back gate as discussed in previous chapter. In this subsection, the effect of 

shifting of the position of back gate from the drain region i.e., spacing of 

storage region from the drain (LSP) and polarity gate length (LPG) is discussed. 

For the given structure, as the BG position is moved towards the drain 

end, the resistance offered by the Schottky barrier near the back surface 

decreases. As a result, sense margin (SM) increases from 20 µA/µm to 28 

µA/µm as LSP decreases from 25 nm to 15 nm, respectively. On the other 

hand, if the LSP increases i.e., the back gate is shifted towards the source end, 

the resistance offered by the ungated region increases. Thus, eventually the 

sense margin decreases from 20 µA/µm to 6 µA/µm as LSP increases from 25 

nm to 35 nm respectively which is observed in Fig. 4.2 (b). Similar to the 

effect of conventional RFET structure as 1T-DRAM, here, as the BG shifts 

closer to the drain, tunneling also increases. Therefore, it becomes difficult for 

the polarity gate and drain voltage alone to maintain the hole concentration at 

the storage region in hold operation. Hence, the retention time (RT) decreases 

from 565 ms to 8 ms as the LSP decreases from 25 nm to 15 nm (Fig. 4.2 (a)). 

However, moving BG towards the source end increases retention time (up to 

1400 ms at LSP of 35 nm) as it decreases the effect of tunneling, and thus 

increasing the retention of carriers in the body region for longer duration 

which can be seen in Fig. 4.2 (a). Thus, to achieve retention time greater than 

16 ms for eDRAM application [2], at least 16 nm of LSP is required at 85 C. 

However, for appreciable values of RT and SM, the optimal spacing of back 

gate from drain should be same as the polarity gate length i.e., the back gate 

should start from the point where polarity gate ends (LSP = LPG). 

The effect of changing polarity gate length is shown in Fig. 4.2 (c)-(d). 

When the polarity gate length is increased keeping the starting point of 

polarity gate as the endpoint of BG, the back gate shifts away from the drain 

end. Hence, the effect of tunneling at the drain end decreases. Also, as the PG 
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length increases, the control over the Schottky barrier width by the polarity 

gate voltage increases due to existence of higher area. Thus, the carriers can be 

held for longer duration at the storage region. That is why when LPG increases 

from 20 nm to 30 nm, the retention time increases from 165 ms to 1150 ms as 

shown in Fig. 4.2 (c). Decreasing the BG length causes the storage region to 

move towards the drain end. Thus, the resistance offered by the ungated region 

at the middle increases. Also, the control over the barrier by the polarity gate 

decreases. As a combining effect, the SM decreases which can be seen in Fig. 

4.2 (d). 

 

Fig. 4.2 Variation of (a) retention time (RT), and (b) Sense margin (SM), with 

spacing between storage region from drain side (LSP) for a fixed polarity gate 

length (LPG) of 25 nm. Variation of (c) RT, and (d) SM, with polarity gate 

length (LPG) for LSP = LPG.  Parameters: LCG = 25 nm, LBG = 25 nm, TSi = 10 

nm, Tox = 1.5 nm, at 85°C. 

4.3 Effect of read and write time scaling on device 

performance 

An efficient and fast 1T-eDRAM must operate at lower values of write 

time and read time. Write operation, which involves generation of holes, can 
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be realized through impact ionization and tunneling at source/drain regions. 

These essentially limit the lowering of write time. 

The write ‘1’ process is dependent on both impact ionization and 

tunneling. Because of the combining effect of both, the generation of excess 

holes at the body takes very low time. As a result, even if the write time (tW) is 

scaled down from 10 ns to 1 ns, the excess hole concentration remains same 

throughout the write ‘1’ process for the same write ‘1’ bias as shown in Fig. 

4.3. 

 

Fig. 4.3 Variation of Hole concentration during write ‘1’ and write ‘0’ for 

different write time. 

In write ‘0’ process, the holes from the storage region are depleted 

through a positive bias at the BG and this process takes finite amount of time. 

It is observed from Fig. 4.3 that for a lower write time, BG is unable to deplete 

the body region sufficiently and as a result, the hole concentration increases at 

the storage region. Therefore, the minimum write time is mainly limited by the 

time taken to deplete the holes in write ‘0’ configuration. However, a very low 

write time of 1 ns can be used where the hole concentration is sufficient for 

both write operations to be followed by hold operations without compromising 

RT and SM. Thus, SM and RT both remain almost constant throughout the 

scaling of write time from 10 ns to 1 ns.  

In read operation, a slight negative BG bias is applied to retain the 

carriers of hold configuration and affect the current at the top gate region. A 

high hole concentration at the storage region increases the body potential and 

thus reduces the barrier offered by ungated region at front surface. As a result,  
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Fig. 4.4 (a) Variation of retention time (RT) with read time for the same set of 

biases as shown in Table 3.1 in previous chapter. (b) Variation of read ‘0’ 

currents with hold time for read time of 2 ns and 20 ns.  (c) Variation of back 

gate read bias (VBG,read) needed for different read time for memory operation. 

Variation of (d) RT, (e) SM, and (f) CR with read time for individual 

optimized VBG,read at 85°C. All the parameters are same as mentioned in 

figures. 

a high read ‘1’ current (I1) flows. On the other hand, low hole concentration at 

the storage region is hardly able to increase the body potential, and thus, 

cannot affect the barrier at the ungated region resulting in a very low read ‘0’ 
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current (I0). In read ‘1’ operation if this barrier is low, the current (I1) rises 

sharply and saturates to its maximum value at a very low time. If the hold time 

is of high duration, due to thermal recombination the excess hole 

concentration during hold ‘1’ reduces, causing the barrier to not decrease 

significantly during read ‘1’. As a result, read ‘1’ current degrades. However, 

a lower excess hole concentration during read ‘0’ results in a very low and 

nearly constant I0 current level. But, during hold ‘0’, due to thermal 

generation, the hole concentration increases with time. Therefore, when read 

‘0’ is followed by hold for longer duration, due to a higher hole concentration 

at the storage region, I0 increases and the degradation of read ‘0’ current is 

observed. Thus, read operation time significantly affects the fall of I1 and rise 

of I0. That is why when read time is reduced by 10 times starting from 20 ns, 

the retention time decreases from 660 ms to 13 ms due to degradation in read 

‘1’ as shown in Fig. 4.4 (a) as at lower read time, the operation does not allow 

the current to rise to its saturation value for that hold time. For the same 

reason, the smaller read time also does not allow I0 to rise at higher rate which 

is observed in Fig. 4.4 (b). 

However, the lowering of RT can be checked by using a lower 

negative back gate bias at low read time as shown in Fig. 4.4 (c). At less 

negative VBG,read, the energy barrier for the electrons is already decreased 

which causes current I1 to increase at a faster rate to sufficient level even when 

the read time has low values. Thus, read current depends on both excess hole 

concentration and BG bias during read operation. An optimum negative BG 

bias during read operation is necessary to obtain an RT of 560 ms even at 2 ns 

of read time as shown in Fig. 4.4 (d). 

A lower read time also prevents the increment of I0 at higher hold time. 

As a result, when the read time is reduced from 20 ns to 15 ns, the retention 

time increases from 665 ms to 705 ms as shown in Fig. 4.4 (d). Reducing the 

read time even further ceases the increment of I0 as well as I1. Hence, a lower 

read time (< 15 ns) contributes to lowering of RT due to the degradation in I1 

at higher hold time. Fig. 4.4 (d)-(f) show that a high retention time of 560 ms 

can be achieved along with a sufficient sense margin (~19.7 µA/ µm) and 

current ratio (~2.5×104). A higher sense margin is obtained at lower read time 
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because of a less negative VBG,read. At the same time, as I0 also increases, the 

current ratio decreases to 4 orders. 

4.4 Effect of bias variation on device performance 

The hold and read biases are most important to analyse here as they 

directly affect the key performance parameters of 1T-DRAM, sense margin 

and retention time. An optimized set of hold and read biases are necessary to 

have a high retention time. 

In hold operation, to retain the generated or depleted holes of write 

operation for a longer duration, appropriate bias is necessary. In the proposed 

twin-gated RFET, the degradation of state ‘0’ is more dominant than that of 

state ‘1’ due to thermal generation. Hence, proper biasing is necessary at both 

polarity and control gate sides to modulate the Schottky barrier width to avoid 

tunneling of any additional carrier to improve retention. A higher positive 

control gate bias (VCG,hold) increases barrier width for holes at the source side 

which prevents the degradation of state ‘0’ through source end. Similarly, a 

higher positive voltage at the polarity gate (VPG,hold) increases the SB width for 

holes at drain end, and thus, prevents the degradation of state ‘0’ from drain 

side. From Fig. 4.5 (a)-(b) it can be understood that to prevent the degradation 

of state ‘0’ a bias greater than 0.3 V is necessary at both polarity and control 

gates. For back gate region, a sufficient negative voltage is necessary to retain 

the excess holes of write ‘1’. A low negative back gate voltage (VBG,hold) 

causes the recombination holes as it cannot retain all the holes, and thus, state 

‘1’ degrades. A high negative BG voltage increases the electric field between 

back gate and polarity gate region which causes the hole generation due to 

impact ionization during hold ‘0’ and state ‘0’ degrades. Thus, an optimal bias 

at back gate is also necessary (Fig. 4.5 (c)). The Schottky barrier width at the 

source and drain region are also affected by source and drain biases. High 

negative source and drain biases reduce the barrier width for electrons, which 

causes degradation of state ‘1’ through the recombination process during state 

‘1’ (Fig. 4.5 (c)). However, a less negative bias at source and drain reduces the 

barrier width for holes causing degradation of state ‘0’ through the generation 

of holes by tunneling during state ‘0’ (Fig. 4.5 (c)). 
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Fig. 4.5 Variation of retention time (RT) with (a) control gate bias, (b) polarity 

gate bias, (c) back gate bias, and (d) drain/source bias during hold operation. 

Parameters: LCG = 25 nm, LBG = 25 nm, TSi = 10 nm, Tox = 1.5 nm, at 85°C. 

In read configuration, the hole concentration after hold configuration 

has to be retained at the storage region to affect the on current flowing at the 

top gate region. For that, a low negative bias (VBG,read) can be used. If the back 

gate voltage is very high, the barrier at the ungated region becomes so high 

that the holes stored at the back gate are hardly able to decrease the barrier at 

high hold duration (as the hole concentration of hold ‘1’ state reduces over 

hold time). However, for low hold duration, the holes are able to reduce this 

barrier because of presence of high hole concentration. As a result, the 

retention time decreases. On the other hand, for a low negative BG voltage, 

the barriers are lowered by read ‘0’ stored hole concentration at the back gate. 

As a result, the difference between read ‘1’ and read ‘0’ currents decrease 

sharply over hold time. As a result, the retention time decreases. Thus, at high 

negative back gate bias retention time decreases due to read ‘1’ state 

degradation and at low negative back gate bias retention time decreases due to 

read ‘0’ state degradation. An optimal back gate bias is thus necessary to have 
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high retention time which is found to be around -0.25 V from Fig. 4.6. 

However, the sense margin remains the same as it is obtained at very low hold 

time when the hole concentration is very high in hold ‘1’ state, and thus, the 

barrier in read ‘1’ configuration is reduced sufficiently. 

 

Fig. 4.6 Variation of RT with BG bias during read operation. 

4.5 Effect of length scaling on device performance 

To increase the density of 1T-eDRAM, the downscaling of total length 

(LT = LCG + LPG + LFGAP) is required. The variation of RT and SM with the 

total length is shown in Fig. 4.7. To scale the device, the length of control gate 

and polarity gate are considered to be 1/4th of total length i.e., LCG = LBG = 

0.25×LT. The spacing of back gate from drain end (LSP) is kept equal to the 

polarity gate length to overcome the trade-off between SM and RT as 

described in section 4.2. As the total device length is scaled down from 120 

nm to 80 nm, all the gate lengths and spacing are also decreased. As a result, 

the control over the carrier leakage by the polarity gate and control gate also 

decreases. Also, the back gate becomes closer to the drain region. Hence the 

retention time decreases from 1550 ms to 135 ms as shown in Fig. 4.7 (a). On 

the other hand, with decreasing length the resistance at the ungated middle 

region decreases, causing current to increase at lower device length. Hence a 

high sense margin of 20.3 µA/µm can be obtained at LT of 80 nm which can 

be seen in Fig. 4.7 (b). For LT = 60 nm and LPG = LT/4, the retention time 

decreases to 3 ms due to the dominant contribution of Schottky barrier 

tunneling at the drain on the storage region because of the shorter PG length 

(15 nm) and close position of the back gate to drain end. Hence a higher 
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polarity gate length (LPG = 20 nm) can be used in total length 60 nm device 

keeping all other gate lengths to 15 nm and reducing the front gap to 25 nm. 

This improves the retention time to 50 ms (> 16 ms at 85 C) and also attains a 

high sense margin of 30 µA/µm as the ungated spacing region length is 

decreased. 

 

Fig. 4.7 Variation of (a) Retention time (RT), and (b) Sense margin (SM), 

with total silicon film length (LT). Parameters: LCG = LBG = 0.25×LT, read time 

= 5 ns, write time = 1 ns, TSi = 10 nm, Tox = 1.5 nm, at 85°C. 

 

Fig. 4.8 Sensitivity of sense margin (SSM), retention time (SRT), and current 

ratio (SCR) for ±5% variation in dimensions around their mean values at 85°C 

[10]. Parameters: LCG = LPG = LBG = LSP = 25 nm, TSi = 10 nm and Tox = 1.5 

nm. 

4.6 Performance sensitivity of the proposed 2G-RFET 

The sensitivity of a metric (M) to a parameter (P) has been evaluated 

by considering a total 10% (±5%) variation in P around their optimum values 

(Fig. 4.8) [10]. Among all the parameters, current ratio and retention time are 

more sensitive to TSi as it governs the gate controllability of the storage region. 
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As the length and position of the storage region are governed by LBG and LSP, 

retention time is more sensitive to these parameters. Read currents depend on 

the gate field, which is a strong function of TOX. Thus, sense margin and 

current ratio are more sensitive to TOX. The position of BG strongly influences 

1T-DRAM performance, which results in high sensitivity to LSP on all the 

metrics. As the read current flows through the front surface, the sensitivity of 

sense margin on LBG is low. However, both retention time and current ratio are 

very sensitive to LBG as it governs the length of the storage region. Among all 

the parameters LPG has the least sensitivity to all metrics for a fixed LSP. 

4.7 Effect of traps at a metal-semiconductor junction 

The traps or the defects which are present at the M-S interface [11] 

strongly affect the Schottky barrier-based devices. Here, the interfacial layers 

create traps in the bandgap which pins the Fermi level at a particular position 

irrespective of the work function of the metal. This phenomenon is called the 

Fermi Level Pinning [12]. This causes an increase in Schottky barrier height 

for a particular type of carrier. An increase in barrier height because of Fermi 

level pinning depends on metal work function as well as interface trap charge 

density at M-S junction [11].  For the taken metal work function at source and 

drain region of 4.6 eV and typical interface charge density (Dit) of 1012 cm-

2eV-1, the barrier height foe electrons increases to 0.51 eV from 0.43 eV. 

Therefore, if this is modelled in terms of increased barrier height at source and 

drain end, the sense margin decreases from ~20.37 µA/µm to ~9.46 µA/µm as 

shown in Fig. 4.9. Poor fabrication process results in traps at semiconductor-

oxide (Si-SiO2) interface also, which affects the lifetime of the carriers [13] 

specifically which are stored at the interface region (back gate storage region). 

In order to model the effects of traps at Si/SiO2 interface, a lower lifetime of 

the carriers such as 10 ns is considered [13]. Lower lifetime of carriers 

significantly affects the retention time. This can be seen in Fig. 4.9 where due 

to this reduced lifetime (10 ns at 85 °C) the retention time decreases to 175 ms 

from 565 ms (for 76 ns lifetime at 85 °C [14]). However, since the retention 

time is still higher than 64 ms at 85 °C, it is still eligible for 1T-DRAM 

purpose. In the planar SOI process, the mean interface trap density (Dit) is less 

that that observed in non-planar geometries, and Dit lies in the order of 
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1010~1011 cm-2 eV-1 [15]. The interface trap density can be reduced by 

growing the gate oxide thermally [16]. Due to a less mature fabrication 

process, higher trap density may exist in the device which may cause severe 

degradation in the performance of 1T-DRAM. The maturing of silicon 

fabrication and processing technology [16] over the years is expected to 

minimize traps at Si/SiO2 interface through the high-temperature annealing 

processes. 

 

Fig. 4.9 Comparison of read current with hold time for a device with and 

without traps at 85°C 

4.8 Performance Comparison of 2G-RFET based devices 

with other devices 

For eDRAM, the typical SM needed for detection through current 

mode sense amplifier is 5 uA/um [17] and the RT required is 4-16 ms [2]. The 

standalone 1T-DRAM has similar requirements as that of the 1T-eDRAM [3]. 

However, a lower access time is mandatory for eDRAM compared to 

standalone application to operate at higher frequency. The comparison of 

different devices regarding retention time, sense margin, read time, write time 

and body length are shown in Table 4.1. The 1T-DRAM devices based on Ga-

As JLFET [22], ARAM [23], A2RAM [24], SISOI [25] and IMOS [26] may 

provide sufficient sense margin, but the access times are comparatively higher 

than the 2G-RFET based 1T-DRAM. The retention time of 1T-Bulk [17] and 

GIDL based FDSOI [18] 1T-DRAM devices are also lower than the RFET 

based device reported here with the corresponding comparable length. DG-

FinFET [19], DG nMOSFET [21] and Z2FET [28] are comparable to 2G-

RFET in terms of write time.  But both DG-FinFET and DG-nMOSFET suffer 
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from low RT and SM. In case of Z2FET, the absence of the reconfigurability 

feature makes RFET more suitable for eDRAM along with logic 

implementation. Hence, overall, RFET based 1T-DRAM has great advantage 

of lower access time along with high sense margin and retention time to be 

implemented as 1T-eDRAM compared to other devices. 

Table 4.1 

Performance comparison among reported devices for 1T-DRAM 

Architecture T°C LT 

(nm) 

RT 

(ms) 

SM 

(µA/µm) 

Read 

Time(ns) 

Write  

Time(ns) 

1T-Bulk[17] 85 65 10 40 5 5 

FDSOI 

(GIDL)[18] 

85 350 100 12 5 5 

DG FinFET[19] 85 60 10 5 2 1 

JLFET[20] 85 420 0.2 2.76 - 10 

DG 

nMOSFET[21] 

27 10 Few 

ms 

2 - 1 

Ga-As 

JLFET[22] 

27 45 100 50 10 10 

ARAM[23] 85 28 30 16.5 - 10 

A2RAM[24] 85 100 20 60 - 10 

SISOI[25] 27 100 1600 65 10 10 

IMOS[26] 85 150 320 3 10 10 

TFET[27] 85 245 600 0.18 50 5 

Z2FET[28] 75 60 150  1 1 

RSD 

MOSFET[29] 

85 30 15 3.3 10 5 

2G-RFET 

(this work) 

85 100 

60 

560 

60 

20.8 

30.8 

2 

2 

1 

1 

 

4.9 Conclusion 

In this chapter we have discussed effect of different parameters on 

device performance metrics (sense margin and retention time mainly). Also, 

the feasibility of the device to work at low write and read time have been 

discussed which makes the device suitable for 1T-DRAM as well as 1T-

eDRAM purpose. Finally, the device has been compared to some other well-

known as well as newly reported devices to get a fair idea of 1T-DRAM 

trends. 
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Chapter 5 

Conclusion and Scope for Future Work 

5.1 Conclusion 

This chapter aims to provide summary of different features 

corresponding to use of twin-gated RFET for 1T-DRAM purpose. The idea of 

Reconfigurable Field Effect Transistor (RFET) [1-12] has been derived from 

Schottky Barrier Field Effect Transistor (SBFET) structure which employs 

two M-S junctions at source and drain. In, SBFET, a single gate is employed 

to control the current in the device. However, it suffers from ambipolar 

behavior of the current. To suppress that ambipolarity, another gate is 

employed at the source side. These two gates are separated and controlled 

independently to achieve reconfigurability. The RFET, being intrinsic and the 

use of simple M-S junctions at source and drain counter the issues of 

fabrication process complexity and cost (low thermal budget) are reduced. On 

the other hand, due to reconfigurable nature the separate need of fabricating p-

type device like CMOS counterpart is not needed at all. At the logic 

implementation level, this decreases number of transistors to be used 

compared to standard CMOS logic.  

The research work presented in the thesis first describes the non-

usability of conventional 2G-RFET as 1T-DRAM. It is seen that as the back 

gate region was at the drain end, the charges at the back gate are depleted or 

generated in the hold condition at a very higher rate which resulted in no 

difference between ‘1’ or ‘0’ state. Hence, a new structure is proposed where 

the back gate is misaligned from the polarity gate. Here, as the back gate is 

moved away from the drain end, a high speed (1 ns read time and 2 ns write 

time), high RT (660 ms at 85°C for 100 nm body) standalone DRAM 

performance is achieved. Other aspects of DRAM, such scalability and access 

time scaling are also discussed. As, for write ‘1’ operation, this device uses 

both impact ionization and tunneling methods, the device is very fast in charge 

generation. However, as charge depletion takes a higher time, the write time is 

limited by write ‘0’ process. The read time is sensitive to bias and detailed 
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analysis corresponding to it is given. A low read time (2 ns) is also proven to 

be sufficient to attain a high retention time ( ̴ 560 ms) along with high sense 

margin (20.8 µA/µm). The scalability analysis is done to provide a clear 

picture of the parameters which affect the performance of the device most. It is 

found that spacing of back gate from drain end, silicon body thickness and 

back gate length have the highest sensitivity on retention time. To achieve a 

high RT, the back gate can be moved further away from the drain (1400 ms 

retention time), but at the cost of reducing sense margin (6.2 µA/µm). In order 

to investigate the effect of traps at the Si-SiO2 interface as well as the Schottky 

barriers, the modelling is done in two ways. The effect traps at Schottky 

barrier is modelled through an increase in barrier height for electrons which 

has a detrimental effect mainly on sense margin (9.46 µA/µm). On the other 

hand, the traps at the Si-SiO2 interface are expected to reduce the lifetime of 

carriers [13], and thus, DRAM performance is measured at low lifetime (10 

ns) which has resulted a low retention time (175 ms). Even though for these 

analysis, different level of biases are necessary, simplified bias levels can also 

be used to attain a high degree of performance [14]. Therefore, overall, this 

thesis presents the RFET a suitable candidate not only for logic operation but 

also for low power memory applications. 

5.2 Scope for future work 

Different devices which have been reported in the past few decades 

along with the RFET could be a great replacement of conventional 1T-1C 

DRAM but are still not viable for commercial use. However, significant 

research in the past decade has shown a great deal of interest in using RFET 

[1-12] for processor applications. Hence, along with that, RFET for memory 

application is expected to attract a lot of attention. 

Today, eDRAMs are attracting a lot of attention for cheaper, faster and 

low voltage embedded applications. The fabrication cost associated with 

capacitor in 1T-1C for embedded applications can be reduced through use of 

RFET as the same structure can be used for logic and memory operations, 

which have been demonstrated in this thesis as reliable, low power and high 

speed DRAM device. However, further investigations are necessary at circuit 
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level as well as the implementation (fabrication) level in order to analyse bit 

line and word line disturbance as well as some other effects to which 1T-

DRAM performances are sensitive such as Random Dopant Fluctuations 

(RDFs), radiation effects [15-16], row-hammering [17], etc. This would serve 

as a guideline to device and circuit engineers and be useful to semiconductor 

society to develop dynamic memories. 
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