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Preface 
 

This report on “Development of micro Phasor Measurement Unit" is prepared under the guidance of 
Dr. Trapti Jain, Associate Professor, Electrical Engineering, IIT INDORE. 

Through this report I have tried to explain the algorithm which can be used in Indian power system in 
distribution network for monitoring the system in a better manner. 

I have tried to the best of my abilities and knowledge to explain the algorithm in detail. I have also 
added tables and figures to make it more illustrative. 
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Abstract 

 

Phasor frequency, magnitude, and angle describing a sinusoidal signal are widely used as critical 

variables in algorithms and performance indices in many power system applications.  

For estimating the phasor magnitude and angle in real time at transmission level, we use phasor 

measurement unit (PMU). 

For monitoring the system in a better way, we need to have information about magnitude, frequency 

and phase angle at distribution level also. So we need a device similar to PMU that can be placed at 

distribution level. 

In this report, an algorithm for estimating phasor of any electrical waveform at the distribution level 

is presented. The problem with estimating the phasor at distribution level is that it is very sensitive to 

any noise and abrupt change in the waveform and also the voltage angle resolution at distribution level 

is much less than at transmission level. So we need to place several micro PMUs at distribution level.                                 

This algorithm is based on Discrete Wavelet Transform (DWT) and Hilbert Transform. 
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1. Introduction 

Indian grid is the fourth biggest in the world and it is operating closer to its stability limits with a total 

generation capacity of more than 250GW. The non-conventional energy sources like, solar and wind power 

are rapidly increasing and generates 28% of total installed capacity and conventional generating stations 

generates the remaining72%. So it is essential to monitor the system as much accurately as possible otherwise 

there will be situation of instability and reverse power flow. Monitoring actually means to have an accurate 

knowledge of what the voltage is, what the frequency is and if the frequency changes then what the rate of 

change of frequency is for voltages and currents in the system.      

We can analyze all this if we know the phasor of the signal. And we can calculate the phasor using a device 

called as Phasor Measurement Unit (PMU). 

 

1.1 Phasor Measurement Unit:  

PMUs are devices which sample substation voltages and currents through power and current transformers. The 

device then performs signal processing computations to generate voltage and current phasors referenced to the 

global time reference (using GPS). 

The concept of PMU was introduced in 1980s. The need of synchronized sampling first appeared in the design 

of protection systems. In 1988, the first idea of PMU was introduced. Lots of demo projects focusing on the 

applications of PMU at transmission level were developed since then. 

PMU architecture: Any PMU architecture consists of 4 basic components 

a. Micro processing Unit: Component which estimates the phasor. 

b. GPS: Provides a time stamp for the signal. 

c. Analog to digital converter (A/D converter): The input to the PMU is an analog signal but micro 

processer needs digital input so we need an analog to digital converter. 

d. Filter: To prevent aliasing, we need to filter input signal before feeding it into A/D converter.  
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Fig 1.1 PMU architecture 

 

1.2 Phasor Representation of Waveform:  

Phasor is a way to describe synthetically a sinusoidal signal in AC networks, with the help of a complex 

number, made by its rms value and its phase angle. 

The classical mathematical definition of the phasor relies on a generic AC signal 𝑥(𝑡). 

Let  𝑥(𝑡) = 𝑋𝑚 cos (𝑤𝑡 +  𝜑)                                                           ..... Eq (1) 

Where 𝑋𝑚 is the signal peak value, 𝑤=2πf is the system angular frequency and φ is the initial phase of the 

signal, which depends on the definition of the time scale. 

The corresponding phasor representation is 

𝑋 =


√ଶ
∗ (cos 𝜑 + 𝑖 sin 𝜑) = 𝑋𝑟 + 𝑖 𝑋𝑖                                      ..... Eq (2) 

Where 𝑋𝑟 and 𝑋𝑖 are real and imaginary components of the complex phasor representation. 

The phasor angle is strictly connected to the initial time instant used as a reference (putting t=0 in Eq 1).  For 

this reason, the phase angle is intrinsically a relative concept that has to be referred correctly to use initial 

time when a measurement of the phasor is needed. 

 

Input Filter   A/D converter Microprocessor 

 Gps receiver 

Modem 
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1.3  Need of Micro PMU at distribution level: 

As of now, the PMU is placed at transmission level only. But the distribution network of the power system is 

also very complex as there are many distributed energy resources now (continuously increasing). 

With increasing distributed energy resources it is possible that the system may become unstable. So if we 

place PMU at distribution level, it will be helpful in Stability analysis & monitoring.  

It will also be helpful in Protection, State estimation of power system, Protective relaying, Harmonics 

detection,Voltage/ Var/ Watt Control and to locate the fault.  

But we cannot directly place the PMU at distribution level as the voltage angle resolution at distribution level 

is much less than that at transmission and also the waveform at distribution level is much affected by various 

errors and white noises. So we need to develop new algorithm for calculating phasor at distribution level 

which can calculate accurate phasor even in presence of noises and errors. 
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2. Theory and Design 

We want to design an algorithm which should be able to calculate magnitude and phase accurately even in 

case of deviation of frequency from its nominal value, in presence of frequency harmonics and also in case of 

presence of noise in the signal.  

When it comes to signal processing Fourier transform is usually our preferred candidate because its 

computational time is very less, it is least complex among other transforms and it is easy to implement as well 

but when it comes to processing real time data, its accuracy becomes very poor. For this reason we need to use 

wavelet transform (Discrete) which in spite of being poor in terms of computational time, complexity and 

implementation, has a very good accuracy. There are few other transforms also available but they are very 

complex and we cannot implement them on FPGA, they require a dedicated system for their operation. In this 

manner wavelet is best suited for our design. 

 

Parameters FFT Wavelet 

Transform 

Other algorithms 

Such as MUSIC 

Computational Time Least > FFT greatest 

Computational Complexity Least >FFT greatest 

Required Resources for 

hardware implementation 

Least >FFT greatest 

Ease of implementation Easiest Complex Highly Complex 

Accuracy for real time data Extremely 

less 

Good Good 

      

  Table 1. Comparison of wavelet transform with other transforms 
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2.1 Wavelet Transform:  

Wavelet transform is similar to Fourier transform. The difference between the two is that Fourier transform 

decomposes the signal in terms of sinusoids whereas wavelet transform decomposes in terms of wavelets. 

Wavelets can either be symmetric or asymmetric, regular or irregular, smooth or sharp. We can say that 

sinusoid is a type of wavelet. Generally, wavelet transform of any signal can be expressed as  

 

Where the * is the complex conjugate symbol and function ψ is some function. 

There are two types of wavelet transform: Continuous wavelet transform (CWT) and Discrete wavelet 

transform (DWT). 

We use CWT for signal analysis such as self-similarity analysis, time frequency analysis and DWT is used for 

signal analysis and signal processing such as noise reduction, peak detection and data compression. 

Flow chart for calculating DWT and Flow chart of the proposed algorithm are given in Fig 2.1 and Fig 2.2 

respectively. 

In DWT after each step of filtering signal is decimated by two. In this way after each stage of filtration and 

decimation, the signal length is reduced to half.  

After calculating DWT of the signal we get the fundamental component of the signal at the end which has no 

noise. We then use Hilbert transform to calculate the phase of the signal. 

      

          Fig 2.1 Flow chart for calculating DWT 
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                                      Fig 2.2 Flow chart for proposed algorithm 

 

2.2  Hilbert Transform: 

The Hilbert transform gives us the harmonic conjugate of a given signal in Fourier analysis. It is also known 

as harmonic analysis.  

In time domain, Hilbert transform of a signal can be seen as convolution of the signal s(t) with (1/πt). But since 

1/πt is non-integrable, we define Hilbert transform in frequency domain as 

H{s(t)}= S(w)*(-j*sgn(w)) 

Where H{s(t)} denotes the Hilbert transform of signal s(t) and S(w) denotes Fourier transform of s(t) and 

sgn(w) is Signum function defined as: 

sgn(w)= { 1, for w>0 

       0, for w=0 

      -1, for w<0 }  

Hence H{s(t)} can be written as: 

H{s(t)}= { j* S(w) for w<0 

                  0 for w=0 

       -j*S(w) for w>0 } 

From above expression for Hilbert transform of s(t) in frequency domain, we can say that Hilbert transform 

actually shifts the phase of the signal by 900 in frequency domain and has no effect on magnitude of the signal. 

In this way, the energy of signal s(t) and energy of its Hilbert transform is same and also the signal and its 

Hilbert transform are orthogonal to each other. 
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   s(t)                                                    y(t) 

y(t) is Hilbert transform of s(t).  

And if we take Hilbert transform of y(t), then we get –s(t) as output. Now if we take Hilbert transform of –s(t) 

then we will get –y(t) at output and again if we calculate Hilbert transform of –y(t) then we will get s(t) at 

output. Which means we get the signal s(t) back when we take Hilbert transform 4 times. That’s why Hilbert 

transform is also known as Quadrature filter. 

In signal analysis we define Hilbert transform of signal s(t) as 𝑠(𝑡) = 𝑠(𝑡) + 𝑗 ∗ ℎ(𝑠(𝑡)) where h(s(t)) is actual 

Hilbert transform of s(t). 

Let s(t) = A*sin( wt+ 𝜑) then Hilbert transform 𝑠(𝑡)  of the signal s(t) will be: 

𝑠(𝑡) = 𝐴 ∗ sin(𝑤𝑡 + 𝜑) + 𝑗 ∗ ℎ(A ∗ sin(𝑤𝑡 + 𝜑)) 

On calculating, h(A*sin(wt+ 𝜑)) will be equal to A*sin(wt+ 𝜑 − 𝜋/2) or –A*cos(wt+ 𝜑) for w>0 

Hence 𝑠(𝑡) = A ∗ sin(𝑤𝑡 + 𝜑) − 𝐴 ∗ 𝑗 ∗ cos (𝑤𝑡 + 𝜑) 

Angle of the signal s(t) can be calculated by calculating angle of 𝑠(𝑡)  

Angle of 𝑠(𝑡)  = tanିଵ(−
ୡ୭ୱ(௪௧ାఝ)

ୱ୧୬(௪௧  ఝ)
) = wt+ 𝜑- 𝜋/2  

Angle of s(t) = angle of 𝑠(𝑡)  + 𝜋/2 

 

 

 

 

 

 

       1/πt 
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3. Analysis, Discussion and Results 
 

In our analysis, approximation coefficients at the 3rd level of DWT corresponds to the fundamental component 

of the signal.  

Let say these coefficients are A (n), n=1, 2, …. N, where N represents number of coefficients. 

 

3.1 Magnitude calculation: 

   Since A (n) represents fundamental component of the signal so the energy of the fundamental component will 

lie in these coefficients.   

Thus rms value of the signal can be calculated as: 

𝑟𝑚𝑠 =  ට∑ Aଶ


𝑁
ൗ  

 

 3.2 Phase Calculation: 

Let Hilbert transform of coefficients A (n) are given by H (n) = Hr (n) + j* Hi (n), 

Angle of the signal can be calculated as:    𝑎𝑛𝑔𝑙𝑒 = tanିଵ 𝐻𝑖
𝐻𝑟ൗ    

But this angle corresponds to the total angle (𝑤𝑡 +  𝜑) of signal (Eq 1) at any instant t. 

Hence, phase φ can be calculated as:    𝜑 =  𝑎𝑛𝑔𝑙𝑒 − 𝑤𝑡 

The nominal frequency of operation in Indian power system is 50 Hz. So in the design we keep f to be 50 

Hz. In this way, the angle 𝜑 can be calculated as: 

 𝜑 =  𝑎𝑛𝑔𝑙𝑒 − 2𝜋 ∗ 50 ∗ 𝑡 
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 3.3 Phase angle correction:  

Sometimes due to some unavoidable reasons, frequency may deviate from its nominal value and it can vary 

between 49.5 Hz to 50.5 Hz. In this case, we will not get correct result using above equation. 

To estimate correct phase in this situation we first calculate φ keeping f=50 Hz and then correct the phase 

according to the deviation in frequency f from its nominal value. The algorithm for correcting phase in case 

of deviation in frequency is shown in Fig 3.1.a and final algorithm is as shown in Fig 3.1.b 

 

              

                                            Fig 3.1.a Algorithm for correcting phase 

 

      

       Fig 3.1.b Final algorithm  
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  3.4 Expression of Dynamic Signal as input: 

The dynamic signal used for simulation was V 

𝑉 = 𝑣𝑟𝑚𝑠 ∗ sin(2𝜋 ∗ 𝑓 ∗ 𝑡 + 𝜑) + 0.8 ∗ sin(2𝜋 ∗ 3𝑓 ∗ 𝑡 − 70°) +  0.4 ∗ sin(2𝜋 ∗ 5𝑓 ∗ 𝑡) + 0.24 ∗

sin(2𝜋 ∗ 9𝑓 ∗ 𝑡) + 0.16 ∗ sin(2𝜋 ∗ 11𝑓 ∗ 𝑡 + 20°) + noise (SNR=30) 

Where 𝜑 is angle of input signal’s fundamental component. 

For this signal on varying frequency from 49.5 Hz to 50.5 Hz or in other words varying fd from -0.5 Hz to 0.5 

Hz for 𝜑 = 0°, the measured 𝜑 is as in Table 2.  

 

fd -0.5 -0.45 -0.4 -0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05 

𝜑 -24.97 -22.30 -19.63 -16.96 -14.28 -11.60 -8.9436 -6.2988 -3.6659 -1.04 

fd 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 

𝜑 4.2607 6.9441 9.6525 12.3799 15.1171 17.8553 20.5893 23.3197 26.0509 28.7896 

 

                                 Table 2. Angle measured in case of frequency deviation 

 

                                         For fd >0 For fd <0 

                                             Fig 3.2 Curve fitting for phase correction 
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On fitting the data of Table 1 we are able to calculate 𝜑 approximately equal to 0° or 360° in case of linear 

curve fitting. The equations obtained for curve fitting were as follows 

For 49.5<f<50; Eq1= 54.467*fd+ 1.525   

For 50<f<50.5; Eq2= 53.248*fd+ 1.674 

 

3.5 Results after phase angle correction:  

After correcting the phase due to deviation in frequency, the results for different phase angles between 0° to 

360° are as in Table 3.  

Angle Input Magnitude                                                                                                                                 Frequency Hz                                                                                                                                                                                                                                                                                                                                           Frequency (in HZ)
49.5 49.6 49.7 49.8 49.9 50 50.1 50.2 50.3 50.4 50.5

0 3.98789363 359.97741 359.9915 360.0239 360.032 359.985 0.0776032 -0.02776 -0.03865 -0.01009 0.00757 0.03069
35 4.01096683 34.639492 34.70903 34.80681 34.8849 34.911 35.075621 35.0271 35.0442 35.0729 35.0739 35.0583
50 4.01887125 49.483696 49.58832 49.71799 49.826 49.8833 50.074782 50.0354 50.0375 50.0361 50.0043 49.9519
80 4.01954437 79.316576 79.4765 79.63953 79.7713 79.8587 80.073514 80.0176 79.9549 79.8711 79.7693 79.6553

100 4.00820467 99.365058 99.52633 99.67024 99.7806 99.8611 100.07302 99.9943 99.886 99.7575 99.6298 99.5044
160 3.97306255 159.82449 159.806 159.7733 159.769 159.828 160.07395 160.021 159.92 159.825 159.789 159.796
200 3.99074432 199.70558 199.6483 199.6063 199.629 199.75 200.07603 200.106 200.09 200.077 200.104 200.144
240 4.01528762 239.43479 239.4546 239.4922 239.584 239.745 240.07823 240.106 240.092 240.063 240.028 239.976
300 3.99579194 299.73487 299.8073 299.8705 299.919 299.937 300.07955 299.96 299.871 299.793 299.699 299.602
320 3.98512457 319.93645 319.9783 320.0148 320.025 319.989 320.07923 319.937 319.857 319.805 319.742 319.688
340 3.98184406 340.03171 340.0478 340.0697 340.064 340.004 340.07856 339.943 339.894 340.865 340.496 339.514
360 3.98789185 359.97739 359.9915 360.0238 360.032 359.985 0.0775925 -0.02777 -0.03863 -0.0101 0.00757 0.03071

       

              Table 3. Simulation results of the dynamic signal after phase correction 
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3.6 Power system model used in Simulink:   

 

                    Fig 3.3 Power System Simulink Model 

 

In the Simulink model, Source and load are Y connected and the specifications of the components are: 

Voltage at three phase source = 35.35V (rms value) 

Impedance Zs of the source = (1/7 + i)*10-8 Ώ 

Impedance Ztl of the transmission line = 0.6365 + i 14.66 Ώ 

Nominal phase to phase voltage (Load) = 1 KV 

Power drawn by the load = P (varying) 

Load type = Resistive 
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3.7 Simulation Results of power system model:  

Table 4. Measured in Simulink 

 

Table 5. Manually calculated         
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4. Conclusion  and Future Scope  
 

This report emphasizes on the algorithm for designing micro phasor measurement unit (micro PMU). The 

proposed algorithm is verified using synthetic signals generated in MATLAB. 

From the results we see that it is capable of calculating phasors accurately even in case of presence of noise, 

frequency harmonics and also when frequency is deviated from its nominal value. And we are able to calculate 

phasor correctly of a power system model in Simulink also. 

In future, we can now implement the algorithm on hardware and develop a prototype. This can be placed in 

distribution network to analyze and monitor the power lines in real time.  

The Micro PMU can be used for Diagnostic Applications such as unintentional island detection, reverse power 
flow detection, state estimation, fault location, oscillation detection and control applications such as protective 
relaying, volt-VAR optimization, micro grid coordination etc. 
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                                                               Appendix 1 

 Analysis of Y-Y circuit: 

In case of balanced system, three phase system can be realized using 1 phase system as following: 

  Three phase model: 

 

 
For Y-connected load, line current equals phase current. 

From above figure: I0 = IaA + IbB + IcC 

 

            
ಿ

బ
=

ೌ ᇲିಿ

ೌାభೌାಲ
+  

್ᇲିಿ

್ାభ್ାಳ
+

ᇲିಿ

ାభା
                               ……. Eq (a) 

For balanced three phase circuits, {Va’n , Vb’n , Vc’n} have equal magnitude and 120° relative phases. 

Since Zga= Zgb = Zgc and Z1a = Z1b = Z1c and ZA = ZB = ZC, Total impedance ZL along any line is same 

ZL = Zga + Z1a + ZA  
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Eq (a) becomes 
ಿ

బ
=

ೌ ᇲିಿ

ಽ
+  

್ᇲିಿ

ಽ
+

ᇲିಿ

ಽ
  VN = 0 

VN = 0 means no voltage difference between nodes n and N in the presence of Z0  Neutral line is both 

short (v=0) and open (i=0). 

    The three-phase circuit can be separated into 3 one-phase circuits (open), while each of them has a short       

between nodes n and N. 

Phase A: 

 

Load voltage VAN, Load current IaA can be calculated as: 

𝐼 =  
ೌ ᇲ

ೌାೌାಲ 
 and 𝑉ே =  𝐼 ∗  𝑍 

For constant Z type load in three phase load in Simulink; ZA (resistive in our case) can be calculated as: 

𝑍 = 𝑉ଶ/𝑃; V is nominal phase to phase voltage of load and P is the power drawn by the load. 
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Appendix 2 

Sampling frequency of the signal is fs taken as 1600 Hz here. And the signal frequency is f1= 50 Hz. We are 

observing signal for tf = 1 second. And the snr (signal to noise ratio is taken as 30), freq is varied from 49.5 

Hz to 50.5 Hz to study the effect of frequency deviation, p1 and p2 represents the coefficients of the linear 

curve fitted for freq > 50 Hz and for freq < 50 Hz respectively. 

fs=1600; ts=1/fs; f1=50; tf=1;f2=49.75;c=1;snr=30; n=21; freq = linspace(49.5,50.5,n); 

p1= [54.467481642254924, 1.525092936177868]; 

p2= [53.248763638928680, 1.6740066113463]; 

Generating voltage signal with odd harmonics and having noise and signal’s frequency is different in 

different 10 time intervals which is done for dynamic signal analysis. 

for i1=1:n 

f3= freq(i1); k=0; 

for t=0:ts:tf-ts; 

if t<.1 

v=5*sin(2*pi*f1*t+pi/180*0)+1*sin(2*pi*3*f1*t-pi/180*70) +0.5*sin(2*pi*5*f1*t)+ 

0.3*sin(2*pi*9*f1*t)+0.2*sin(2*pi*11*f1*t+pi/180*20); 

        v=awgn(v,snr); 

 elseif t<.2 

       v=4*sin(2*pi*f3*t+pi/180*360)+.8*sin(2*pi*3*f3*t-  pi/180*70)+ 0.4*sin(2*pi*5*f3*t)+          

0.24*sin(2*pi*9*f3*t)+0.16*sin(2*pi*11*f3*t+pi/180*20); 

        v=awgn(v,snr); 

   elseif t<.3  

   v=5*sin(2*pi*f3*t)+1*sin(2*pi*3*f3*t-pi/180*70)+0.5*sin(2*pi*5*f3*t)+ 0.3*sin(2*pi*9*f3*t)+  

0.2*sin(2*pi*11*f3*t+pi/180*20);  
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   v=awgn(v,snr); 

    elseif t<.4 

        v=6*sin(2*pi*f1*t)+1.2*sin(2*pi*3*f1*t-pi/180*70)+0.6*sin(2*pi*5*f1*t)+0.36*sin(2*pi*9*f1*t)+   

0.24*sin(2*pi*11*f1*t+pi/180*20); 

        v=awgn(v,snr); 

   elseif t<.5 

        v=4*sin(2*pi*f3*t)+.8*sin(2*pi*3*f3*t-pi/180*70)+0.4*sin(2*pi*5*f3*t)+0.24*sin(2*pi*9*f3*t)+ 

0.16*sin(2*pi*11*f3*t+pi/180*20); 

        v=awgn(v,snr); 

   elseif t<.6 

        v=5*sin(2*pi*f1*t)+1*sin(2*pi*3*f1*t-pi/180*70)+0.5*sin(2*pi*5*f1*t)+0.3*sin(2*pi*9*f1*t)+ 

0.2*sin(2*pi*11*f1*t+pi/180*20); 

        v=awgn(v,snr); 

   elseif t<.7 

        v=6*sin(2*pi*f2*t)+1.2*sin(2*pi*3*f2*t-pi/180*70)+0.6*sin(2*pi*5*f2*t)+0.36*sin(2*pi*9*f2*t)+   

0.24*sin(2*pi*11*f2*t+pi/180*20); 

        v=awgn(v,snr); 

   elseif t<.8 

        v=4*sin(2*pi*f1*t)+.8*sin(2*pi*3*f1*t-pi/180*70)+0.4*sin(2*pi*5*f1*t)+0.24*sin(2*pi*9*f1*t)+ 

0.16*sin(2*pi*11*f1*t+pi/180*20); 

        v=awgn(v,snr); 

   elseif t<.9  
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     v=5*sin(2*pi*f1*t)+1*sin(2*pi*3*f1*t-pi/180*70)+0.5*sin(2*pi*5*f1*t)+ 0.3*sin(2*pi*9*f1*t)+   

0.2*sin(2*pi*11*f1*t+pi/180*20); 

        v=awgn(v,snr);    

    else 

        v=4*sin(2*pi*f2*t)+.8*sin(2*pi*3*f2*t-pi/180*70)+0.4*sin(2*pi*5*f2*t)+0.24*sin(2*pi*9*f2*t)+ 

0.16*sin(2*pi*11*f2*t+pi/180*20); 

        v=awgn(v,snr);   

    end 

      k=k+1;  

      sig(k)=v;   

      xi(k)=i;  

end 

Analyzing the signal using dynamic_analysis function for 2nd time interval (160 samples in 1st time 

interval and 161 to 320 samples in 2nd time interval). dynamic_analysis function has been defined later. 

[angle_out,rms_out]= dynamic_analysis (sig,50,161,320); 

ferr(i1)=f3-f1; ang_2(i1)= sum(angle_out)/length(angle_out);  // observing average angle 

 

Phase coorection in case of frequency deviation 

if ferr(i1)>=0 

angl3(i1)=ang_2(i1)-(p1(1)*ferr(i1)+p1(2)); 

end 
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if ferr(i1)<0   

  angl3(i1)=ang_2(i1)-(p2(1)*ferr(i1)+p2(2)); 

end 

end 

 

dynamic_analysis function to calculate phase and magnitude of the signal  

dwt_start and dwt_end are used to find the actual time in the time interval in which we are analyzing the 

signal and H0 and H1 are LPF and HPF coefficients used for calculating DWT of the signal (Fig 2.1) 

 

function [angle_out,rms_out]= dynamic_analysis(sig,freq,sig_start,sig_end)     

sig2=sig(sig_start:sig_end); dwt_start=ceil(sig_start/8); dwt_end=ceil(sig_end/8); 

 H0= [-2.99883648961829e-10,4.05612705555044e-09,-1.81484324829912e-08,2.01432202353783e-

10,2.63392422626911e-07,-6.84707959699876e-07,-1.01199401001899e-06,7.24124828766967e-06,-

4.37614386218458e-06,-3.71058618339259e-05,6.77428082838443e-05,0.000101532889737123,-

0.000385104748697454,-5.34975984353524e-05,0.00139255961933283,-0.000831562172806687,-

0.00358149425960073,0.00442054238700206,0.00672162730208939,-0.0138105261375186,-

0.00878932492447835,0.0322942995301110,0.00587468181135674,-0.0617228996246833, 

0.00563224685775138,0.102291719175138,-0.0247168273378751,-0.155458750706696, 

0.0398502464580176,0.228291050819922,-0.0167270883090561,-0.326786800433922,-

0.139212088011442,0.361502298739192,0.610493238938368,0.472696185310729,0.219942113551317,

0.0634237804590585,0.0105493946249466,0.000779953613666564]; 

 H1= [-0.0007799536136216564,0.0105493946249466,-0.0634237804590585,0.219942113551317,-

0.472696185310729,0.610493238938368,-0.361502298739192,-0.139212088011442, 

0.326786800433922,-0.0167270883090561,-0.228291050819922, 0.0398502464580176, 

0.155458750706696,-0.0247168273378751,-0.102291719175138, 0.00563224685775138,  
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0.0617228996246833,0.00587468181135674,-0.0322942995301110,-0.00878932492447835, 

0.0138105261375186,0.00672162730208939,-0.00442054238700206,-0.00358149425960073, 

0.000831562172806687,0.00139255961933283,5.34975984353524e-05,-0.000385104748697454,-

0.000101532889737123,6.77428082838443e-05,3.71058618339259e-05,-4.37614386218458e-06,-

7.24124828766967e-06,-1.01199401001899e-06,6.84707959699876e-07,2.63392422626911e-07,-

2.01432202353783e-10,-1.81484324829912e-08,-4.05612705555044e-09,-2.99883648961829e-10]; 

Calculating DWT of the signal up to 3 stages and set the DWT mode to periodization otherwise we will not 

get exactly half signal coefficients after each stage.  

dwtmode('per') ; 

[t1 t2]= dwt(sig2, H0,H1); [t3 t4]= dwt(t1, H0,H1); [t5 t6]= dwt(t3, H0,H1);  t7=t5/2.828427; 

Calculating rms value and phase of the signal 

rms_out=sqrt(sum(t7.^2)*2/length(t7));         t8=hilbert(t7);  

for i= dwt_start:dwt_end 

     ang(i-dwt_start+1)= angle(t8(i-dwt_start+1))-2*pi*freq*(i-1)/200;         // 𝜑 =  𝑎𝑛𝑔𝑙𝑒 − 2𝜋 ∗ 50 ∗ 𝑡 

end 

angl1 = (ang*180/pi)+180; x=angl1;                                       // converting phase angle from radian to degree 

for i=1:length(x)            k=1;    

while(k>0) 

    if (x(i)>=0 && x(i)<= 360)        k=1; 

    else       k=0; 

    end 

    if(k)    x1(i)=x(i); k=0; 

    else      x1(i)= x(i)+360;  k=1; x(i)=x1(i); 
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end 

end  

end 

    angle_out= x1; 

end 

 

 Appendix 3 

Time Complexity of proposed algorithm using wavelet: 

                                    In the algorithm, I used Db20 filter coefficients       no of filter coefficients N = 40 

                                    No of samples to be realized at 1st stage = 160 

                                    No of samples to be realized at 2nd stage = 80 

                                    No of samples to be realized at 3rd stage = 40   

The computational complexity of addition at each stage is given by N-1 per samples   

The computational complexity of multiplication at each stage is given by N per sample 

                total computational complexity of multiplication = 40*160 + 40*80 + 40*40 = 11200 

                 and total computational complexity of addition = 39*160 + 39*80 + 39*40 = 10920 

Time Complexity of  Fast Fourier transform (fft):  

                          The computational complexity of multiplication = Nlog2N 

                           The computational complexity of addition = 2Nlog2N      

Where N is number of samples 
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          total computational complexity of multiplication = 160*log2160 = 1171.51 

          and total computational complexity of addition = 2*160*log2160 =  2343.02 

We see that the complexity of wavelet transform is much more than the complexity of fft. 
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