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ABSTRACT

The explosion of Internet of Things (IoT) applications and their integration

in various aspects of everyday life necessitates the deployment of modern wireless

network that can handle such exponentially rising data traffic. Massive device con-

nectivity, higher energy- and spectrum- efficiency, low signal latency, long battery

lifetime etc., are the most important requirements to be considered for deploying the

next-generation communication networks. In this regard, cognitive radio (CR) and

non-orthogonal multiple access (NOMA) have emerged as promising technologies for

wireless networks owing to their capability of providing massive connectivity with

higher spectrum efficiency (SE). By utilizing CR technology, secondary and primary

users can coexist in the same spectrum bands by effectively discarding interference

and collision, and thereby improve the SE measures. Out of the many contenders

of fifth-generation (5G) communications, NOMA is considered as a promising tech-

nology that improves SE by manifolds. This makes NOMA a prominent candidate

for IoT sensor networks. The basic idea of NOMA is to employ superposition cod-

ing to multiplex the multiple users’ signals at the transmitter, and then to perform

successive interference cancellation (SIC) at the receiver side to decode the signals

in the power domain. The incorporation of NOMA into CR, referred to as cogni-

tive NOMA (CNOMA), has demonstrated the capability to achieve higher SE while

simultaneously reducing the complexity of the power allocation (PA) design. It

can potentially fulfil the peculiarity of a 5G wireless network that provides a high

throughput, broad connectivity, and low latency.

Besides SE improvement of wireless network, energy efficiency (EE) is another

key parameter that should be considered while designing a futuristic 5G wireless net-

work to enhance the lifespan. Recent studies indicate that the power requirement

of IoT sensors and devices could be met by harvesting energy from radio frequency

(RF) signals. In fact, RF signals carry both energy and information. The IoT sensors

or nodes can recharge themselves by energy harvested from RF signals while simul-

taneously decoding the information data and relaying or transmitting the source

node’s information to its destination. Among the potential energy harvesting (EH)

techniques, simultaneous wireless information and power transfer (SWIPT) has been

contemplated as an energy efficient viable solution to self-sustainable communication

in future wireless networks.



In this thesis, firstly, we investigate a spectral and energy-efficient wireless body

area network (WBAN) for smart healthcare applications. Herein, we primarily focus

on improving the spectrum utilization by intelligently sharing spectrum resources

through CR technology, allowing various sensor nodes in the underlying network

to co-exist without compromising on their quality-of-service (QoS). We prioritize

the sensor nodes based on their applications (medical/non-medical) and thereby

categorize them into primary and secondary users to implement an on-body CR-

WBAN. Furthermore, two EH protocols namely time-switching cooperation (TSC)

and power-splitting cooperation (PSC) are employed to facilitate the secondary node

cooperation with the primary network in return for spectrum access. For both the

primary and secondary networks, we derive useful expressions for the outage proba-

bility (OP). Consequently, it can be inferred that the PSC protocol notably outper-

forms the TSC protocol and thereby explores more spectrum sharing opportunities

in the proposed CR-WBAN. Moreover, the impact of key parameters are highlighted

to provide useful insights into the practical design of spectral and energy-efficient

WBANs for smart healthcare applications.

Then, we analyze the performance of an EH-assisted overlay cognitive NOMA

system. The underlying system consists of a primary transmitter-receiver pair ac-

companied by an energy-constrained secondary transmitter (ST) with its intended

receiver. Accordingly, ST employs a time switching (TS) based receiver architecture

to harvest energy from RF signals of the primary transmissions, and thereby uses

this energy to relay the primary information and to transmit its own information

simultaneously using the NOMA principle. For this, we propose two cooperative

spectrum sharing (CSS) schemes based on incremental relaying (IR) protocol using

amplify-and-forward (AF) and decode-and-forward (DF) strategies, viz., CSS-IAF

and CSS-IDF, and compare their performance with the competitive fixed relaying

based schemes. The proposed IR-based schemes adeptly avail the degrees-of-freedom

to boost the system performance. Thereby, considering the realistic assumption of

the NOMA-based imperfect successive interference cancellation, we derive the ex-

pressions of OP for the primary and secondary networks under both CSS-IAF and

CSS-IDF schemes subject to the Nakagami-m fading. In addition, we quantify the

throughput and energy efficiency for the considered system. The obtained theoreti-

cal findings are finally validated through numerous analytical and simulation results

to reveal the advantages of the proposed CSS schemes over the baseline direct link

ii



transmission and orthogonal multiple access schemes.

Further, we investigate a SWIPT enabled IoT-based cognitive NOMA with co-

ordinated direct and relay transmission (CDRT) system. It incorporates overlay

CR and TS-based SWIPT technology to enhance spectrum utilization and energy

efficiency. The proposed system comprises of a primary network having a primary

transmitter and its intended NOMA receivers (UE1, UE2 ), accompanied by an

energy-constrained secondary transmitter and its designated receiver (IoT-U ). The

primary transmitter communicates directly with its strong user UE1 and exploits

the secondary transmitter as an IoT-relay to communicate with a weak user UE2.

The IoT-relay node employs TS-based receiver architecture and decode-and-forward

protocol to convey the weak user’s information along with its own information by

following the NOMA principle. We evaluate the performance of the proposed system

by considering both the perfect and imperfect successive interference cancellation

at the legitimate users over Nakagami-m fading in terms of OP, system throughput,

and energy efficiency. Moreover, we propose an iterative algorithm to minimize the

OP by optimizing the TS factor. Further, the impact of key parameters is also

highlighted, which lays the guidelines for the practical design of energy-efficient and

spectrum-efficient futuristic wireless communication networks.

Lastly, we explore the deep learning framework for performance evaluation of

an EH-assisted CDRT-NOMA system assuming perfect and imperfect successive

interference cancellation. Specifically, we derive analytical expressions of the OP

which include an infinite series, system throughput, and energy efficiency. More-

over, an asymptotic analysis of the OP in the high signal-to-noise ratio is carried

out. Closed-form expressions of the exact OP and the ergodic sum capacity (ESC)

are intractable owing to the complexity of the proposed scheme. To tackle this

problem, we propose a deep learning framework to predict both the OP and ESC

performances. The predicted results through the deep learning framework are shown

to be consistent with the numerical results.

Above all, this thesis addresses various technical aspects for realization of RF

EH cognitive relay systems and eventually provides useful insights into the practical

system design. All the theoretical developments, proposed schemes, and strategies

hereunder are primarily aimed at improving the EE, SE, and reliability for their

possible applications in the future wireless networks.
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CHAPTER 1

INTRODUCTION

In the last decade, the number of connected devices through wireless networks has

grown tremendously, thanks to technologies such as the Internet of Things (IoT),

which have resulted in the enormous growth of data associated with IoT applications

[1]. There is a projection that by 2025, 80 billion IoT devices will be connected to

the internet, leading to 175 trillion gigabytes of data traffic worldwide [2]. IoT is a

network of physical objects, like sensors, that are further embedded with electronics,

software, and network connectivity to enable data collection and exchange between

them. It allows entities to be controlled remotely across existing infrastructure,

and it is an intelligent technology that reduces human effort while facilitating the

access to physical devices. It has numerous applications, including health monitor-

ing, monitoring homes and cities, automation, routing, transportation management,

target tracking, and environmental protection [3]. All of these IoT applications are

made feasible through the sensor nodes which continuously monitor the surround-

ing environment and entities, gather and communicate sensed data based on IoT

application requirements. Therefore, it can be anticipated that IoT technologies

such as Machine-to-Machine (M2M) and Device-to-Device (D2D) communication,

along with intelligent data analytic, will drastically alter the landscape of numer-

ous industries, as a result, the implementation of automation is entirely feasible

without human intervention. The massive connectivity requirement of IoT devices

is expected to be fulfilled by the fifth-generation (5G) and the futuristic wireless

networks [4]. However, with the rapid growth of the IoT applications, this system

energy consumption is further growing rapidly. Therefore, it is consequential to use

energy efficiently or to harness the sustainable energy sources to prolong the lifespan

1
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of IoT devices.

Meeting the capacity and energy demands of the IoT devices and networks is

a challenge that needs to be resolved [5]. Thus, among the various challenging re-

quirements of 5G and next-generation networks, spectral and energy efficiency are

the two key requirements. Therefore, energy and spectral efficient protocols to ame-

liorate the capacity and energy demands of the massive IoT networks need to be

designed. In this regard, cognitive radio (CR) and non-orthogonal multiple access

(NOMA) [6] are promising technologies that can tackle the spectrum scarcity prob-

lem and provide massive device connectivity with higher spectrum efficiency (SE).

In addition, energy harvesting (EH) has emerged as a promising solution to improve

energy efficiency (EE) and to extend lifespan of energy-constrained IoT networks.

Owing to the instability of harvesting energy from natural sources such as solar and

wind, an alternative method has been explored to enable wireless devices scavenge

energy from radio frequency (RF) signals [7]. Capitalizing on the fact that RF sig-

nals carry both information and energy, a simultaneous wireless information and

power transfer (SWIPT) technique [8] can be utilized to address the aforementioned

concerns in wireless networks.

To realize the energy- and spectral-efficient system, we primarily focus on four

key-enabling technologies which are briefly described as follows:

1.1 Cognitive Radio

CR is one of the key enabling technology that can tackle the spectrum scarcity

problem and provide massive device connectivity with higher SE. In CR, unlicensed

secondary user (SU) is allowed to use the spectrum licensed to the primary user

(PU) provided that such spectrum sharing does not deteriorate the quality-of-service

(QoS) of the primary network [9]. CR enables efficient and effective use of the avail-

able spectrum by performing four main functions: spectrum sensing, spectrum man-

agement, spectrum mobility, and spectrum sharing. These functions work together

in a cognitive radio cycle, as follows:

� Spectrum Sensing: This is the first and most important function of a cogni-

tive radio. It involves detecting unused portions of the spectrum to be used

opportunistically.

2
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� Spectrum Management: Once the spectrum holes are detected, the cognitive

radio must have the ability to choose the channel that suits its communication

requirements.

� Spectrum Mobility: Since cognitive radios are given lower priority than li-

censed users, they should be able to suspend their communication in case a

licensed user comes back and seamlessly move onto another vacant channel.

� Spectrum Sharing: In a network, a scheduling algorithm is involved to ensure

that all the cognitive radios get a fair chance to use the spectrum.

These functions are performed in a cycle, enabling CRs to determine which por-

tions of the spectrum are available, select the best available channel, coordinate

access to this channel with other users, and vacate the channel when a licensed

user is detected. By efficiently utilizing the available spectrum, CR can improve the

capacity and reliability of wireless communication systems. There are three main

paradigms for spectrum sharing, namely, interweave, underlay, and overlay as shown

in Fig1.1.

Time

Frequency

Interweave Underlay Overlay

CR Network

Primary Network

Figure 1.1: Interweave, Underlay, and Overlay Modes of Spectrum Sharing.

Interweave Approach: By utilizing interweave approach of CR, the SUs ac-

cess the PUs’ unoccupied spectrum (also referred to as white spaces) of PUs without

interfering with the primary transmission. The major disadvantage of this approach

is that the SUs are required to sense the spectrum hole before transmission, and

therefore, is highly sensitive to the primary traffic behavior and spectrum sensing

errors. This approach may not be suitable for dense networks due to the lack of
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availability of spectrum holes.

Underlay Approach: In the underlay approach, the SUs are allowed to utilize

the licensed spectrum concurrently with the PUs, on condition that the interference

caused by the SUs is below a predefined threshold to satisfy the QoS of the PUs [10].

In contrast to the interweave model, the underlay model has the advantage that the

SUs can directly occupy licensed spectrum without considering the behavior of the

PUs’ traffic patterns. However, the SUs need to obtain the channel state informa-

tion (CSI) of the pertaining links towards PUs for controlling their transmission

power. Owing to the constrained power at SUs, in this paradigm, improving the

performance of SUs is critical and challenging.

Overlay Approach: In the overlay paradigm, both the PUs and SUs share the

same licensed spectrum for their signal transmission. In exchange, the SUs must

provide relay cooperation to the PUs on a priority basis. Unlike the underlay model,

the overlay paradigm does not impose strict transmit power restrictions on the SUs,

allowing for concurrent PU and SU transmissions. However, there is a key difference

between the overlay and underlay models in that SU devices must have knowledge

of the PU’s transmitted data sequence encoding methods (code book). This infor-

mation can be utilized in two ways: first, it can be used to cancel PU interference on

SU receivers using techniques such as dirty paper coding, which precodes transmit-

ted data to negate interference effects; second, SU nodes can use this information

to cooperate with the primary network by relaying PU messages.

1.2 Cooperative Relaying

Cooperative relaying is one of the key enabling technologies for mitigating the impact

of multipath fading in wireless communication. It can be widely classified into two

categories viz., fixed relaying (FR) and incremental relaying (IR).

1.2.1 Fixed Relaying

In this relaying, the distribution of the channel resources between source and relay is

performed in a fixed manner. Although such protocols are easy to implement, they

have the disadvantage of low bandwidth efficiency. FR includes commonly adopted

amplify-and-forward (AF) and decode-and-forward (DF) protocols.

Amplify-and-Forward Relaying: In the AF relaying protocol, the relay
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simply amplifies the signal received from its source and transmits it further to the

destination. Here, amplification is done essentially to combat the effect of the fad-

ing between the source and relay channel. This protocol has the main drawback

of noise amplification by the relay. However, the reduced hardware complexity of

AF relaying makes it more robust and less prone to errors, as it does not introduce

decoding errors or information loss in the signal compared to its DF counterpart.

Decode-and-Forward Relaying: DF relaying is also known as regenerative

relaying. In the DF relaying protocol, the relay decodes the signal received from its

source, then re-encodes and transmits it to the destination. While doing this, there

is a chance of an error propagation owing to the decoding and forwarding of the the

incorrect signal by the relay, making the decoding process meaningless. To mitigate

this risk, various techniques can be used in DF relaying, such as error-correcting

codes, interleaving, and diversity schemes. Using error correction codes with IR is

also one possible way to mitigate the errors.

1.2.2 Incremental Relaying

Incremental relaying mainly relies upon the limited feedback from the destination.

In this, cooperative node adaptively performs the relaying operation based on the

decoding of the signal through DL. Specifically, depending on the success/failure of

the signal via direct transmission, the relaying cooperation is invoked. And, once

the cooperation is triggered, its operation becomes similar to the FR. Hereby, firstly,

the source node transmits its information to the destination as well as to the relay

node. Then, if destination node is able to successfully decode the information signal

from the source node, it sends an error-free one-bit feedback to the cooperative node

indicating that the relaying cooperation is not needed. But if, it is not, then the

feedback requests that the relay forwards the received signal from the source. IR is

found to be more spectral-efficient compared to FR.

1.3 Non-Orthogonal Multiple Access

Out of the many contenders of 5G communications, NOMA has been envisioned as

a promising technology to attain higher spectral efficiency and massive connectivity

for the future wireless networks. One of the pivotal advantages of NOMA over tra-

ditional orthogonal multiple access (OMA) is the ability to transmit multiple users’
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signals simultaneously in the same resource block (i.e., time/frequency/code domain)

by exploiting the power domain multiplexing at the transmitter [12]. Thereby, the

successive interference cancellation (SIC) is employed at the receiver to separate the

multiplexed signals [13]. In the mean time, the cooperative relaying technique has

been introduced into the original NOMA scheme to obtain a spatial diversity gain for

the far-away NOMA user with worse link quality, referred to as cooperative NOMA.

Herein, the nearby NOMA user with better link quality detects the information of

far-away NOMA user and further acts as a relay to forward that information during

the cooperation phase. In such a way, the far-away user receives two copies of its

desired signals, i.e., one from the base station (BS) and the other from the signal

forwarded by the nearby user. By merging these two copies and grasping the ad-

vantages of spatial diversity gains, one can realize the improvement in reliability of

the far-away NOMA user.

1.4 RF Energy Harvesting

The RF EH has emerged as a promising candidate to fulfil the energy requirements

of the massive IoT sensor and devices of futuristic wireless networks [7]. Since RF

signal carries both energy and information simultaneously, the wireless nodes can

recharge themselves through RF EH and at the same time decode the information

data and then relay or transmits the information of the source node to its destination

[8]. Therefore, SWIPT is being considered as an energy-efficient viable approach for

self-sustainable communication in wireless networks [14], [15]. Due to the practical

considerations of the EH circuit of the receivers, SWIPT cannot be directly applied

for the EH and information decoding at the same time. Therefore, power splitting

(PS)- and time switching (TS)-based SWIPT are two popular EH architectures

widely considered for receivers [16].

1.4.1 PS-Based SWIPT

In PS-based SWIPT, the block transmission time T is divided into two sub-blocks

owing to the half-duplex operation, where one half is used for EH and information

processing and the other half is used for information relaying. The receiver node

splits the power between EH and information processing phases as shown in Fig. 1.2.

In this scheme, a energy constrained node first harvests the energy from the signal
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of source node using τPS where τ is the power splitting factor, and PS is the transit

power of the source node. The energy constrained node uses the remaining power

(1 − τ)PS for the information decoding. The harvested energy at the node can be

given by

EPS
h = ΘτPs|h|2

T

2
, (1.1)

where Θ( 0 < Θ < 1) denotes the EH efficiency and it depends on the rectifier and

EH circuitry deployed at the node, |h|2 represents the channel gain between the EH

node and the source node.

Energy Harvesting

Information Processing

𝜏𝑃𝑠

(1 − 𝜏)𝑃𝑠

Power Splitter

Figure 1.2: PS-Based SWIPT Architecture.

1.4.2 TS-Based SWIPT

In TS-based SWIPT, time is switched between EH and information processing

phases as shown in Fig. 1.3. In this scheme, a energy constrained node first harvests

the energy from the source node signal for a duration of αT , where α is the time

switching factor, and T is total time duration. The energy constrained node uses

the remaining time (1−α)T for the information decoding. The harvested energy at

the node can be given by

ETS
h = ΘαPs|h|2T. (1.2)

Energy Harvesting

Information Processing

α𝑃𝑠

(1 − α)𝑃𝑠

Time Switcher

Figure 1.3: TS-Based SWIPT Architecture.
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1.5 Motivation and Objectives

In this section, we present the motivation and objectives behind the research work

in this thesis.

1.5.1 Motivation

With the rapid development in the area of RF EH, it is essential to investigate

models that integrates the basic notion of SWIPT within several existing wireless

communication systems. In the thesis work, we consider different types of wireless

communications based system models, where the concerned devices are capable of

handling SWIPT mechanism. In this regard, firstly we consider a wireless body area

networks (WBAN), where the idea of RF-based EH can be explored for perpetual

energy supply as the traditional charging process of sensors or battery replacement

of sensors is not viable. There are several sensor nodes in WBANs which have equal

rights to co-exist in the same spectrum band. However, this is unrealistic in situa-

tions where certain sensor nodes need more access to spectrum than other sensors

in the network depending on their applications. Here, we intend on utilizing the

concepts of CR technology [17] to prioritize sensors used for medical applications.

Specifically, we propose a CR-WBAN configuration whereby we prioritize sensors

as primary and secondary users based on their applications, e.g., medical or non-

medical. On another front, future wireless networks have to meet the demands of

energy, high data rate and a huge number of users effectively. In this respect, the

conventional OMA with EH scheme can not accomplish such requirements owing

to its limitation of serving one user at a time, and thus, the available spectrum

and energy resource are still under-utilized. By incorporating SWIPT into cogni-

tive NOMA (CNOMA), a more spectral and energy efficient wireless network is

expected to be framed with a sustainable environment. There have been diverse

research works done by considering SWIPT into CNOMA [18], [22]. Authors in [18]

have investigated a cooperative multiple-input-single-output SWIPT NOMA proto-

col, where a strong NOMA user serves as an EH relay and assists a weak NOMA

user by using the PS protocol. The outage performance of cooperative CNOMA

networks with SWIPT using DF relaying has been investigated in [22], where cog-

nitive relay harvests the transmission power from the secondary transmitter (ST)

by exploiting the PS scheme using the fixed power allocation based NOMA proto-
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col. The aforementioned works on SWIPT-enabled CNOMA networks follow the

conventional FR strategy which impels the ST to incorporate the relaying operation

even when the PR is able to decode its signal through the primary DL, which is

not at all an efficient way of utilizing the spectrum. Moreover, they have assumed

the ideal case of perfect SIC (pSIC) for the performance investigation. However,

the pSIC is difficult to realize in practice, owing to the many implementation is-

sues, such as complexity scaling and error propagation [24]. Consequently, these

critical factors will lead to an error in decoding, causing residual interference sig-

nal (IS). Thereby, the effects of imperfect SIC (ipSIC) [25] may pose limitations

on the capacity of the SWIPT-based CNOMA network. While few recent works

have considered the impact of ipSIC [26], [27], [28] on the performance evaluation of

CNOMA networks, they have not explored the potential features of SWIPT. Thus,

we consider a overlay CNOMA network, where the existing literature overlooked the

more spectrum-efficient scheme viz., IR with SWIPT-enable network.

Another strategy that can maximize SE of 5G wireless networks is utilizing

NOMA in coordinated direct and relay transmission (CDRT). Authors in [29] have

studied the NOMA with CDRT and demonstrated that the proposed scheme out-

performs the NOMA without CDRT in terms of ergodic sum capacity (ESC). Based

on [29], authors in [18] proposed a dynamic transmission scheme for NOMA-based

CDRT system. However, it was apparent from the literature survey that employing

EH with overlay CNOMA-CDRT network still stands unexplored. Inspired by these

studies, we propose a SWIPT enabled IoT based overlay CNOMA-CDRT system

considering both pSIC and ipSIC.

Due to the enormous complexity and variability of future wireless network ser-

vice requirements, it is probable that standard model-based approaches, i.e., using

closed-form expressions, are no longer sufficient for deployment, network resource

management, and operation. In recent years, data-driven approaches for system per-

formance evaluation have been developed, such as deep learning modeling, which

make performance analysis efficient and accurate without having to make mathemat-

ical derivations. Thus, we pursue a deep learning approach along with model-based

approach for the evaluation of performance analysis of EH-based CDRT system with

CNOMA.
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1.5.2 Objectives

The aforementioned research voids have motivated us to achieve the following ob-

jectives towards the design of future wireless networks:

� To assess the performance of cognitive relaying in WBAN with EH.

� To investigate the performance of overlay CNOMA with IR protocol.

� To analyze the performance of SWIPT enabled CNOMA-CDRT system.

� To explore the deep learning approach in performance evaluation of CNOMA-

CDRT system with EH capability.

With the above-stated objectives, this thesis presents a comprehensive performance

analysis of RF energy harvesting cognitive relay systems over generalized fading

channels. We address the various technical aspects through exhaustive mathematical

analysis and highlight important guidelines towards the design of futuristic wireless

networks.

1.6 Thesis Outline and Contributions

In this thesis, we comprehensively analyze the performance of RF energy harvest-

ing cognitive relay systems under the appropriately modelled fading channels. In

general, the log-normal fading model observes the statistical characterizations of

the WBAN communication which is best suited to model small-scale fading [30].

Whereas, Nakagami-m fading is a generalized model, which captures a variety of

fading scenarios of terrestrial wireless channels and incorporates the well-known

Rayleigh fading as a unique case. The current chapter introduces the reader to the

background of the work, outlines the research objectives and their motivation, and

discusses various technologies involved in this thesis work. The main contributions

from the other chapters are summarized as follows:

� In Chapter 21, we investigate a spectral and energy-efficient WBAN for smart

1The contributions of this chapter are presented in the following papers:

1. A. K. Shukla, P. K. Upadhyay, A. Srivastava, and J. M. Moualeu,“Enabling co-existence of
cognitive sensor nodes with energy harvesting in body area networks,” IEEE Sensors J., vol.
21, no. 9, pp. 11213-11223, May 2021.

2. A. K. Shukla, P. K. Upadhyay, A. Srivastava, and J. M. Moualeu,“Energy harvesting-assisted
cognitive sensor nodes in wireless body area networks,” in 2021 IEEE 7th World Forum on
Internet of Things (WF-IoT), 2021, New Orleans, LA, USA, pp. 488-493.
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healthcare applications. Herein, we primarily focus on improving the spectrum

utilization by intelligently sharing spectrum resources through CR technology,

allowing various sensor nodes in the underlying network to co-exist without

compromising on their QoS. We prioritize the sensor nodes based on their

applications (medical/non-medical) and thereby categorize them into primary

and secondary users to implement an on-body CR- WBAN. Furthermore, two

EH protocols namely time-switching cooperation (TSC) and power-splitting

cooperation (PSC) are employed to facilitate the secondary node cooperation

with the primary network in return for spectrum access. For both the primary

and secondary networks, we derive useful expressions for the outage probability

(OP). To provide more insights into the proposed CR-WBAN, the throughput

and energy efficiency performances assuming a delay-limited scenario are inves-

tigated. The impact of key parameters are demonstrated to provide guidelines

for the practical design of spectral and energy-efficient WBANs. The accu-

racy of our proposed analytical framework is verified through Monte Carlo

simulations.

� In Chapter 32, we analyze the performance of an EH-assisted overlay cogni-

tive NOMA system. The underlying system consists of a primary transmitter-

receiver pair accompanied by an energy-constrained ST with its intended re-

ceiver. Accordingly, ST employs a TS based receiver architecture to harvest

energy from radio-frequency signals of the primary transmissions, and thereby

uses this energy to relay the primary information and to transmit its own

information simultaneously using the NOMA principle. For this, we propose

two cooperative spectrum sharing (CSS) schemes based on IR protocol using

AF and DF strategies, viz., CSS-IAF and CSS-IDF, and compare their per-

formance with the competitive fixed relaying based schemes. The proposed

IR-based schemes adeptly avail the degrees-of-freedom to boost the system

performance. Thereby, considering the realistic assumption of the NOMA-

based ipSIC, we derive the expressions of OP for the primary and secondary

networks under both CSS-IAF and CSS-IDF schemes subject to the Nakagami-

2The contributions of this chapter are presented in the following paper:

1. A. K. Shukla, V. Singh, P. K. Upadhyay, Abhinav Kumar, and J. M. Moualeu, “Performance
analysis of energy harvesting-assisted overlay cognitive NOMA systems with incremental
relaying,” IEEE Open J. Commun. Society, vol. 2, pp. 1558-1576, 2021.
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m fading. In addition, we quantify the throughput and energy efficiency for

the considered system. The obtained theoretical findings are finally validated

through numerous analytical and simulation results to reveal the advantages

of the proposed CSS schemes over the baseline DL transmission (DLT) and

orthogonal multiple access schemes.

� In Chapter 43, we propose a SWIPT enabled IoT-based CNOMA-CDRT sys-

tem. It incorporates overlay CR and TS-based SWIPT technology to enhance

spectrum utilization and energy efficiency. The proposed system comprises

of a primary network having a primary transmitter (PT) and its intended

NOMA receivers (UE1, UE2 ), accompanied by an energy-constrained sec-

ondary transmitter and its designated receiver (IoT-U ). The PT communi-

cates directly with its strong user UE1 and exploits the secondary transmitter

as an IoT-relay to communicate with a weak user UE2. The IoT-relay node

employs TS-based receiver architecture and decode-and-forward protocol to

convey the weak user’s information along with its own information by fol-

lowing the NOMA principle. We evaluate the performance of the proposed

system by considering both the perfect and imperfect successive interference

cancellation at the legitimate users over Nakagami-m fading in terms of OP,

system throughput, and energy efficiency. Moreover, we propose an iterative

algorithm to minimize the OP by optimizing the TS factor. Further, the im-

pact of key parameters is also highlighted, which lays the guidelines for the

practical design of energy-efficient and spectrum-efficient futuristic wireless

communication networks.

� In Chapter 54, we investigate an EH-assisted CDRT in an overlay CNOMA

system assuming perfect and imperfect successive interference cancellation.

Specifically, we derive analytical expressions of the OP which include an in-

3The contributions of this chapter are presented in the following paper:

1. A. K. Shukla, J. Sharanya, K. Yadav and P. K. Upadhyay, “Exploiting SWIPT enabled
IoT-based cognitive non-orthogonal multiple access with coordinated direct and relay trans-
mission,” IEEE Sensors J., vol. 22, no. 19, pp. 18988-18999, Oct. 2022.

4The contributions of this chapter are presented in the following paper:

1. A. K. Shukla, K. Yadav, P. K. Upadhyay, and J. M. Moualeu “Exploiting deep learning in the
performance evaluation of EH-based coordinated direct and relay transmission system with
cognitive NOMA,” IEEE Commun. Lett., Mar. 2023, doi:10.1109/LCOMM.2023.325866.
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finite series, system throughput, and energy efficiency. Moreover, an asymp-

totic analysis of the OP in the high signal-to-noise ratio (SNR) is carried out.

Closed-form expressions of the exact OP and the ESC are intractable owing

to the complexity of the proposed scheme. To tackle this problem, we propose

a deep learning framework to predict both the OP and ESC performances.

The predicted results through the deep learning framework are shown to be

consistent with the numerical results.

Finally, in Chapter 6, we draw the conclusions from the work in this thesis and

provide the possible future directions. Besides, the proofs of useful theorems/lemmas

are relegated into the appendices.
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CHAPTER 2

COGNITIVE RELAYING IN WIRELESS BODY AREA

NETWORKS

The rapid evolution of wireless technologies in recent years has led to the develop-

ment of smart projects such as IoT-based smart healthcare systems [31]. To this

end, WBANs have attracted a great deal of attention in the research community as

a potential solution in the implementation of such projects [32]. A WBAN consists

of low-power sensor nodes (placed on, around, or implanted in the human body)

that constantly monitor the physiological signals and health status of the human

body without affecting its normal routine activities [33]. These physiological sig-

nals include and are not limited to Electrocardiography (ECG) signals, Electroen-

cephalography (EEG) signals, Electromyography (EMG) signals, blood pressure,

and body temperature. The physiological data collected by sensor nodes is deliv-

ered to a nearby central unit/gateway node (e.g., a smartphone) and then forwarded

over the Internet to a remote medical server or an off-site medical expert for effec-

tive diagnoses. In addition to medical applications, WBAN has several non-medical

applications viz., interactive gaming, sports training, data file transfer and social

networking applications [34]. The WBANs are limited by the degradation of the

link reliability and network performance due to low-power requirements and high

attenuation levels [35]. Some recent research studies [36–38] have integrated cooper-

ative communication into WBANs in an effort to address the above limitations, by

exploiting spatial diversity. These studies reveal that relay-based cooperative net-

works improve the energy efficiency of WBANs. However, the energy-constrained

nature of sensor nodes in WBANs often requires periodical replacement of the bat-

teries which may not be practical in certain situations such as in-body implantable

devices. Various energy scavenging interface circuits for WBANs with different effi-
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ciencies are discussed in [39].

In general, several sensor nodes in WBANs have equal rights to co-exist in the

same spectrum band. However, this is unrealistic in situations where certain sensor

nodes need more access to spectrum than other sensors in the network depending

on their applications. While the concept of channel hopping has good potential

for interference-avoiding communications in wireless sensor networks, it suffers from

convergence and time–frequency slot utilization problems. For this, a decentral-

ized time-synchronized channel swapping protocol is proposed to achieve higher

bandwidth utilization and connectivity [40]. In [41], the authors addressed the

self-coexistence problem in CR-based IEEE 802.22 wireless regional area networks

(WRANs). Here, we intend on utilizing the concepts of CR technology [17] to pri-

oritize sensors used for medical applications. Specifically, we propose a CR-WBAN

configuration whereby we prioritize sensors as primary and secondary users based on

their applications, e.g., medical or non-medical. Sensors dedicated to medical appli-

cations are treated as the PUs. Therefore, we aim to ensure their QoS by enabling

cooperation of the secondary sensor nodes (sensors used for non-medical purposes

such as interactive gaming). This, in turn, also improves spectrum utilization effi-

ciency as a large number of sensors can be accommodated over the same spectrum

band. Furthermore, the idea of RF-based EH can be explored for perpetual en-

ergy supply as the traditional charging process of sensors or battery replacement of

sensors is not viable.

The proposed design to implement a CR-WBAN is demonstrated in Fig. 2.1.

Herein, we categorize the users based on the priority of the applications. Since the

sensors used for medical diagnosis (e.g., EEG, ECG, EMG sensors) are crucial, they

are called PUs. The other sensors (motion sensors), used for non-medical appli-

cations, are called SUs. To avoid interference among co-located nodes, spectrum

sensing algorithms for CR-based WBANs were investigated in [42]-[47]. However,

the implementation of spectrum sensing paradigms in CR-based WBANs can be

challenging in real scenarios: (a) delays due to spectrum detection; (b) a spectrum

sensing mechanism is power-intensive and could be impractical for low-power nodes

in WBANs. To circumvent this issue, we exploit an overlay paradigm of CR technol-

ogy to allow SU cooperation and limit the interference at the PUs. In addition, the

SU is provided with EH capability, thereby, it can be enabled to harvest energy from
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the primary transmissions and can utilize this energy for its own communication in

conjunction with cooperation with the PU on a priority basis. We present two pro-

tocols for EH-based cooperative spectrum sharing, namely TSC and PSC protocols.

To the best of the authors’ knowledge, there is no reported work in literature that

has considered an overlay CR technique in EH-based WBAN, and this chapter aims

to partly bridge this gap. The main contributions of this chapter are highlighted in

the following points:

� We propose to implement an EH-based overlay CR-WBAN by employing two

spectrum sharing cooperation (i.e., TSC and PSC) protocols to facilitate both

primary (medical sensors) and secondary (non-medical sensors) communica-

tions simultaneously.

� Specifically, for the primary network, we derive the OP expressions with and

without spectrum sharing in the presence of DL communication. We then

derive the OP expression for the secondary network.

� Further, to provide more insights into the proposed CR-WBAN, we investigate

the throughput and energy efficiency performances under both TSC and PSC

protocols assuming a delay-limited scenario.

� Our results demonstrate the impact of spectrum sharing factor, TSC and PSC

parameters on the overall performance of the proposed EH-based CR-WBAN.

This provides useful guidelines for the design of practical WBANs to achieve

high spectral and energy efficiency.

In Section 2.1, the analytical model of the proposed CR-WBAN is framed while

deriving the end-to-end SNRs under TSC and PSC protocols. In Section 2.2, the

performance of the EH-based CR-WBAN is analyzed in terms of OP, throughput,

and energy efficiency under both protocols. We also investigate the power alloca-

tion policy for an effective spectrum sharing. Numerical and simulation results are

presented in Section 2.3, and lastly, summary of the chapter are drawn in Section

2.4.

18



CHAPTER 2. COGNITIVE RELAYING IN WIRELESS BODY AREA
NETWORKS

Medical Facility 

Cloud Network 

Personal Device 

Gaming Control/Fitness 

Monitoring 

EEG Sensor ECG Sensor 

Blood Glucose 

Blood Pressure 

EMG Sensor 

Motion Sensors 

Motion 

Sensors 

Energy 

Harvesting 

Cooperative 

Relay node  

Coordinator 

Coordinator 

Primary Users 

Secondary Users 

Access Point

Figure 2.1: Proposed design of a CR-WBAN.
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Figure 2.2: Analytical model of the proposed CR-WBAN.

2.1 System and Protocol Description
Fig. 2.2 illustrates an analytical model for the proposed EH-based CR-WBAN in

which a primary sensor network coexists with a secondary sensor network1. On one

hand, the primary network includes a transmitter node P and a receiver node Q, and

on the other hand, the secondary network consists of an energy-constrained trans-

mitter node S and the corresponding receiver node R. Hereby, node P intends to

establish a direct communication with node Q as well as through the relay coopera-

tion of the secondary node S. However, it is assumed that S is an energy-constrained

1The different transmission phases corresponding to the proposed model as shown in Fig. 2.2
are discussed in the subsequent subsections for the sake of clarity.

19



2.1. SYSTEM AND PROTOCOL DESCRIPTION

node and thus, it has to first harvest energy from primary transmissions and then

use this energy to relay the primary signal as well as transmit its own signal. In

addition, the following assumptions and notations are adopted in the transmission

protocol.

� The underlying WBAN is fixed/static (a resting body for example) as in [48]

and is located far away from other nodes/wireless devices so as to avoid the

impact of any interference caused by the former. Such a scenario can be

found in practice. One similar assumption is made in [49], wherein the au-

thors present a novel ultra wideband (UWB) channel model for body-centric

wireless communications in an indoor anechoic chamber environment (to avoid

interference).

� All sensor nodes are equipped with a single antenna due to their limited size

and operate in half-duplex mode (which implies that they cannot transmit and

receive simultaneously).

� The secondary node S has an RF-based EH capability and acts as an AF relay

for primary communications while accessing the primary spectrum for its own

communication.

� Thermal noise at each receiver is modeled as additive white Gaussian noise

(AWGN) with zero mean and variance No.

� All links are subject to log-normal fading and the channel gain from node i

to node j is represented by hij, where i ∈ {p, s} and j ∈ {q, s, r} with i ̸= j.

Note that a log-normal distribution is best suited to model small-scale fading

in WBAN communications [30].

� The transmission block time is denoted as T .

� The primary node P has a fixed power supply of Pp, whereas Ps represents

the transmit powers at node S.

In this paper, we assume that source node S and destination node D have fixed

power supply, while relay nodes are RF-based energy harvesting nodes, each relay is

equipped with an energy-harvesting circuit that can convert the received RF power

to direct current (DC). With RF-based EH capability, the secondary node S can be
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Figure 2.3: Transmission block structure for the TSC protocol.

enabled to share the spectrum with the PUs in exchange for cooperation with the

primary transmission on a priority basis. For this, we study two EH-based spectrum

sharing cooperation protocols (viz., TSC and PSC protocols) for the proposed CR-

WBAN as described in the following subsections.

2.1.1 TSC Protocol

In the TSC protocol, the transmission block time is divided into three sub-blocks

as depicted in Fig. 2.3. With α ∈ (0, 1) defined as the TSC parameter, a duration

of αT is used by S to harvest energy from the primary signal and the remaining

time (1 − α)T is utilized for transmitting information. Since the nodes operate in

half-duplex fashion, (1 − α)T/2 time is used for receiving information at nodes S,

Q, and R from node P , while the other (1 − α)T/2 time is used for transmitting

network-coded message from S to nodes Q and R. Thus, during the harvesting time

αT , the harvested energy at S is given by

Es = ΘPp|hps|2αT, (2.1)

where Θ is the energy conversion efficiency that varies from 0 to 1 relying on the

rectification process and the EH circuitry [50]. Hence, the transmit power of node

S over the time (1− α)T/2 can be obtained as

Ps =
Es

(1− α)T/2
=

2αΘPp|hps|2

1− α
. (2.2)

In the second sub-block transmission phase, P transmits an information signal xp

(having unit energy) to Q, which is also received by the secondary nodes S and

R. Therefore, the received signals ypq, yps, and ypr at nodes Q, S, and R can be
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expressed, respectively, by

ypj =
√
Pphpjxp + npj, (2.3)

where j ∈ {q, s, r} and npj is the AWGN variable2.

Now, during the third sub-block transmission phase, node S facilitates an AF

relaying cooperation to the primary data communication, and in addition, com-

municates concurrently with its own receiver R. For this, S splits its harvested

power Ps to constitute the AF relay transmission of the primary signal component

xp with power ζPs to node Q, and the transmission of secondary signal component

xs with (1 − ζ)Ps to node R, where ζ ∈ (0, 1) denotes the power allocation factor

(PAF) for spectrum sharing in the proposed CR-WBAN. As such, S broadcasts a

superimposed signal given by

xc =
√
ζPs

yps√
|yps|2

+
√

(1− ζ)Psxs. (2.4)

Thus, the received signals at nodes Q and R from S in the third sub-block are

denoted by ysq and ysr, respectively, and are given as

ysj = hsjxc + nsj, (2.5)

where j ∈ {q, r} and nsj is the AWGN.

Consequently, for the primary communication, the instantaneous SNR at Q, via

direct link, can be expressed from (2.3) as

γpq = ηp|hpq|2, (2.6)

where ηp = Pp
No

is the transmit SNR, while the end-to-end SNR at Q via the relay

link under TSC protocol can be expressed using (2.2)-(2.5) as

γpsq =
ζγpsβ|hsq|2

(1− ζ)γpsβ|hsq|2 + ζβ|hsq|2 + 1
, (2.7)

2Our proposed work assumes a static body in WBAN, and therefore, the only noise involved
here is the thermal noise. Many studies involving a static body in WBAN have been reported in
the existing literature (see [48] and [51] and the references therein), and such a scenario can be
found in many practical setups such as a resting body in WBAN. Other sources of noise derived
from body motion will be considered in future studies wherein this work can be used as benchmark.
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where γps = ηp|hps|2 and β = 2αΘ
1−α .

For the secondary network, we can observe from (2.5) that the received signal

at R contains a primary signal component xp as interference which can be elimi-

nated [52] by utilizing the primary signal received before in the second sub-block

transmission phase. Thereby, the resultant SNR at node R can be represented as

γpsr =
(1− ζ)βγps|hsr|2

ζβ|hsr|2 + 1
. (2.8)

Note that the SNR expressions in (2.7) and (2.8) are derived by ignoring the noise

statistic at the relay [53] for simplicity.

2.1.2 PSC Protocol

Energy harvesting at node S -- Pp

P                 Q

P                 S

P                 R

Ps  -- S             Q

(1- )Ps -- S             R

T

T/2 T/2

Information Transmission -- (1- )Pp

Information Transmission 

Figure 2.4: Transmission block structure for the PSC protocol.

In the PSC protocol, the block transmission time T is divided into two sub-blocks

owing to the half-duplex operation, where one half is used for primary transmissions

and the other half is used for secondary transmissions, as shown in Fig. 2.4. During

the first transmission phase, node P transmits a unit energy signal xp and thus, the

signals received at nodes Q, S, and R can be given by ypq, yps, and ypr, respectively,

and expressed as

ypj =
√
Pphpjxp + npj, (2.9)

where j ∈ {q, s, r} and npj represents the AWGN.

Herein, S splits the received signal yps into two parts through a PSC parameter

ρ (0 ≤ ρ ≤ 1). Particularly,
√
ρyps is used for harvesting energy to replenish its

battery and
√

(1− ρ)yps is used for information processing. Therefore, the received

signal at the input of the energy harvester is given by

√
ρyps =

√
ρPphpsxp +

√
ρnps. (2.10)
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From (2.10), the harvested energy at S can be expressed as

Es =
ΘρPp|hps|2T

2
, (2.11)

where 0 ≤ Θ ≤ 1 is the energy conversion efficiency for the inverter circuitry at S,

and the noise statistic is ignored [16] as we aimed at harvested energy with Ps ≪ Pp.

The power will be dispensed for the remaining T/2 time and hence, given by

Ps =
Es
T/2

, (2.12)

which can be further represented using (2.11) as

Ps = ΘρPp|hps|2. (2.13)

On the other hand, the base-band signal received by information receiver (IR) at S

is given by

YPS =
√
(1− ρ)yps

=
√

(1− ρ)Pphpsxp +
√

(1− ρ)nps + nRF, (2.14)

where nRF is the sampled AWGN due to RF to base-band signal conversion. There-

fore, the total AWGN noise at IR is nPS =
√
(1− ρ)nps + nRF.

In the second transmission phase, node S serves as an AF relay for primary

communication, while at the same time, communicates with its own receiver R. As

such, S amplifies and forwards the signal received at IR in the first phase to node

Q while simultaneously transmitting its own information signal xs to node R. For

this concurrent transmission, S employs sophisticated signal processing techniques

to split its harvested power Ps through the spectrum sharing factor ζ ∈ (0, 1) to

superimpose its signal xs with Yps to generate a combined signal given by

xc =
√
ζPs

YPS√
|YPS|2

+
√

(1− ζ)Psxs. (2.15)

Thus, the received signals at nodes Q and R from S can be represented by ysq and
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ysr, respectively, given as

ysj = hsjxc + nsj, (2.16)

where j ∈ {q, r} and nsj is the AWGN.

Hereby, for primary communications, the SNR at Q via the direct link can be

written using (2.9) as

γpq = ηp|hpq|2, (2.17)

and the SNR at Q, via relay link, can be formulated using (2.13)-(2.16) as

γpsq =
ζγpsδ|hsq|2

(1− ζ)γpsδ|hsq|2 + ζϱ|hsq|2 + 1
, (2.18)

where γps = ηp|hps|2, δ = Θρ, and ϱ = Θρ
1−ρ .

For the secondary communication, it can be observed from (2.16) that the re-

ceived signal at R involves a primary signal component in xc as interference which

can be successfully removed [52] using the primary signal decoded in the first trans-

mission phase. Thus, the instantaneous SNR at R can be expressed as

γpsr =
(1− ζ)δγps|hsr|2

ζϱ|hsr|2 + 1
. (2.19)

As done previously, the SNR expressions in (2.18) and (2.19) are deduced by ne-

glecting the noise statistic at the relay [53].

2.2 Performance Analysis

In this section, we conduct a comprehensive performance analysis of the CR-WBAN

using the TSC and PSC protocols as described previously. Specifically, we derive

the OP expressions for both primary and secondary communications. In addition,

to gain more insights into the overall system performance, we provide expressions

for the throughput and energy efficiency. Moreover, we examine the impact of the

power splitting factor ζ, TSC parameter α, and PSC parameter ρ on the overall

performance of the CR-WBAN.

To proceed with the analysis, we first present the statistics of the pertinent fading

channels. Considering the log-normal fading model for WBAN, the probability
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density function (PDF) and cumulative distribution function (CDF) of |hij|2, for

i ∈ {p, s} and j ∈ {q, s, r} with i ̸= j, can be given, respectively, by [50], [54]

f|hij |2(x) =
1

2
√
2πσijx

exp

(
−
(
ln(x)− 2µij

2
√
2σij

)2
)
, (2.20)

and

F|hij |2(x) =
1

2

(
1 + erf

(
ln(x)− 2µij

2
√
2σij

))
, (2.21)

where the parameters µij and σij represent the mean and standard deviation, re-

spectively, and erf(·) is the standard error function.

2.2.1 Outage Probability of Primary Network

For the primary network, we examine the OP with and without spectrum sharing in

the presence of the direct (P → Q) link communication. In what follows, we conduct

the OP analysis of the primary network for both the TSC and PSC protocols in a

unified manner. For this, we can express their respective SNRs from (2.7) and (2.18)

in a common form as

γpsq =
ζγpsβ1|hsq|2

(1− ζ)γpsβ1|hsq|2 + ζβ2|hsq|2 + 1
, (2.22)

with β1 = β2 = 2αΘ
1−α for TSC protocol, whereas β1 = Θρ and β2 = Θρ

1−ρ for PSC

protocol.

Direct Link (DL) Transmission Solely

For a target rate Rp, the OP of the primary network using DL transmission solely

(i.e., with no spectrum sharing) is given by

PDL
out (Rp) = Pr [log2 (1 + γpq) < Rp] . (2.23)

It should be noted that the DL transmission solely scheme requires only a single

phase of transmission from node P to node Q. We can further express (2.23) as

PDL
out (Rp) = Fγpq(γ

′
p), (2.24)
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where γ′p = 2Rp − 1. We can obtain the expression of the CDF Fγpq(x) from (2.21)

by applying a transformation of random variable as

Fγpq(x) =
1

2

(
1 + erf

(
ln(x)− ln(ηp)− 2µpq

2
√
2σpq

))
. (2.25)

Thus, by evaluating the CDF Fγpq(x) in (2.25) at x = γ′p, one can compute the

required OP of DL transmission solely.

Spectrum Sharing Cooperation with DL Transmission

For a target rate Rp, the OP of the PU for the considered CR-WBAN using the

TSC/PSC protocol can be expressed with the application of MRC by making use

of (2.6) or (2.17) and (2.22) as

PPri
out (Rp) = Pr

[
1

ϖ
log2(1 + γpq + γpsq) < Rp

]
= Pr

[
Λp < γp

]
= FΛp(γp), (2.26)

with Λp = γpq + γpsq and γp = 2ϖRp − 1, where ϖ = 2 for the PSC protocol and

ϖ = 2
1−α for the TSC protocol. Hereby, (2.26) can be re-expressed as

FΛp(γp) = Pr
[
(γpq + γpsq) < γp

]
=

∫ γp

0

∫ γp−y

0

fγpsq(x)fγpq(y)dxdy. (2.27)

Now, to evaluate (2.27), we first compute the CDF Fγpsq(x) in the following theorem.

Theorem 1. The CDF Fγpsq(x) of the CR-WBAN with the TSC/PSC protocol under

log-normally distributed links is given by

Fγpsq(x) =

 1, if x ≥ ζ
1−ζ ;

ϕ(x), if x < ζ
1−ζ ,

(2.28)
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where ϕ(x) is given by

ϕ(x) =

∫ ∞

0

1

2

1 + erf

 ln
(

x(1+ζβ2y)
β1(ζ−(1−ζ)x)y

)
− 2µps

2
√
2σps


× 1

2
√
2πσsqy

exp

(
−
(
ln(y)− 2µsq

2
√
2σsq

)2
)
dy. (2.29)

Proof. It is provided in Appendix A. ■

From (2.28), we can realize that the condition x < ζ
1−ζ allows the secondary

node (relay) cooperation to be effective, otherwise the unity CDF is obtained as

a result and implies outage of the secondary communication in the proposed CR-

WBAN. Hence, by exploiting the CDF expression from (2.28) into (2.27), one can

proceed with the analysis under the condition
(
γp <

ζ
1−ζ

)
for an effective secondary

cooperation. However, as such, it seems to be mathematically intractable to obtain

a useful solution. Therefore, with the aid of an M -step staircase approximation

approach [76] for the involved triangular integral region in (2.27), the OP can be

expressed as

PPri
out (Rp) ≈

M−1∑
i=0

{
Fγpq

(
i+ 1

M
γp

)
− Fγpq

(
i

M
γp

)}
Fγpsq

(
M − i
M

γp

)
. (2.30)

Thus, after substituting the CDF Fγpq(x) from (2.25) and the CDF Fγpsq(x) from

(2.28) into (2.30), one can get the desired OP expression.

2.2.2 Outage Probability of Secondary Network

To carry out a unified performance analysis of the secondary communication net-

work, we represent the SNRs at node R for the TSC and PSC protocols from (2.8)

and (2.19) in a generalized form as

γpsr =
(1− ζ)β1γps|hsr|2

ζβ2|hsr|2 + 1
, (2.31)

with β1 = β2 = 2αΘ
1−α for the TSC protocol, whereas β1 = Θρ and β2 = Θρ

1−ρ for the

PSC protocol. For a given target rate Rs, the OP of the secondary communication
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can be given by

P Sec
out (Rs) = Pr

[
1

ϖ
log2(1 + γpsr) < Rs

]
= Pr [γpsr < γs] = Fγpsr(γs), (2.32)

where γs = 2ϖRs − 1 with ϖ = 2 for the PSC protocol and ϖ = 2
1−α for the TSC

protocol. Further, P Sec
out (Rs) can be evaluated through the computation of the CDF

Fγpsr(x) as given in Theorem 2.

Theorem 2. The CDF Fγpsr(x) of the CR-WBAN using the TSC/PSC protocol

under log-normal fading channels is given by

Fγpsr(x) =

∫ ∞

0

1

2

1 + erf

 ln
(
x(1+ζβ2y)
β1(1−ζ)y

)
− 2µps

2
√
2σps


× 1

2
√
2πσsry

exp

(
−
(
ln(y)− 2µsr

2
√
2σsr

)2
)
dy. (2.33)

Proof. It is relegated to Appendix B. ■

Thus, for a target rate Rs, one can determine P Sec
out (Rs) using (2.33) at x = γs,

and thereby, obtain the OP of the secondary communication.

2.2.3 Constrained Power Allocation Policy for Spectrum

Sharing

Aiming at the power allocation policy for spectrum sharing at the secondary node

S, we can deduce an appropriate value of ζ while satisfying the QoS criterion of

the primary network. Hereby, from (2.28), recalling the condition γp <
ζ

1−ζ , the

permissible range of power allocation factor for a predetermined threshold γp of the

primary network can be calculated as

γp
1 + γp

< ζ < 1. (2.34)

However, from (2.26), it is clear that γp depends onRp as well as onϖ. As such, using

the aforesaid spectrum sharing condition for the TSC protocol, we first compute the

critical value of TSC parameter α to attain a minimum OP as elaborated in Sec.

2.3. Then, using this value of α, we calculate the effective value of ζ to realize

29



2.2. PERFORMANCE ANALYSIS

spectrum sharing cooperation. Moreover, it is worth noting that a smaller value of

ζ can provide more spectrum sharing opportunities towards the secondary network

access.

2.2.4 Network Throughput

Here, we compute the delay-limited throughput which is a key performance mea-

sure to characterize spectrum utilization for the CR-WBAN. For the cooperative

communication based wireless systems, it can also be referred to as mean spectral

efficiency. It is defined as the transmission rate that can be guaranteed in all fading

states under finite delay constraints without resorting to the long-term asymptotic

behavior [53], [86]. For the proposed CR-WBAN, it can be quantified as the sum of

individual target rates for both the primary and secondary communications that can

be achieved successfully over the log-normal fading channels. Based on the derived

OP expressions, we can formulate the network throughput as

ST =
1

ϖ

[
(1− PPri

out (Rp))Rp + (1− P Sec
out (Rs))Rs

]
, (2.35)

where PPri
out (Rp) and P Sec

out (Rs) represent the OP measures for the primary and sec-

ondary communications, respectively, as obtained in previous subsections. In (2.35),

by setting Rp = Rs = R, the maximum system throughput achievable is ST = 2R
ϖ
.

Thus, based on ϖ, we can readily find that the maximum system throughput for the

PSC protocol equals to R, whereas it amounts to R(1− α) for the TSC protocol.

2.2.5 Energy Efficiency

Relying on the throughput expression in (2.35), we analyze the energy efficiency

of the EH-based CR-WBAN under study. An implication of such analysis is that

it can help to design an EH-aware CR-WBAN to prolong the network lifetime.

Fundamentally, the energy efficiency for the system can be defined as the total

amount of data delivered to the total amount of consumed energy [86], [78]. The

total amount of data delivered can be quantified by the system throughput defined

in (2.35). While the total energy consumed in the network, for the TSC protocol,

is the sum of energy consumed by the primary source P in the first sub-block EH

phase (of duration αT ) and the energy consumed by it in the second sub-block

transmission phase (of duration (1−α)T/2). Note that the energy consumed in the
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Table 2.1: Log-normal distribution parameters for CR-WBAN.

µij, σij Right arm (Q) Center waist (S) Left leg (R)
Chest (P ) −2.17, 4.92 −0.77, 2.89 −1.32, 3.76

Center waist (S) −0.15, 1.18 - - −0.83, 2.84

third sub-block transmission phase is the energy harvested by the secondary node S

in the first sub-block EH phase, and hence, does not contribute to the total energy

consumed in the network. On the contrary, for the PSC protocol, the total energy

consumed is simply the energy consumed by the primary source P in the first half

of the block transmission (i.e., of duration T/2). Consequently, the expression of

energy efficiency for the considered CR-WBAN, under a delay-limited scenario, can

be given as

ΞE =


ST

Pp
2
(1+α)

, for TSC protocol;

ST
Pp
2

, for PSC protocol,

(2.36)

where ST represents the achievable throughput of the CR-WBAN as expressed in

(2.35).

2.3 Numerical and Simulation Results

In this section, we aim to demonstrate the performance of the proposed CR-WBAN

using the TSC and PSC protocols through numerical investigations along with

Monte Carlo simulations. Based on the characteristics of the CR-WBAN, the follow-

ing parameters are adopted throughout this section: the transmit power of primary

source Pp = 1 mW and the energy conversion efficiency Θ = 0.7. The parameters of

the log-normal fading distribution are shown in Table 2.1. This is taken according

to [55] by considering the CR-WBAN configuration with node locations as follows:

P is located on the chest, Q is placed on the right arm, S is positioned on the center

waist, and R is placed on the left leg.

In subsequent investigations, we obtain the analytical OP curves for the pri-

mary network using (2.30) with M = 50 to achieve sufficient accuracy, and that for

the secondary network using (2.33), through the aid of MATHEMATICA software.

Meanwhile, Monte Carlo simulations results are obtained using the popular comput-
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Figure 2.5: OP versus α of primary network with TSC protocol.

ing software MATLAB. We find that in all the forthcoming figures, the analytical

curves are in good agreement with the Monte Carlo simulations results. Fig. 2.5 il-

lustrates the impact of the TSC parameter α on the OP performance of the primary

network in the proposed CR-WBAN under different sets of values of target rate Rp

and SNR ηp. Hereby, we appropriately choose the values of α and ζ while satisfying

the spectrum sharing condition γp
1+γp

< ζ < 1, as disclosed in Sec. 2.2.3. From

various curves in this figure, we obtain the critical value of α as 0.2 to achieve the

minimum OP, while the effective value of ζ is fetched as 0.8 to facilitate spectrum

sharing cooperation.

Fig. 2.6 depicts the OP versus SNR curves with varying target rates (Rp =

0.4, 0.6, 0.8 bps/Hz) for the primary communication network using the TSC proto-

col. Herein, we set α = 0.2 and ζ = 0.8. For comparison purposes, the OP curves

for the DL transmission solely are also plotted using (2.25) in Fig. 2.6. We can see

that the proposed CR-WBAN with the TSC protocol significantly outperforms the

DL transmission solely scheme, especially in the medium to high SNR region. This

is owing to the additional diversity gain acquired through the cooperative relaying

link under the TSC protocol. Further, it is apparent that the OP performance of

the proposed CR-WBAN degrades as Rp increases from 0.4 to 0.8 bps/Hz. This is

because increasing the data rate requires higher SNR and more complex modula-

tion schemes, which can increase susceptibility to interference, noise, and channel

impairments, leading to degradation in the outage performance of the system.
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Figure 2.6: OP versus SNR of primary network with TSC protocol.
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Figure 2.7: OP versus SNR of secondary network with TSC protocol.

Fig. 2.7 shows the OP performance curves for the secondary communication of

the proposed CR-WBAN using TSC protocol (by setting α = 0.2). Here, we plot

the curves for various sets of values of Rs and ζ. As can be seen from this figure,

the OP performance of the secondary network degrades with an increase in Rs

and/or ζ. This is expected because, with an increase in ζ, more power is allocated

for primary signal cooperation and correspondingly less power is utilized for the

secondary communication. Thereby, a lower value of ζ is desirable for improving

the performance of secondary network.
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Figure 2.8: OP versus ρ of primary network with PSC protocol.

Fig. 2.8 demonstrates the impact of the PSC parameter ρ on the outage perfor-

mance of the primary network under various settings of ζ and ηp. Here, we fix the

target rate as Rp = 0.8 bps/Hz so that the allowable range of ζ comes out to be

0.67 < ζ < 1. From this figure, we can see that there exists a critical value of ρ at

which the OP of primary communication is minimum. We fetch the critical value of

ρ as 0.43, while the effective value of ζ is taken as 0.7 to facilitate spectrum sharing

cooperation. Note that this effective value of ζ is relatively low for the PSC protocol

than that for the TSC protocol.

In Fig. 2.9, we present the OP versus SNR curves for the primary communication

network using the PSC protocol at various target rates (Rp = 0.4, 0.6, 0.8 bps/Hz)

with a setting of ρ = 0.43 and ζ = 0.8. It is easily realized that the OP performance

of the primary network with the PSC protocol significantly improves, as compared

to that of the DL transmission solely scheme, in the mid-to-high SNR region. By

comparing with the OP performance of the primary network using the TSC protocol

in Fig. 2.6, we infer that the PSC protocol performs slightly better than the TSC

protocol, under the same set of system parameters. This is more noticeable in the

low SNR region.

Fig. 2.10 illustrates the OP versus SNR curves for the secondary communication

network using the PSC protocol (with setting ρ = 0.43) at various sets of values

of Rs and ζ. We can observe that the OP performance of the secondary network

deteriorates while increasing the value of Rs and/or ζ (thereby allocating less power
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Figure 2.9: OP versus SNR of primary network with PSC protocol.
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Figure 2.10: OP versus SNR of secondary network with PSC protocol.

to the secondary communication). However, we can see that the performance of the

secondary network can be improved for the PSC protocol as compared to that of

the TSC protocol in Fig. 2.7. This is attributed to the lower effective value of the

spectrum sharing factor ζ. As such, we can conclude that the PSC protocol offers

more flexibility to secondary spectrum access.

In Fig. 2.11, we evaluate the system throughput performance of the proposed

CR-WBAN using the TSC and PSC protocols under the setting Rp = Rs = 0.4, 0.8

bps/Hz. For the TSC protocol, we consider the critical value of α = 0.2 and accord-
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Figure 2.11: System throughput for the CR-WBAN.
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Figure 2.12: Energy efficiency for the CR-WBAN.

ingly the effective value of ζ = 0.53 for Rp = 0.4 bps/Hz and ζ = 0.78 for Rp = 0.8

bps/Hz. Likewise, for the PSC protocol, we set the critical value of ρ = 0.43 and

accordingly the effective value of ζ = 0.45 for Rp = 0.4 bps/Hz and ζ = 0.7 for

Rp = 0.8 bps/Hz. First, we can see that the throughput tends to attain its max-

imum value as the SNR becomes large. Moreover, the throughput performance of

the PSC protocol is much better than the TSC protocol over the entire SNR region

and it exceeds that of the DL transmission solely scheme at high SNR regime.

Fig. 2.12 plots the curves for energy efficiency against SNR of the proposed CR-

WBAN with the TSC and PSC protocols at two different sets of target rates (i.e.,
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Rp = Rs = 0.4, 0.8 bps/Hz). Also, we fix the same set of values for α, ρ and ζ

as used in Fig. 2.11. From this figure, we can see that both the TSC and PSC

protocols achieve higher energy efficiency than the DL transmission solely scheme,

while the PSC protocol has higher energy efficiency than the TSC protocol for

the considered CR-WBAN. It can also be noticed that the energy efficiency of the

considered network reduces significantly as the SNR increases. This is intuitive

because for higher SNR values, the achieved throughput is much lesser than the

consumed power.

2.4 Summary
An EH-based overlay CR-WBAN is studied in this chapter, whereby both the pri-

mary (medical sensors) and secondary (motion sensors) communications are realized

on the human body through a cooperative spectrum sharing technique. We employed

two EH-based spectrum sharing cooperation protocols, called TSC and PSC pro-

tocols for the considered network, and analyzed their performance in terms of OP,

throughput and energy efficiency over the pertinent log-normally distributed fading

channels. Our results reveal that the PSC protocol notably outperforms the TSC

protocol and thereby explores more spectrum sharing opportunities in the proposed

CR-WBAN. Furthermore, the impact of key parameters are highlighted to provide

useful insights into the practical design of spectral and energy-efficient WBANs for

smart healthcare applications.
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CHAPTER 3

OVERLAY COGNITIVE NOMA SYSTEMS WITH

INCREMENTAL RELAYING

In the previous chapter, we proposed and examined an energy- and spectrum-

efficient CR-WBAN with EH capability. However, with the rapid evaluation of

wireless networks to provide universal coverage and communication, it is essential

to integrate SWIPT with different spectrum-efficient technologies to accommodate

more users and prolong the lifespan of these networks. Among the existing tech-

niques, NOMA has been envisioned as a promising technology to attain higher

spectral efficiency and massive connectivity for the future wireless networks [56]-

[58]. Recently, the NOMA technique has been commonly debated in the context of

CR, which is another potential technique for improving the spectrum efficiency [9].

The incorporation of NOMA into CR, referred to as CNOMA, has demonstrated

a potential attribute of fulfilling the criteria of 5G wireless networks such as maxi-

mum throughput, broad connectivity, and low latency [59]. With the applicability of

CNOMA, several research studies have been coordinated using the underlay [60]-[64]

and overlay [23]-[27] approaches. It needs to be acknowledged that the interference

from the ST towards PR is counteracted in the overlay CNOMA model in contrast

to the underlay CNOMA. Moreover, the interference from PUs and stringent trans-

mit power restrictions on SUs in underlay approach may limit the overall system

performance and coverage. On the contrary, due to an increased diversity gain from

the ST relaying cooperation, the outage performance of PU can be greatly improved

in overlay CNOMA system. Furthermore, an overlay CNOMA model is of vital im-

portance since it can bring network coverage even when the primary direct link is

disrupted due to shadowing and obstacles.

By incorporating SWIPT into CNOMA, a more spectral and energy efficient
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wireless network is expected to be framed with a sustainable environment. There

have been diverse research works done by considering SWIPT into CNOMA [18]-

[22]. Authors in [18] have investigated a cooperative multiple-input-single-output

SWIPT NOMA protocol, where a strong NOMA user serves as an EH relay and as-

sists a weak NOMA user by using the PS protocol. The work in [19] has studied an

underlay non-linear EH-assisted CNOMA system to improve the spectral efficiency

and secrecy energy efficiency. A SWIPT-enhanced overlay CNOMA system has

been studied in [20] to achieve the maximal throughput for the secondary network.

Authors in [21] have studied the energy efficiency optimization problem for both

the underlay and overlay CNOMA with EH. The outage performance of cooperative

CNOMA networks with SWIPT using DF relaying has been investigated in [22],

where cognitive relay harvests the transmission power from the ST by exploiting

the PS scheme using the fixed power allocation based NOMA protocol. The afore-

mentioned works on SWIPT-enabled CNOMA networks follow the conventional FR

strategy which impels the ST to incorporate the relaying operation even when the

PR is able to decode its signal through the primary DL, which is not at all an ef-

ficient way of utilizing the spectrum. Moreover, they have assumed the ideal case

of pSIC for the performance investigation. However, the pSIC is difficult to realize

in practice, owing to the many implementation issues, such as complexity scaling

and error propagation [24]. Consequently, these critical factors will lead to an error

in decoding, causing residual interference signal. Thereby, the effects of ipSIC [25]

may pose limitations on the capacity of the SWIPT-based CNOMA network.

Motivated by the prior research studies, in this chapter, we analyze the perfor-

mance of an EH-assisted overlay CNOMA (EH-OCNOMA) system1 by adopting an

IR protocol under the impacts of ipSIC/pSIC situations. Specifically, we consider a

downlink communication scenario wherein a PT communicates to a PR in coopera-

tion with an energy-constrained ST accessing spectrum for its own communication

to an SR. The ST employs a TS-based receiver architecture2 to harvest energy from

RF signals of the primary transmissions. Further, it can act as an AF/DF relay

and uses the harvested energy to forward the primary signal and to transmit its

1The considered EH-OCNOMA system comprises of the power-constrained low-cost SU nodes,
capturing the application scenarios of device-to-device (D2D) networks, small cell (picocell and
femtocell) networks, and wireless sensor networks, which generally do not have a dedicated spec-
trum for their communication.

2In contrast to PS-based receiver, the TS-based receiver is simpler to implement (using hardware
with simple switching circuits) and more suitable for low-cost devices [66].
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own signal simultaneously using the NOMA principle. Importantly, the proposed

IR protocol invokes secondary relay cooperation adaptively, depending on the lim-

ited feedback mechanism from the PU. It can thus proficiently utilize the available

degrees-of-freedom to improve the system performance of EH-OCNOMA. The major

contributions of this chapter are emphasized as follows:

� We propose two EH-based CSS schemes based on the IR protocol using the

AF and DF relaying strategies, namely CSS-IAF and CSS-IDF, and compare

their performance with the competitive FR-based schemes. We also discuss the

DLT scheme as a baseline to compare with the performance of CSS schemes

for the considered EH-OCNOMA system. Further, we portray the relative

performance advantages of CSS with NOMA over its OMA counterpart.

� Based on the received SNRs and SINRs, we extensively analyze the outage

performance of CSS-IAF and CSS-IDF schemes by deriving the OP expressions

of the primary and secondary networks under the ipSIC/pSIC situations over

a Nakagami-m fading3 environment.

� To garner further insight, we also deduce the expressions of system throughput

and energy efficiency for the considered EH-OCNOMA system.

� Finally, for the effective design of the proposed EH-OCNOMA system, we

provide an insight into the NOMA PAF to explore the spectrum sharing op-

portunities.

The rest of the chapter is organized as follows. Section 3.1 illustrates the system

model and the proposed IR protocol for the EH-OCNOMA system, while deriving

the end-to-end SNRs/SINRs for the primary and secondary networks. Section 3.2

investigates the performance of the primary network by evaluating the analytical

expressions of the OP for the DLT, CSS-IAF, and CSS-IDF schemes. The OP

expressions of the secondary network, while considering both the ipSIC and pSIC

situations, have been evaluated in Section 3.3. The system throughput and the

energy efficiency expressions for the proposed EH-OCNOMA system are presented

in Section 3.4. Section 3.5 portrays the results and discussions, followed by some

3The Nakagami-m fading model represents a general distribution wherein various fading envi-
ronments, i.e., severe, light or no fading, can be modeled [67]. Moreover, it gives the best fit of
the statistical characteristics of a land mobile system, complex environments and ionospheric radio
links.
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concluding remarks in Section 3.6. Moreover, the proofs of theorems/lemmas used

in this chapter are included in the appendices.

3.1 System Model and Protocol Description

This section first provides a detailed description of the EH-OCNOMA system model

and thereafter presents the end-to-end SINR/SNR expressions for the AF/DF relay-

ing strategies, followed by elaborating the proposed IR protocol for the considered

system.

3.1.1 System Model

As depicted in Fig. 3.1, we consider an EH-OCNOMA system where a primary

network coexists with a secondary network. The primary network comprises of a

transmitter node P with its corresponding receiver node Q, whereas the secondary

network includes an energy-constrained ST node S and SR node R. Herewith,

node P establishes a communication directly with node Q. Although a primary DL

between node P and node Q is supposed to exist, node P may still seek the ST’s

cooperation to exploit the diversity benefits. As an incentive for the cooperation with

the primary network, the secondary network accesses the licensed spectrum of the

primary network. Since S is an energy-constrained node, it first harvests energy from

the received RF signal and then splits the corresponding harvested power to relay

the primary signal and to transmit its own signal simultaneously using the NOMA

principle. For this, it employs a TS-based receiver architecture, as shown in Fig. 3.2.

Herein, the transmission block duration is divided into two phases of durations αT

and (1− α)T , with α ∈ (0, 1) being the TS parameter. The first phase of duration

αT corresponds to an EH phase, wherein the ST node S harvests the energy using

the received RF signal from node P , and utilizes this energy further to broadcast the

amalgamated signal in the second phase of duration, i.e., information transmission

(IT) phase. The duration (1 − α)T is further subdivided into two IT phases to

establish the overall communication. It is assumed that all the nodes are equipped

with single antenna and operate in half-duplex mode. All the channels are assumed

to follow block fading, which means they remain unchanged for a particular block

and may change for the subsequent block transmissions independently. Further, all

the links are subject to independent Nakagami-m fading and the channel gain from
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node i to node j is represented by hij, where i ∈ {p, s} and j ∈ {q, s, r} with i ̸= j.

All the receiving nodes are assumed to be inflicted by the AWGN, i.e., modelled as

CN (0, No).

Information Transmission Phase 2Energy Harvesting Information Transmission Phase 1
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primary 
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Decoding of
secondary 
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Figure 3.1: System model.

3.1.2 EH Phase

During αT duration, node S harvests energy4 from the transmitted RF signal

through node P , which can be given by

Es = ΘPp|hps|2αT, (3.1)

where Pp is the transmit power at node P and Θ (0 < Θ ≤ 1) is the energy

conversion efficiency that relies on the rectification process and the associated EH

circuitry [16]. Consequently, the transmit power at node S over the time (1−α)T/2

can be obtained as

Ps =
Es

(1− α)T/2
=

2αΘPp|hps|2

1− α
= βPp|hps|2, (3.2)

where β = 2αΘ
1−α . Hereby, the overall communication takes place in two IT phases, as

discussed in the following subsection.

4Herein, we consider a linear EH model for analytical tractability, as followed in many previous
works [18]-[22]. A non-linear EH model [68] would however be more practical and may be tackled in
the future work. Nevertheless, our present results can be treated as a benchmark for the futuristic
design.
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Figure 3.2: Transmission Block Structure for EH and IT phase.

3.1.3 IT Phase

During the first IT phase, node P transmits a primary signal xp towards node Q,

complying with E[|xp|2] = 1, which is also received by the secondary nodes S and

R. Thus, the received signal at node i, with i ∈ {q, s, r}, can be expressed as

ypi =
√
Pphpixp + npi, (3.3)

where npi is the AWGN term. Accordingly, the resulting SNR at node i through the

DL can be written as

γDL

pi = ηp|hpi|2, (3.4)

with ηp =
Pp
No

represents the transmit SNR at node P .

In what follows, we discuss the AF and DF based relaying strategies and thereby

obtain the associated SINR expressions.

AF Relaying

During the second IT phase, node S amplifies the received primary signal yps and

superimposes with its own information signal xs to generate a combined signal xAF
s by

exploiting the NOMA principle. This superimposed signal xAF
s is further broadcasted

towards nodes Q and R. For this, the harvested power Ps is divided such that ζPs

power is utilized to forward the signal yps and remaining power (1 − ζ)Ps is used

in transmitting the signal xs, where ζ ∈ (0,1) signifies the NOMA-based power

allocation parameter. Due to the higher priority of the primary network, more

power is allocated to node Q, resulting in ζ ∈ (0.5,1). As such, the transmitted

signal by the node S is given by

xAF

s =
√
ζPsGyps +

√
(1− ζ)Psxs, (3.5)
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where the variable gain relaying amplification factor G at the AF-based relay can

be expressed [69] as G =
√

1
Pp|hps|2+No , which can be further approximated as G ≈√

1
Pp|hps|2 for analytical simplicity [65], [70]. Such approximation yields very accurate

results over the entire region of operating SNR. Hereafter, the received signal at node

j, where j ∈ {q, r}, can be expressed as

yAF

sj = hsjx
AF

s + nsj, (3.6)

with nsj as the AWGN term. Consequently, the end-to-end SINR at node Q via the

relay link can be obtained as

γAF

psq =
ζγpsβ|hsq|2

(1− ζ)γpsβ|hsq|2 + ζβ|hsq|2 + 1
, (3.7)

where γps = ηp|hps|2 which is same as γDL
ps in (3.4) and used invariably in the

subsequent analysis. With the MRC method, node Q can thus combine the two

copies of the primary signal, one from the first IT phase (through DLT) and other

from the second IT phase (through relay cooperation).

On the other hand, after receiving the superposed NOMA signal at node R, the

SR decodes its own signal xs and discards the primary signal component xp through

SIC operation, while considering the primary component as an interference to the

secondary node. For this, SR first decodes the primary signal xp while treating the

secondary signal xs as noise. Accordingly, the SINR at node R can be given by

γAF

psr→xp =
ζγpsβ|hsr|2

(1− ζ)γpsβ|hsr|2 + ζβ|hsr|2 + 1
. (3.8)

Note that in the first phase of IT, the primary signal xp has also been received

at node R from node P directly. So, the MRC method is employed at node R to

combine the received primary signal components in the first and second phases of

IT. Thereafter, SR decodes its own signal xs by eliminating xp from yAF
sr . However, in

practice, there may be some decoding errors owing to the imperfection in executing

the SIC operation. Accordingly, a residual interference is assumed to exist, leading

to an ipSIC term. Thus, after the ipSIC, the end-to-end SINR at node R can be
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provided as

γAF

psr =
(1− ζ)γpsβ|hsr|2

ζβ|hsr|2 + ςζβγps|hR|2 + 1
, (3.9)

where ς = 0 and ς = 1 imply the respective cases of pSIC and ipSIC, hR is the

residual IS channel coefficient at node R and is subject to Nakagami-m fading [71]

with its corresponding fading severity parameter mR and average channel power gain

ΩR.

DF Relaying

In this relaying strategy, during the second IT phase, node S facilitates the DF-

based relaying and makes an effort to decode the primary signal xp. On successful

decoding of the primary signal xp at node S, it combines xp with its own signal xs to

generate a superimposed signal xDF
s as per the NOMA principle. Hence, the signal

transmitted by node S is given by

xDF

s =
√
ζPsxp +

√
(1− ζ)Psxs. (3.10)

Hereafter, the received signal at node j, where j ∈ {q, r}, can be expressed as

ysj = hsjx
DF

s + nsj. (3.11)

Consequently, the resultant SINR expression at node Q, based on (3.10) and (3.11),

can be represented as

γDF

sq =
ζβγps|hsq|2

(1− ζ)γpsβ|hsq|2 + 1
. (3.12)

Further, based on (3.10) and (3.11), the equivalent SINR at node R to decode the

primary signal xp can be obtained as

γDF

sr→xp =
ζβγps|hsr|2

(1− ζ)βγps|hsr|2 + 1
. (3.13)

Whereas, the resultant SINR at R to decode its own signal xs can be provided as

γDF

sr =
(1− ζ)βγps|hsr|2

ςβζγps|hR|2 + 1
. (3.14)
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Figure 3.3: Flow chart for the proposed IR protocol.

On the other hand, if node S fails to decode the primary signal xp in the first IT

phase, it will proceed with non-cooperation mode and transmit its own signal only

to node R during the second IT phase, whereas, the PR node Q follows only the

transmission through DL in the first IT phase.

3.1.4 Proposed IR Protocol

In this protocol, the relaying cooperation is adeptly executed by the ST node S

based on the successful or unsuccessful decoding of the primary signal xp at node

Q in the first IT phase. Importantly, the relaying cooperation is invoked depending

on the success/failure of the DL (P → Q) transmission. Consequently, the mutual

information of the DLT can be written as

Ipq = log2
(
1 + γDL

pq

)
. (3.15)

If node Q can successfully decode the information signal from node P , i.e., Ipq ≥ Rp,

where Rp is a target threshold rate, it acknowledges the cooperative node S by

sending an error-free one-bit feedback5 that the relaying cooperation is not required.

5The feedback/acknowledge time is considered to be small in contrast to the information pro-
cessing time [72], [73]. It is worth noting that such feedback is transmitted over a separate low-
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Accordingly, all the harvested power at node S can be utilized for its own information

transmission towards the node R. Therefore, the secondary network’s performance

can be improved.

For the non-cooperation case (i.e., no relaying required), the signal transmitted

by node S can be given as

xnoc

s =
√
Psxs. (3.16)

Thus, the signal received at node R from S can be expressed as

ynoc

sr = hsrx
noc

s + nsr. (3.17)

Hereby, using (3.16) and (3.17), the resultant SNR expression at node R is given as

γnoc

sr = βγps|hsr|2. (3.18)

On the contrary, if node Q is unable to decode the information signal from node

P in the first IT phase, i.e., if Ipq < Rp, it sends a negative feedback to S. Thus,

the relaying cooperation from ST is evoked and further IT operation follows either

the AF or the DF relaying protocol. However, in the case of DF relaying, if the

primary signal xp could not be decoded at node S after the first IT phase, node S

can utilize all its harvested power in transmitting its own information. Hence, the

equivalent SNR expression at node R can be given by (3.18).

For the subsequent analysis, we refer the CSS schemes based on IR protocol

using AF and DF relaying as CSS-IAF and CSS-IDF, respectively. The proposed

IR protocol is depicted as a flowchart in Fig. 3.3.

3.2 Outage Performance of Primary Network

In this section, the expressions for the OP of the primary network are derived under

two transmission schemes i.e., DLT and CSS (with IAF and IDF relaying strategies).

To proceed with the analysis, we first present the statistics of the underlying

fading channels. As the pertinent links are subject to Nakagami-m fading, the PDF

bandwidth error-free channel, resulting in minimal delay.
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and CDF of |hij|2, for i ∈ {p, s} and j ∈ {q, s, r} with i ̸= j, can be, respectively,

given by

f|hij |2(x) =

(
mij

Ωij

)mij xmij−1

Γ(mij)
e
−

mij
Ωij

x
(3.19)

and

F|hij |2(x) =
1

Γ(mij)
Υ

(
mij,

mij

Ωij

x

)
, (3.20)

where Ωij is the average power and mij is the fading severity parameter. Hereafter,

we consider Nakagami-m channels with integer-valued fading parameters for ana-

lytical simplicity. Note that an integer-valued Nakagami-m fading model is widely

adopted in literature since, in practice, the measurement accuracy of the underlying

channel is typically of integer order [74]. However, the performance analysis can

also be taken up for the non-integer case as followed in [75].

3.2.1 DLT Scheme

We consider a DLT scheme which provides communication solely through the DL,

i.e., without cooperation of the relay link. Basically, this scheme is examined as a

benchmark to compare its performance with the proposed CSS scheme. As such, for

a pre-defined target rate Rp, the OP of the primary network using the DLT scheme

can be expressed as

PDL

out(Rp) = Pr
[
log2

(
1 + γDL

pq

)
< Rp

]
, (3.21)

which can be re-expressed as

PDL

out(Rp) = Pr
[
γDL

pq < γ′p
]
= FγDL

pq
(γ′p), (3.22)

where γ′p = 2Rp−1. Now, (3.22) requires the evaluation of the CDF FγDL
pq
(γ′p), which

can be obtained using (3.20) as

FγDL
pq

(γ′p) =
1

Γ(mpq)
Υ

(
mpq,

mpq

Ωpqηp
γ′p

)
. (3.23)
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3.2.2 CSS Scheme

Herein, we appraise the outage performance of the primary network for the consid-

ered EH-OCNOMA with the CSS-IAF and CSS-IDF schemes as described in Section

3.1.

CSS with IAF Relaying (CSS-IAF)

For a given target rate Rp, the OP of the primary network for CSS-IAF scheme can

be formulated as

P AF

out (Rp) = Pr
[
γDL

pq < γ′p, γ
DL

pq + γAF

psq < γp
]
, (3.24)

where γp = 2
2Rp
1−α − 1. Further, P AF

out (Rp) in (3.24) can be expressed as

P AF

out (Rp) = Pr
[
γDL

pq < min(γp − γAF

psq , γ
′
p)
]

= Pr
[
γDL

pq < γ′p, γ
′
p < γp − γAF

psq

]︸ ︷︷ ︸
I1

+Pr
[
γDL

pq < γp − γAF

psq , γ
′
p ≥ γp − γAF

psq

]︸ ︷︷ ︸
I2

.

(3.25)

To derive the OP expression in (3.25), we have to evaluate the two probability terms

I1 and I2. Hereby, we first evaluate the probability term I1 as

I1 = Pr
[
γDL

pq < γ′p, γ
AF

psq < γp − γ′p
]

= FγDL
pq
(γ′p) FγAF

psq
(γp − γ′p), (3.26)

where the multiplication of individual CDF terms results from the statistical inde-

pendence between the two events. Now, (3.26) requires the evaluation of FγAF
psq

(γp−

γ′p), which can be derived as follows in Theorem 1.

Theorem 1. The CDF FγAF
psq

(x) under Nakagami-m fading can be given by

FγAF
psq

(x) =

 1, if x ≥ ζ
1−ζ ,

ϕ1(x), if x < ζ
1−ζ ,

(3.27)
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where ϕ1(x) is given as

ϕ1(x)=1−
mps−1∑
k=0

k∑
j=0

2

k!

(
T0x

θx

)k
e−(

T0xζβ
θx

)
(
msq

Ωsq

)msq 1

Γ(msq)

(
k

j

)
(ζβ)j

×
(
T0xΩsq

θxmsq

)msq+j−k
2

Kmsq+j−k

(
2

√
T0xmsq

θxΩsq

)
, (3.28)

with T0 =
mps

Ωpsηpβ
and θx = ζ − (1− ζ)x.

Proof. See Appendix C. ■

It is noteworthy that the condition x < ζ
1−ζ in (3.27) makes the CSS effective

through the IAF relaying scheme, otherwise the value of the CDF FγAF
psq

(x) becomes

unity. This phenomenon is referred to as relay cooperation ceiling (RCC), and

hereby, the primary communication solely follows the DLT scheme. By substituting

(3.23) and (3.27) (with x = γp − γ′p) into (3.26), one can obtain I1.

Next, we evaluate the probability term I2 as

I2 = Pr
[
γAF

psq < γp − γDL

pq , γ
AF

psq ≥ γp − γ′p)
]

=

∫ γp−y

γp−γ′p

∫ γp

0

fγAF
psq

(x)fγDL
pq
(y)dxdy

=

∫ γp

0

FγAF
psq

(γp − y)fγDL
pq
(y)dy −

∫ γp

0

FγAF
psq

(γp − γ′p)fγDL
pq
(y)dy. (3.29)

Using the CDF FγAF
psq

(x) into (3.29), it is intricate to get a closed-form solution for

I2. Hence, by applying an M -step staircase approximation approach [76] for the

involved triangular integral region in (3.29), I2 can be expressed as

I2 ≈
M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}
FγAF

psq

(
M − i
M

γp

)
− FγAF

psq
(γp − γ′p)FγDL

pq
(γp). (3.30)

Finally, after inserting the expressions of I1 and I2 into (3.25), the analytical ex-

pression of P AF
out (Rp) can be obtained. As such, relying on the conditions on the

threshold γp using (3.27), P AF
out (Rp) can be expressed for the following cases:

� When γp <
ζ

1−ζ ,
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P AF

out (Rp) ≜ P1(Rp) = FγDL
pq
(γ′p) FγAF

psq
(γp − γ′p)

+
M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}
FγAF

psq

(
M − i
M

γp

)
− FγAF

psq
(γp − γ′p)FγDL

pq
(γp). (3.31)

� When ζ
1−ζ ≤ γp <

ζ
1−ζ + γ′p,

P AF

out (Rp) ≜ P2(Rp) = FγDL
pq
(γ′p) FγAF

psq
(γp − γ′p)

+
M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}
− FγAF

psq
(γp − γ′p)FγDL

pq
(γp).

(3.32)

� When γp ≥ ζ
1−ζ + γ′p,

P AF

out (Rp) ≜ P3(Rp) = FγDL
pq
(γ′p) − FγDL

pq
(γp)

+
M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}
. (3.33)

Hereby, depending on the above cases, the OP of the primary network for CSS-IAF
scheme can be expressed as

P AF

out (Rp) =


P1(Rp), if γp <

ζ
1−ζ ,

P2(Rp), if ζ
1−ζ ≤ γp <

ζ
1−ζ + γ′p,

P3(Rp), if γp ≥ ζ
1−ζ + γ′p.

(3.34)

Remarks : The M-step staircase approximation method is a numerical technique

used to approximate a function by dividing the domain into a series of equal-length

subintervals and constructing a triangular region over each subinterval. The height

of each triangle is set to the average value of the function over the subinterval, and

the area of the triangle is calculated as the product of the height and the width

of the subinterval. By summing the areas of all the triangles, an approximation to

the integral of the function over the entire domain can be obtained. This method

is useful for approximating piecewise linear functions but may not be accurate for

functions with significant curvature or nonlinearity. A suitable value for M can

be chosen to ensure that the convergence error is minimized. Thus, for all of the

analytical curves shown in Section 3.5, we assume M = 50.
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CSS with IDF Relaying (CSS-IDF)

Considering a target rate Rp, the OP of the primary network for CSS-IDF scheme

can be expressed as

PDF

out (Rp) = Pr
[
γDL

pq < γ′p, γ
DL

ps < γp
]
+ Pr

[
γDL

pq < γ′p, γ
DL

ps ≥ γp, γ
DL

pq + γDF

sq < γp
]
,

(3.35)

which can be further written as

PDF

out (Rp) = FγDL
pq
(γ′p)FγDL

ps
(γp)︸ ︷︷ ︸

I3

+ F̄γDL
ps
(γp) Pr

[
γDL

pq < γ′p, γ
DL

pq + γDF

sq < γp
]︸ ︷︷ ︸

I4

, (3.36)

where F̄γDL
ps
(·) = 1 − FγDL

ps
(·) represents the complementary CDF. Hereby, to solve

(3.36), it requires the assessment of the probability terms I3 and I4. To evaluate

I3, it further requires the CDFs FγDL
pq
(γ′p) and FγDL

ps
(γp), which can be deduced while

accompanied by the steps as in Sec. 3.2.1. However, I4 can be computed in a similar

fashion to (3.25), and is obtained as

I4 ≈ Pr
[
γDL

pq < min(γp − γDF

sq , γ
′
p)
]
F̄γDL

ps
(γp)

=

[
FγDL

pq
(γ′p)FγDF

sq
(γp − γ′p) +

M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}

× FγDF
sq

(
M − i
M

γp

)]
F̄γDL

ps
(γp). (3.37)

To simplify (3.37), we need to find the CDF FγDF
sq
(γp− γ′p), which can be derived as

in the following lemma.

Lemma 1. The CDF FγDF
sq

(x) under Nakagami-m fading can be deduced as

FγDF
sq

(x) =

 1, if x ≥ ζ
1−ζ ,

ϕ2(x), if x < ζ
1−ζ ,

(3.38)

where ϕ2(x) is given as

ϕ2(x)=1−
mps−1∑
k=0

2

k!

(
T0x

θx

)k(
msq

Ωsq

)msq 1

Γ(msq)

(
T0xΩsq

θxmsq

)msq−k
2

Kmsq−k

(
2

√
T0xmsq

θxΩsq

)
.

(3.39)
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Proof. Following the analogous steps as used in deriving (3.27) in Appendix C with

(3.12), one can assess the result in (3.38). ■

By substituting the CDFs FγDF
sq
(x), FγDL

pq
(x), and F̄γDL

ps
(x) into (3.37), I4 can be

obtained. Finally, after using the expressions for I3 and I4 into (3.36), and applying

the conditions on threshold γp with the help of (3.38), PDF
out (Rp) can be expressed

for the following cases:

� When γp <
ζ

1−ζ ,

PDF

out (Rp) ≜ P4(Rp)

=

[
FγDL

pq
(γ′p)FγDF

sq
(γp − γ′p) +

M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}

× FγDF
sq

(
M − i
M

γp

)]
F̄γDL

ps
(γp) + FγDL

pq
(γ′p)FγDL

ps
(γp). (3.40)

� When ζ
1−ζ ≤ γp <

ζ
1−ζ + γ′p,

PDF

out (Rp) ≜ P5(Rp)

=

[
FγDL

pq
(γ′p)FγDF

sq
(γp − γ′p) +

M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}]
× F̄γDL

ps
(γp) + FγDL

pq
(γ′p)FγDL

ps
(γp). (3.41)

� When γp ≥ ζ
1−ζ + γ′p,

PDF

out (Rp) ≜ P6(Rp)

=

[
FγDL

pq
(γ′p) +

M−1∑
i=0

{
FγDL

pq

(
i+ 1

M
γp

)
− FγDL

pq

(
i

M
γp

)}]
F̄γDL

ps
(γp)

+ FγDL
pq
(γ′p)FγDL

ps
(γp). (3.42)

Thus, depending on the above cases, the OP of the primary network for the CSS-IDF
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scheme can be expressed as

PDF

out (Rp) =


P4(Rp), if γp <

ζ
1−ζ ,

P5(Rp), if ζ
1−ζ ≤ γp <

ζ
1−ζ + γ′p,

P6(Rp), if γp ≥ ζ
1−ζ + γ′p.

(3.43)

Remark 1 : Referring to (3.34) and (3.43), it can be observed that the proposed

CSS-IAF and CSS-IDF schemes are effective, when γp <
ζ

1−ζ+γ
′
p. Once γp ≥ ζ

1−ζ+γ
′
p,

the RCC effect occurs, and hereby, the performance of the primary network solely

depends on the DLT scheme. On the contrary, for the FR-based AF and DF relaying

schemes, this RCC effect occurs once γp ≥ ζ
1−ζ . Hence, the proposed IR-based

schemes can support relatively higher data rate than the FR-based schemes till the

occurrence of RCC effect. This implication is illustrated later in the Results and

Discussion section.

3.2.3 NOMA-Based Power Allocation Parameter

In order to accomplish the QoS criterion for the primary network, the NOMA power

allocation strategy at relay node S must be developed. Herein, we choose the effec-

tive value of the NOMA-based power allocation parameter ζ such that the OP of

primary network for CSS scheme lies below or equal to that for DLT scheme. From

(3.34) and (3.43), referring the condition γp <
ζ

1−ζ + γ′p, the permissible range of ζ

under the CSS-IAF and CSS-IDF schemes for a given threshold γp can be calculated

as

γp − γ′p
1 + γp − γ′p

< ζ < 1. (3.44)

Consequently, the effective value of ζ can be evaluated for a given target rate Rp

under the CSS-IAF and CSS-IDF schemes based on the respective conditions

P AF

out (Rp) ≤ PDL

out(Rp) (3.45)

and

PDF

out (Rp) ≤ PDL

out(Rp). (3.46)
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Note that a lower value of ζ can allocate more power to the secondary communica-

tion, resulting in better CSS possibilities. Since the PR is a high-priority NOMA

recipient, a higher value of ζ is assigned to the PR.

3.3 Outage Performance of Secondary Network

This section provides the OP expression for the secondary network under both the

CSS-IAF and CSS-IDF schemes while considering the two cases of SIC i.e., ipSIC

and pSIC.

3.3.1 CSS-IAF Scheme

Considering a target rate Rs, the OP of the secondary network for the CSS-IAF

scheme can be expressed as

P AF

out (Rs) = Pr
[
γDL

pq ≥ γ′p, γ
noc

sr < γs
]

+ Pr
[
γDL

pq < γ′p, γ
AF

psr < γs
]
, (3.47)

where γs = 2
2Rs
1−α − 1. Further, P AF

out (Rs) in (3.47) can be expressed as

P AF

out (Rs) = F̄γDL
pq

(γ′p)Fγnocsr
(γs) + FγDL

pq
(γ′p)FγAF

psr
(γs). (3.48)

As discussed, we evaluate the FγAF
psr

(γs) for the ipSIC and pSIC cases as given in the

subsequent subsections.ipSIC

Hereby, FγAF
psr

(γs) in (3.48) can be obtained for the case of ipSIC as given in the

following theorem.

Theorem 2. The CDF FγAF
psr

(γs) for the case of ipSIC in CSS-IAF scheme for

EH-OCNOMA system under Nakagami-m fading can be given by

FγAF
psr

(γs) = Ψ1(γs)−Ψ2(γs), (3.49)

where Ψ1(γs) and Ψ2(γs) are given as

Ψ1(γs) =
msr−1∑
k=0

(T2ζ)
k

k!

1

Γ(mR)

(
mR

ΩR

)mR

(k +mR − 1)!

(
T2ζ +

mR

ΩR

)−(k+mR)

, (3.50)
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Ψ2(γs) =

mps−1∑
k=0

k∑
j=0

j+msr−1∑
m=0

j+mR+msr−2−m∑
v=0

2(T0γs)
k

k!

1

Γ(msr)

(
msr

Ωsr

)msr 1

Γ(mR)

×
(
mR

ΩR

)mR
(
k

j

)
(ζβ)j

(
j +msr − 1

m

)
(ζγs)

j+msr−1−me

(
T2T1
ζβγs

−T0γsζβ
T1

+T3

)

×
(
j +msr +mR − 2−m

v

)(
T1

ζ2βγs

)j+mR+msr−1−m(
T0γsT1Ωsr

msr

)m+1−k
2

× (−1)j+mR+msr−2−m−v
(

1

T1

)j+msr ∫ ∞

1

θ
m+2v+1−k

2 e
−

(
T2T1θ

ζ2βγs
+T3θ

)

×Km−k+1

(
2

√
msrT0γsθ

ΩsrT1

)
dθ, (3.51)

with T1 = (1− ζ) , T2 = msrγs
ΩsrT1

, and T3 =
mRT1

ΩRζ2βγs
.

Proof. See Appendix D. ■

Although the expression in (3.51) is presented in a one-integral form, it can

be efficiently computed using symbolic software like Mathematica or Maple and

consumes much less time than the computer simulation approach.

pSIC

For the pSIC case, the FγAF
psr

(γs) can be evaluated as in the following lemma.

Lemma 2. The CDF FγAF
psr

(γs) for the case of pSIC under Nakagami-m fading can

be given by

FγAF
psr

(γs) = 1− 2

mps−1∑
k=0

k∑
j=0

(
T0γs
T1

)k
1

k!
e

−T0γsζβ
T1

(
k

j

)(
ζβ
)j 1

Γ(msr)

(
msr

Ωsr

)msr

×
(
T0γsΩsr

T1msr

) j−k+msr
2

Kj−k+msr

(
2

√
T0γsmsr

T1Ωsr

)
. (3.52)

Proof. By adopting the similar steps as followed for (3.49) in Appendix D, one can

get the result in (3.52). ■

Next, Fγnocsr
(γs) can be obtained using (3.18) with the help of following lemma as

follows:
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Lemma 3. The CDF Fγnocsr
(γs) for the no cooperation case under Nakagami-m fading

can be given by

Fγnocsr
(γs) = 1− 2

mps−1∑
k=0

2(T0γs)
k

k!

1

Γ(msr)

(
msr

Ωsr

)msr

×
(
T0γsΩsr

msr

)msr−k
2

Kmsr−k

(
2

√
T0γsmsr

Ωsr

)
. (3.53)

Proof. See Appendix E. ■

Hereby, the desired OP for the cases of ipSIC and pSIC can be evaluated by

substituting the involved CDF expressions in (3.48).

3.3.2 CSS-IDF Scheme

Considering a target rate Rs, the OP of the secondary network for the CSS-IDF

scheme can be expressed as

PDF

out (Rs) = Pr
[
γDL

pq ≥ γ′p, γ
noc

sr < γs
]
+ Pr

[
γDL

pq < γ′p, γ
DL

ps < γp, γ
noc

sr < γs
]

+ Pr
[
γDL

pq < γ′p, γ
DL

ps ≥ γp, γ
DF

sr < γs
]
, (3.54)

which can be further expressed as

PDF

out (Rs) = F̄γDL
pq

(γ′p)Fγnocsr
(γs) + FγDL

pq
(γ′p) Pr

[
γDL

ps < γp, γ
noc

sr < γs
]︸ ︷︷ ︸

P1

+ FγDL
pq
(γ′p) Pr

[
γDL

ps ≥ γp, γ
DF

sr < γs
]︸ ︷︷ ︸

P2

. (3.55)

As such, (3.55) requires the evaluation of the two probability terms P1 and P2.

Hereby, we first evaluate the probability term P1 as

P1 = Pr
[
γDL

ps < γp, γ
noc

sr < γs
]
, (3.56)
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which can be re-expressed using (3.18) as

P1 = Pr
[
γDL

ps < γp, βγps|hsr|2 < γs
]

= Pr

[
γDL

ps < min

(
γp,

γs
β|hsr|2

)]
= Pr

[
γDL

ps < γp, γp <
γs

β|hsr|2

]
︸ ︷︷ ︸

P11

+Pr

[
γDL

ps <
γs

β|hsr|2
, γp ≥

γs
β|hsr|2

]
︸ ︷︷ ︸

P12

, (3.57)

where P11 can be given as

P11 = FγDL
ps
(γp)F|hsr|2

(
γs
βγp

)
. (3.58)

To evaluate P11, we require the CDFs FγDL
ps
(γp) and F|hsr|2(

γs
βγp

), which can be ob-

tained readily using (3.20). Now, the next probability term P12 in (3.57) can be

computed through the following lemma.

Lemma 4. The probability term P12 in (3.57) can be expressed under Nakagami-m

fading as

P12 =
msr−1∑
k=0

1

k!

((
T2T1
βγp

)k
e

(
−T2T1

βγp

)
− 2

(
T1T2
ηp

)k(
mps

Ωps

)mps

× 1

Γ(mps)

(
T1T2Ωps

ηpmps

)mps−k
2

Kmps−k

(
2

√
T1T2mps

ηpΩps

))
. (3.59)

Proof. See Appendix F ■

Next, we evaluate the other probability term P2 in (3.55) for the ipSIC and pSIC

cases in the sequel.

ipSIC

For this case, we proceed with the analysis using the following lemma.

Lemma 5. The probability term P2 in (3.55) for the ipSIC case under Nakagami-m

fading can be given as

P2 = F̄γDL
ps
(γp)P21 − P22, (3.60)
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where P21 and P22 are given by

P21 =
msr−1∑
k=0

(T2ζ)
k

k!

1

Γ(mR)

(
mR

ΩR

)mR

(k +mR − 1)!

(
T2ζ +

mR

ΩR

)−(k+mR)

,

P22 =

mps−1∑
k=0

msr−1∑
j=0

2(T0γs)
k

k!

1

Γ(msr)

(
msr

ΩsrT1

)msr(msr − 1

j

)
(ζγs)

j

× 1

Γ(mR)

(
mR

ΩR

)mR
(
T0γsT1Ωsr

msr

)msr−j−k
2

Kmsr−j−k

(
2

√
msrT0γs
ΩsrT1

)
× (mR + j − 1)!

(
T2ζ +

mR

ΩR

)−(mR+j)

. (3.61)

Proof. By adopting the similar procedure used for the derivation of (3.59) in Ap-

pendix F, one can get the result in (3.60). ■

pSIC

For the pSIC case, the analysis can be conducted further with the aid of following

lemma.

Lemma 6. For the pSIC case, the probability term P2 in (3.55) can be computed

under Nakagami-m fading as

P2 = P23 − FγDL
ps
(γp), (3.62)

where P23 is given by

P23 = 1− 2

mps−1∑
k=0

(
T0γs
T1

)k
1

Γ(msr)

(
msr

Ωsr

)msr 1

k!

(
T0γsΩsr

T1msr

)msr−k
2

×Kmsr−k

(
2

√
T0γsmsr

T1Ωsr

)
. (3.63)

Proof. By following the same line of derivation used to obtain (3.59) in Appendix

F, one can get the result in (3.62). ■

Thus, the required OP for the cases of ipSIC and pSIC can be evaluated by in-

serting the associated CDF and above-mentioned probability expressions in (3.55).

Remark 2 : Under the proposed CSS schemes, ST can apply NOMA only when the

target rate of the primary network is not satisfied. Otherwise, secondary communica-
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tion takes place separately in conjunction with primary communication. Therefore,

the performance of the secondary network is greatly influenced by the parameters of

the primary network. As such, the impact of ipSIC/pSIC may become insignificant

depending upon mpq and γp of primary communication network.

3.4 Overall EH-OCNOMA System Performance

This section investigates the throughput and energy efficiency measures for the con-

sidered EH-OCNOMA system based on the outcomes in previous sections.

3.4.1 System Throughput

The system throughput is a crucial performance metric for evaluating the spectrum

utilization of the considered EH-OCNOMA. It essentially signifies the mean spec-

tral efficiency for cooperative communication based wireless networks [77], [53]. In

this chapter, it is defined as the sum of individual target rates for both the pri-

mary and secondary communications that can be accomplished successfully over

the Nakagami-m fading channels. Relying on the results derived in sections 3.2 and

3.3, we obtain here the system throughput for the respective CSS-IAF and CSS-IDF

schemes as

SAF

T =
(1− α)

2

[
(1− P AF

out (Rp))Rp + (1− P AF

out (Rs))Rs

]
(3.64)

and

SDF

T =
(1− α)

2

[
(1− PDF

out (Rp))Rp + (1− PDF

out (Rs))Rs

]
. (3.65)

It can be observed that the maximum achievable system throughput is R(1 − α)

with setting Rp = Rs = R for both the proposed schemes, which could be attained

with pSIC conditions at a high SNR region, as the OP approaches zero.

3.4.2 Energy Efficiency

Based on the throughput expressions in (3.64) and (3.65), one can quantify the

energy efficiency of the considered EH-OCNOMA system under the CSS-IAF and

CSS-IDF schemes. As a result of such analysis, an EH-OCNOMA system with an
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extended network lifespan can be designed. Fundamentally, the system energy effi-

ciency refers to the ratio between the amount of data delivered and the amount of

energy consumed [77], [78]. The system throughput represents the total amount of

data delivered as given in (3.64) and (3.65) for the CSS-IAF and CSS-IDF schemes,

respectively. The energy consumed by the PT in the EH phase (of duration αT )

and in the first IT phase (of duration (1 − α)T/2) accounts for the overall energy

consumed in the TS-based EH approach for the considered system. It should be em-

phasized that the energy consumed in the second IT phase is the energy harvested

by node S in the EH phase, and thus, does not contribute to the overall energy con-

sumed in the system. Hence, the energy efficiency for the proposed EH-OCNOMA

system under the CSS-IAF and CSS-IDF schemes can be expressed as

ΞAF =
SAF
T

Pp

[
α + (1−α)

2

] (3.66)

and

ΞDF =
SDF
T

Pp

[
α + (1−α)

2

] , (3.67)

where SAF
T and SDF

T in bps/Hz are given in (3.64) and (3.65), respectively.

Remark 3 : We can observe that the harvested energy at the ST increases with

increase in TS parameter α, where α ∈ (0, 1) refers to the fraction of transmission

block time T for EH and rest (1− α) for IT. On the contrary, an increase in α also

brings a decrease in IT time. Thereby, with the initial increase in α, the system

throughput improves as a result of the more harvested energy at the ST. However,

with a further increase in α, the degradation in system throughput results due to

the decreased IT time.

3.5 Results and Discussion

This section carries out the numerical findings to validate our analytical expressions

derived in the previous sections and endorses the results further through Monte-

Carlo simulations, while examining the impact of critical measures on the system

performance. For the proposed EH-OCNOMA system, we plot the curves based on
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the mathematical analysis for the two CSS schemes build on the IR protocol using

AF and DF strategies, viz., CSS-IAF and CSS-IDF. Further, we plot the curves

for the FR-based AF and DF relaying schemes through simulations to compare

their performance with the proposed schemes. It is demonstrated from the various

figures that the proposed schemes improve the overall performance of considered EH-

OCNOMA in terms of the OP, system throughput, and energy efficiency. Moreover,

DF relaying outperforms the AF relaying for both IR and FR based schemes. Unless

otherwise stated, we set the following parameters: mpq = 1, mps = 2, msq = msr =

mR = 3 as fading severity parameters, Ωpq = Ωps = Ωsq = 1, Ωsr = 16 as the

average power6 of the multipath components, ΩR = 0.01 as the mean value of the IS

channel power gain, α = 0.18 as the TS parameter, Θ = 0.7 as the energy conversion

efficiency, ηp as the SNR, No = 1, and block duration T = 1 sec. We also setM = 50

in Sec. 3.2.2 to significantly reduce the approximation error [76].
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Figure 3.4: OP versus SNR plots for the primary network with different target rates
(Rp) (a) AF (b) DF.

In Fig. 3.4, we plot the OP versus SNR curves for the primary network under

the AF and DF relaying to show the impact of various values of target rates (Rp).

6In the path loss environment, the average power of fading channel coefficients are presented as
Ωij = d−ν

ij [79], where dij is the normalized distance between transmit node i and receive node j,
and ν be the path loss exponent which is function of carrier frequency, environment, obstructions,
etc. It typically ranges from 2 to 6 (at around 1 GHz) in the free-space loss to the dense urban
environmental conditions, correspondingly. As such, in the RF-based EH system, the RF energy
must be extracted at very low power density since the propagation energy drops off at the rate of
d−ν
ij .
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Figure 3.5: OP versus γp plots for the primary network.

Herein, we set Rp = 0.5, 1.0 bps/Hz. Based on the values of Rp and α, we de-

cide the appropriate value of ζ for the CSS-IAF and CSS-IDF schemes according to

Sec. 3.2.3. It can be observed that the proposed schemes outperform the FR-based

schemes over the entire SNR regime, and the performance of the DF relaying strategy

is slightly better than that of the AF relaying one. Further, the OP performance for

the baseline DLT scheme and the OMA scheme is also depicted for comparison pur-

poses. From the plot, one can observe that the proposed CSS schemes considerably

outperform the DLT scheme in the medium-to-high SNR regime. This is because of

the additional diversity gain obtained through the proposed CSS schemes. The CSS

schemes with NOMA surpass the OMA scheme for the high data rate requirements.

Since the OMA scheme requires three time slots to execute its operation [26], the

target SINR threshold (for a fixed value of target rate) relatively increases for the

OMA scheme which degrades its performance. However, for the low data rate re-

quirements, the OMA scheme can provide better performance compared to NOMA

in the low SNR region. Moreover, it is evident that as the target rate increases from

Rp = 0.5 to 1.0 bps/Hz, the outage performance of the primary network degrades.

Fig. 3.5 depicts the OP versus threshold γp for the primary network to show the

superiority of proposed IR-based schemes over the FR-based schemes. For this, we

set the SNR as ηp = 30 dB. We further select the value of ζ based on fulfilling the

QoS criteria as discussed in Sec. 3.2.3. From the figure, one can observe that the OP

degrades as the value of γp increases. When the threshold approaches γp =
ζ

1−ζ + γ′p
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Figure 3.6: OP versus SNR plots for the secondary network (a) AF (b) DF.

[refer to (3.34) and (3.43)] for both CSS-IAF and CSS-IDF schemes, the RCC effect

occurs, and hereby, the performance of the proposed schemes follow the DLT scheme.

On the contrary, for the FR-based schemes, this RCC effect takes place relatively

at the lower value of threshold i.e., γp = ζ
1−ζ . Hence, the proposed schemes can

support comparatively higher data rates till the occurrence of RCC effect.

Fig. 3.6 illustrates the OP performance of the secondary network under the AF

and DF relaying strategies using the derived analytical expressions in Section 3.3.

For this, we particularly plot the curves for both ipSIC and pSIC cases while setting

the values of target rates as Rp = Rs = 1.0 bps/Hz. Resorting to the values of target

rates and α, we find the respective values of ζ for the CSS-IAF and CSS-IDF schemes.

The performance gap between pSIC and ipSIC cases, which is more pronounced for

AF than DF relaying, diminishes with the increase of mpq = 1, 2, 3. This is because

better primary channel condition helps the primary network to meet its target rate

and thereby relaxes the requirement of NOMA-based cooperative relaying by the

secondary network. We can also see that, under the case of pSIC, the CSS schemes

with NOMA offer relatively better outage performance than the benchmark OMA

scheme.

Fig. 3.7 shows the impact of ipSIC on the OP performance of secondary network

by varying the values of ΩR. For this, we set Rp = Rs = 1.0 bps/Hz. As can be seen

from the figure, the OP performance improves with the decrease in the level of ipSIC
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Figure 3.7: Impact of ipSIC on the OP performance of secondary network (a) AF
(b) DF.
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Figure 3.8: Throughput versus SNR plots for the EH-OCNOMA system (a) AF (b)
DF.

(ΩR = −3,−10,−20 dB), especially when {mpq = 1,mps = 2,msr = 3}. We can

further see that when ΩR decreases, the secondary network performance gets more

improved under the CSS-IDF scheme as compared with the CSS-IAF scheme in the

high SNR regime. This is because the performance of secondary network improves

under CSS-IDF scheme when mps increases as it can help in decoding of primary

signal at the ST node (relay). The impact of ipSIC/pSIC gets insignificant as the
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Figure 3.9: Energy efficiency versus SNR plots for the EH-OCNOMA system (a)
AF (b) DF.
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value ofmpq increases. This is attributed to the fact that NOMA based relaying at

the ST node is employed only when the target rate of the primary network is not

satisfied. Otherwise, ST utilizes all the harvested power for its own communication

only.

Fig. 3.8 exhibits the system throughput versus SNR curves for two distinct values

of target rates (Rp = Rs = 0.5, 1.0 bps/Hz). One can observe from the figure that

the proposed IR-based schemes substantially improve the system throughput as

compared to the FR-based schemes, specially in low-to-medium SNR regime. In the

high SNR region, the system throughput saturates as the OP tends to zero. Thus,
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the maximum system throughput for both the FR- and IR-based schemes become

the sum of individual target rates of the primary and secondary networks.

Fig. 3.9 shows the impact of the SNR on the energy efficiency of the proposed

EH-OCNOMA system for two different values of target rates (Rp = Rs = 0.5, 1.0

bps/Hz) under the AF and DF relaying strategies. It can be observed from the

curves that the energy efficiency is maximal at a certain value of the SNR for a

particular target rate. By varying the target rate, the SNR value at which systems

achieves maximum energy efficiency also varies. It is also worth noting that the

system energy efficiency is lowest in the high SNR region, because the utilized power

is much higher than the system throughput at higher SNR values. Further, it can

be observed that the IR protocol is more energy efficient than the FR protocol.

Fig. 3.10 depicts the impacts of the TS parameter α and energy conversion

factor Θ on the system throughput for a certain value of target rates (Rp = Rs =

1.0 bps/Hz). From the curves, it can be visualized that when α increases, the

system throughput initially increases up to some extent, and afterwards, it starts

to decrease. Hereby, one can observe an effective value of α around 0.18. Such

performance characteristic conforms that the harvested energy at the ST increases

with an increase in α. However, an increase in α subsequently decreases the IT

time. Thereby, with the initial increase in α, the system throughput improves as a

result of more harvested energy at the ST. However, with a further increase in α,

the degradation in system throughput results due to the decreased IT time. The

effective value of α decreases for the CSS-IAF scheme as compared to the CSS-IDF

scheme. On the other hand, when Θ increases, the throughput performance of the

EH-OCNOMA system upgrades. It accords with the basic fact that the amount of

energy harvested in EH phase increases as the energy conversion factor Θ increases.

3.6 Summary

In this chapter, we investigated the performance of an EH-OCNOMA system over

the Nakagami-m fading channel, wherein an energy-constrained ST node has been

assumed to cooperate with the primary signal transmission while simultaneously

transmitting its own information using the NOMA principle. For this, we proposed

two CSS schemes based on IR protocol using the AF and DF relaying strategies,

viz., CSS-IAF and CSS-IDF, and compared their performance with the conventional
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FR-based AF and DF relaying schemes, DLT scheme, and OMA scheme. The pro-

posed schemes have significantly improved the performance of both primary and

secondary networks over the baseline schemes, as the proposed schemes efficiently

utilize the available spectrum resources to improve the system performance. Fur-

ther, to get more insight, we examined the system throughput and energy efficiency

for the considered EH-OCNOMA system. Above all, a comparison with FR-based

schemes reveals that the proposed schemes can support relatively higher data rates

till the occurrence of the RCC effect. Further, the CSS-IDF scheme illustrates

comparatively better performance than its CSS-IAF counterpart. Additionally, the

performance of secondary network is significantly improved for the CSS-IDF scheme.
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CHAPTER 4

IOT-BASED COORDINATED AND DIRECT RELAY

TRANSMISSION NETWORK WITH NOMA

In recent years, the IoT has been highlighted for its ability to connect things in

the physical world by exploring wireless communication technologies [80], leading

to WBANs [81], D2D communications [82], and vehicular networks [83]. It allows

entities to be controlled remotely across existing infrastructure, and it is an intelli-

gent technology that reduces human effort while facilitating the access to physical

devices. However, given the large scale of application of IoT devices, the resulting

spectrum scarcity needs to be addressed [84]. In the previous chapter, we integrated

overlay CR with NOMA to improve the SE. Another strategy that can maximize SE

of 5G wireless networks is utilizing NOMA based CDRT. The NOMA-based CDRT

enables the source node to communicate directly with the near-by user, while a

dedicated relay is used to communicate with the far-off user [85]. Authors in [29]

have studied the NOMA with CDRT and demonstrated that the proposed scheme

outperforms the NOMA without CDRT in terms of ESC. Based on [29], authors

in [18] proposed a dynamic transmission scheme for NOMA-based CDRT system.

In [87], authors investigated a device-to-device aided NOMA-based CDRT network

where the proposed network outperforms the conventional CDRT network in terms

of ESC and sum throughput. Very recently, by considering IoT-based CDRT with

NOMA assisted network, the system performance was examined for the OP and

ESC [88].

Besides SE improvement of IoT-based CNOMA-CDRT network, EE is another

key parameter that should be considered while designing a futuristic 5G wireless

network to enhance the lifespan. Recent studies indicate that the power require-

ment of IoT sensors and devices could be met by harvesting energy from RF signals.
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In fact, RF signals carry both energy and information. The IoT sensors or nodes

can recharge themselves by energy harvested from RF signals while simultaneously

decoding the information data and relaying or transmitting the source node’s in-

formation to its destination[90]. Among the potential EH techniques, SWIPT has

received much attention as the key enabling technique for future IoT networks[91]. A

SWIPT-based amplify-and-forward (AF) relaying NOMA network was investigated

over imperfect Weibull channels considering imperfect channel state information and

residual hardware impairments (HI) in [92]. Authors in [14] examined an overlay

CNOMA with TS-based receiver architecture considering HI at transceivers for OP

performance. A NOMA-assisted cooperative overlay spectrum-sharing network was

developed in [93] where a full-duplex ST is exploited for relaying the primary infor-

mation, and in exchange, STs can harvest energy and access the primary spectrum.

The research mentioned above mainly investigated the impact of deploying NOMA

in CR networks, while EH has received less attention in the context of cognitive IoT

implementations. The research work in [29], [89] emphasized the NOMA-based

CDRT network but have considered the ideal case of pSIC and analysed the system

performance over Rayleigh fading channels. However, it is unviable to implement

the pSIC in a practical scenario considering error propagation and complexity scal-

ing [24]. Above all, it is apparent from the literature survey that employing EH with

overlay CNOMA-CDRT network still stands unexplored. Inspired by these studies,

we propose a SWIPT enabled IoT based overlay CNOMA-CDRT system considering

both pSIC and ipSIC. The IoT-relay employs TS-based receiver architecture for EH

and operates in a DF relaying mode.

In summary, the key contributions of this chapter are emphasized as follows:

� We propose a novel SWIPT enabled IoT-based CNOMA-CDRT system in

which cellular primary network collaborates with a cognitive IoT network to

further improve far user performance by exploiting the NOMA principle. In

view of the practical implementation of the proposed work, we investigate the

impact of pSIC and ipSIC on the system performance.

� For the proposed system model, we investigate the outage performance of

both primary and secondary networks under the pSIC/ipSIC cases. For this,

we analytically derive the expressions of the OP for pSIC/ipSIC cases based

on their received SNRs and SINRs over Nakagami-m fading environment.
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� With the derived OP expressions, we evaluate the system throughput and EE

to gain further insights into the considered system.

� Additionally, we propose an iterative algorithm to minimize a user’s OP over

an optimal TS factor to further improve the performance of the proposed sys-

tem.

The rest of the chapter is arranged as follows. In Section 4.1, the description of

the proposed SWIPT enabled IoT-based CNOMA-CDRT network is given while de-

riving the end-to-end SNRs/SINRs. Section 4.2 investigates the system performance

in terms of OP, system throughput, and EE. Section 4.3 elucidates the results and

discussions, followed by some concluding remarks in Section 4.4.

4.1 System Descriptions

As shown in Fig. 4.1, we propose an EH assisted IoT-based CDRT system with

overlay CNOMA, where a primary network coexists with a secondary network. The

primary network consists of a PT node P , near user UE1 and far user UE2, whereas

an energy-constrained IoT-relay node S and IoT user (IoT -U) node R make up the

secondary network. Herewith, node P directly communicates with UE1, whereas, to

establish communication with UE2, it seeks cooperation from the energy-constrained

IoT-relay node S, which acts as a DF relay. The direct link from source node P to

UE2 or IoT -U is presumed to be unavailable due to the long distance and severe

path loss [88]. As IoT-relay node S is energy limited, it has to first harvest energy

from the radiated RF signal by the source node and then split the corresponding

power to relay the primary signal as well as to transmit its own information. Here,

the TS-based receiver architecture is implemented at node S for EH and IT. As

shown in Fig. 4.2, the time block duration T is divided in the ratio of αT : (1−α)T ,

with α ∈ (0, 1) being the TS parameter. The αT duration corresponds to EH phase

and remaining (1−α)T duration is used for the IT phase. Additionally, the duration

of (1−α)T is subdivided into two IT phases to facilitate overall communication. All

the nodes are equipped with a single antenna and operate in half-duplex mode. The

channel coefficients for the links P -UE1, P -UE2, P -S, S-UE1, S-UE2, and S-R are

denoted by hp,1, hp,2, hp,s, hs,1, hs,2, and hs,r, respectively. Considering Nakagami-m

fading environment, the PDF and CDF of |hi,j|2, for i ∈ {p, s} and j ∈ {1, 2, s, r}
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Figure 4.1: Proposed system model.

with i ̸= j, can be given respectively by

f|hi,j |2(x) =

(
mij

Ωij

)mij xmij−1

Γ(mij)
e
−

mij
Ωij

x
(4.1)

and

F|hi,j |2(x) =
1

Γ(mij)
Υ

(
mij,

mij

Ωij

x

)
, (4.2)

where Ωij is the average power and mij is the fading severity parameter. It is

assumed that each receiving node suffers from an AWGN, modelled as CN (0, No).

𝑃 𝑈𝐸1
𝑃 𝑈𝐸1
𝑆 𝑈𝐸2
S IoT-U
S   UE1

T

αT
(1-α)T/2 (1-α)T/2

Information Transmission (IT) -based on NOMA principle

EH Phase IT Phase 1 (t1)                          IT Phase 2 (t2)

(1-α)T

Energy harvesting 
at IoT-relay node 𝑆

𝑃 𝑈𝐸1
𝑃 𝑆

Figure 4.2: Transmission block structure for EH and IT phases.

4.1.1 EH Phase

During the αT duration, source node P transmits its energy signal to S which is

also received by UE1. Thus, total energy harvested during this time period at node

S can be given as

Eh = ηPp|hp,s|2αT, (4.3)
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where Pp is the source transmit power and η ∈ (0, 1) is the energy conversion effi-

ciency which depends on the rectification process and the EH circuitry [16]. Hence,

the transmit power of node S over the time (1− α)T/2 can be obtained as

Ps =
Eh

(1− α)T/2
= βPp|hp,s|2, (4.4)

where β = 2ηα
1−α .

4.1.2 IT Phase

The dedicated time for IT i.e., (1− α)T is subdivided into two equal sub-slots: IT

phase 1 (denoted as t1) and IT phase 2 (denoted as t2). During t1, source node P

transmits its NOMA signal Xp =
√
ψ1Ppx1 +

√
ψ2Ppx2 towards the nodes UE1 and

S. Note that x1 and x2 are the intended signals for UE1 and UE2, respectively, and

ψi is the PAF with
∑2

i=1 ψi = 1, ψ2 > ψ1. Thus, the received signals at nodes UE1

and S are represented by yp,1 and yp,s, respectively, which are given as

yp,j = hp,jXp + np,j, for j ∈ {1, s}, (4.5)

where np,j is the AWGN variable. Following the NOMA principle, UE1 performs

SIC to decode the symbol x1. Firstly, UE1 decodes the symbol x2 assuming x1

as noise and then, after performing SIC, symbol x1 is decoded at UE1. Thus, the

received SINRs at UE1 to decode x2 and x1, respectively, are expressed as

γt1x2→p,1 =
ψ2ηp|hp,1|2

ψ1ηp|hp,1|2 + 1
, (4.6)

γt1x1→p,1 =
ψ1ηp|hp,1|2

λψ2ηp|h1|2 + 1
, (4.7)

where ηp =
Pp
N0

is the transmit SNR at source node and λ (0 < λ < 1) is the residual

interference parameter pertaining to ipSIC, with λ = 0 corresponds to pSIC. Here,

h1 denotes residual IS channel coefficient at UE1 subjected to Nakagami-m fading

with m1 as fading severity parameter and average channel power gain as Ω1.

Moreover, the end-to-end SINR at node S for decoding x2 can be given as

γt1x2→p,s =
ψ2ηp|hp,s|2

ψ1ηp|hp,s|2 + 1
. (4.8)
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In the IT phase 2 (t2), following the successful decoding of x2, node S combines

x2 with its own signal xr to create a superimposed signal Xs =
√
ψ2Psx2+

√
ψrPsxr

in accordance with NOMA principle, where ψ2 and ψr are PAFs for UE2 and IoT -

U , respectively, with ψ2 + ψr = 1 and ψ2 > ψr. This superimposed signal Xs is

broadcasted towards the nodes UE1, UE2, and IoT -U . Thus, the received signals at

UE2 and IoT -U are represented by ys,2 and ys,r, respectively, and are given as

ys,j = hs,jXs + ns,j, for j ∈ {2, r}, (4.9)

where ns,j is the AWGN variable. Here, x2 can be directly decoded at UE2 because

of high power allocation, whereas SIC is employed to decode xr at IoT -U . It first

decodes x2 considering xr as noise and then decodes xr by discarding x2 using SIC.

Therefore, the received SINR at UE2 to decode x2 can be given as

γt2x2→s,2 =
ψ2βηp|hp,s|2|hs,2|2

ψrβηp|hp,s|2|hs,2|2 + 1
. (4.10)

While, the received SINRs at IoT -U to decode x2 and xr can be, respectively,

expressed as

γt2x2→s,r =
ψ2ηpβ|hp,s|2|hs,r|2

ψrβηp|hp,s|2|hs,r|2 + 1
, (4.11)

γt2xr→s,r =
ψrβηp|hp,s|2|hs,r|2

λψ2βηp|hp,s|2|hr|2 + 1
. (4.12)

Here, hr denotes residual IS channel coefficient at IoT -U which is subjected to

Nakagami-m fading withmr as fading severity parameter and average channel power

gain as Ωr.

In order to maximize spectral utilization over the wireless channel, source node P

transmits a new signal x̂1 to UE1 with transmit power
√
ψ3Pp, ψ3 ∈ (0, 1). However,

during t2, UE1 faces the interference from IoT-relay node S, which can be estimated

and partially eliminated by using the side information of x2 which was obtained

through SIC process during t1. Therefore, the signal received at UE1 during t2 is

given by

yt2p,1 =
√
ψ3Pphp,1x̂1 + hs,1Xs + np,1, (4.13)

and the corresponding SINR, after the partial interference cancellation, is deduced
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as

γt2x̂1→p,1 =
ψ3ηp|hp,1|2

ψrβηp|hp,s|2|hs,1|2 + 1
. (4.14)

Next, based on the derived SNRs/SINRs, we conduct performance analysis of the

proposed CNOMA-CDRT system.

4.2 Performance Analysis

In this section, we evaluate the performance of primary and secondary networks in

terms of their OP, system throughput, and EE by deriving analytical expressions

over Nakagami-m fading channels. To further improve the system performance, we

propose an iterative algorithm to minimize the user’s OP over an optimal TS factor.

Here, we consider R1, R2 and Rr as predefined target thresholds for UE1, UE2, and

IoT -U , respectively.

4.2.1 Outage Probability of the Primary Network

Outage Probability of UE1

During t1, UE1 is said to be in the outage when it is unable to decode either of the

symbols x1 or x2, and hence its OP can be expressed as

P t1
out,UE1 = 1− Pr

[
γt1x2→p,1 > γR2 , γ

t1
x1→p,1 > γR1

]
, (4.15)

where γR1 = 2
2R1
1+α − 1 and γR2 = 2

2R2
1−α − 1.

Further, we evaluate P t1
out,UE1 in (4.15) for the ipSIC and pSIC cases in subsequent

subsections.

ipSIC For the ipSIC case, P t1
out,UE1 can be computed through the following theo-

rem.

Theorem 3. The closed-form expression of P t1
out,UE1 for ipSIC over Nakagami-m

fading can be deduced as

P t1, ipSIC
out,UE1 = 1−Z0 −Z1, (4.16)
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where Z0 and Z1 are given by

Z0 =

mp1−1∑
k=0

1

k!

(
mp1U2
Ωp1

)k
e
−
(
mp1U2
Ωp1

)[
1−

m1−1∑
j=0

1

j!

(
m1U0
Ω1

)k
e
−
(
m1U0
Ω1

)]
, (4.17)

Z1 =

mp1−1∑
k=0

k∑
k1=0

m1+k1−1∑
k2=0

(Ū1)k1
k!Γ(m1)

(
m1

Ω1

)m1
(
mp1

Ωp1

)k(
k

k1

)
e
−
(
mp1U1
Ωp1

+BU0

)

× Γ(m1 + k1)Uk20
k2!(B)m1+k1−k2

, (4.18)

with U1 =
γR1

ψ1ηp
, Ū1 = U1λψ2ηP , U2 =

γR2

(ψ2−ψ1γR2
)ηp

, U0 = U2−U1

Ū1
, B = m1

Ω1
+ mp1Ū1

Ωp1
, and

the condition that γR2 <
ψ2

ψ1
.

Proof. See Appendix G. ■

pSIC Herein, by plugging the respective SINRs with λ = 0 for pSIC case in (4.15),

one can compute P t1
out,UE1 after some manipulations as

P t1, pSIC
out,UE1 = 1− Pr

[
|hp,1|2 > max {U1,U2}

]
= Pr

[
|hp,1|2 ≤ ∆1

]
= F|hp,1|2 (∆1) , (4.19)

where ∆1 ≜ max {U1,U2}. On substituting the corresponding CDF using (4.2) and

simplifying using [95, eq. 8.352.1], one can evaluate (4.19) as

P t1, pSIC
out,UE1 = 1−

mp1−1∑
k=0

1

k!

(
mp1U2
Ωp1

)k
e
−
(
mp1∆1
Ωp1

)
, (4.20)

under the condition that γR2 <
ψ2

ψ1
.

Moreover, during the t2 phase, the outage event of UE1 can be expressed as

P t2
out,UE1 = 1− Pr[γt1x2→p,1 > γR2 , γ

t2
x̂1→p,1 > γR1 ]. (4.21)

Further, we compute OP in (4.21) through the following lemma.

Lemma 7. The closed-form expression for P t2
out,UE1 computed over Nakagami-m fad-
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ing channel can be given as

P t2
out,UE1 = 1−Z2 −Z3, (4.22)

where Z2 and Z3 can be given as

Z2 =

mp1−1∑
k=0

1

k!

(
mp1U2
Ωp1

)k
e
−
(
mp1U2
Ωp1

)[
1−

ms1−1∑
k2=0

2

k2!

(
ms1Ū0
Ωs1

)k2 (ms1ΩpsŪ0
mpsΩs1

)mps−k2
2

× Kmps−k2

(
2

√
mpsms1Ū0
ΩpsΩs1

)]
, (4.23)

Z3 =
2

Γ(ms1)

(
ms1

Ωs1

)ms1 mps−1∑
k=0

1

k!

(
mpsŪ0
Ωps

)k (
mpsΩs1Ū0
ms1Ωps

)ms1−k
2

×Kms1−k1

(
2

√
ms1mpsŪ0
Ωs1Ωps

)
−
[mps−1∑

k=0

k∑
k1=0

mp1+k−1∑
k2=0

mps+mp1
−j−1∑
l=0

(
k

k1

)(mps+mp1
−j−1

l

)

×
(

mpsms1

ΩpsΩs1Û11

)k+l
(−Û1)k−k1(Û11)k(−1)l

Γ(mp1)Γ(ms1)k!j!

(
mp1

Ωp1

)j+l−k
e
−
(
Φ−

mp1Û1
Ωp1

)

× Γ(mp1 + k1)Γ
(
ms1 − k − l,Φ

)]
, (4.24)

with Ū0 = U2−Û1

Û11
, Û1 =

γR1

ψ3ηp
, Û11 = Û1ψrβηp, Φ = mpsms1Ωp1

ΩpsΩs1mpsÛ11
, and the constraint

that γR2 <
ψ2

ψ1
.

Proof. See Appendix H. ■

Outage Probability of UE2

For a pre-defined target data rate R2, the OP for UE2 can be formulated as

Pout,UE2 = Pr[γt1x2→p,s > γR2 , γ
t2
x2→s,2 < γR2 ] + Pr[γt1x2→p,s < γR2 ]. (4.25)

By invoking respective SINR expressions in (4.25), Pout,UE2 can be expressed as

Pout,UE2 =Pr

[
ψ2ηp|hp,s|2

ψ1ηp|hp,s|2+ 1
>γR2 ,

ψ2βηp|hp,s|2|hs,2|2

ψrβηp|hp,s|2|hs,2|2+ 1
>γR2

]
+ Pr

[
ψ2ηp|hp,s|2

ψ1ηp|hp,s|2 + 1
≤ γR2

]
, (4.26)
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Letting W ≜ |hp,s|2 and V ≜ |hs,2|2, we can evaluate (4.27) as

Pout,UE2 = Pr

[
W > U2, V <

U3
W

]
+ Pr[W ≤ U2]

=

∫ ∞

U2

FV

(
U3
w

)
fW (w)dw + FW (U2) , (4.27)

with U3 =
γR2

(ψ2−ψrγR2
)βηp

and the conditions that γR2 <
ψ2

ψr
and γR2 <

ψ2

ψ1
. On inserting

the respective CDFs and PDF in (4.27), Pout,UE2 can be further evaluated as

Pout,UE2 = 1−
ms2−1∑
k=0

1

Γ(mps)k!

(
mps

Ωps

)mps (ms2U3
Ωs2

)k
×
∫ ∞

U2

wms2−k−1e
−
(
ms2U3
Ωs2w

+
mpsw

Ωps

)
dw. (4.28)

As one can observe, it is quite difficult to solve further the integral in (4.28) in an

exact closed-form. Therefore, by expanding the term e
−
(
ms2U3
Ωs2w

)
as Maclaurin series

[96], (4.28) can be simplified as

Pout,UE2 = 1−
ms2−1∑
k=0

1

Γ(mps)k!

(
mps

Ωps

)mps (ms2U3
Ωs2

)k
×

∞∑
l=0

(−1)l

l!

(
ms2U3
Ωs2

)l ∫ ∞

U2

wms2−k−l−1e
−mps

Ωps
w
dw. (4.29)

Now, we can solve the integral in (4.29) using [95, eq. 8.351.2] to get

Pout,UE2 = 1−
ms2−1∑
k=0

∞∑
l=0

(−1)l

Γ(mps)k!l!

(
ms2U3
Ωs2

)k+l
×
(
mps

Ωps

)mps−ms2+k+l
Γ

(
ms2 − k − l,

mpsU2
Ωps

)
. (4.30)

Remark 1 : The infinite series in (4.29), as obtained by expansion of e
−
(
ms2U3
Ωs2w

)
,

can be truncated to the first L terms such that the convergence error is kept to a

bare minimum. Convergence error because of truncation can be expressed as

ϵ(w) =

∣∣∣∣∣e−
(
ms2U3
Ωs2w

)
−

L∑
l=0

(−1)l

l!

(
ms2U3
Ωs2w

)l∣∣∣∣∣ , (4.31)

where |.| represents the absolute value. A suitable value for L can be chosen to

ensure that the convergence error is minimized. This is illustrated in Fig. 4.3 by
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Figure 4.3: Variation of convergence error for different L values.

plotting the convergence error for various values of L and ms2. As can be seen from

the figure, the convergence error deviates from zero error line for lower value of L

with lower range of w. As we increase the value of L, the convergence error remains

zero for medium to high range of w. Thus, for all of the analytical curves shown in

Section 4.3, we assume L = 15.

4.2.2 Outage Probability of Secondary Network

For the IoT -U , the outage event occurs either when IoT-relay node S could not

detect symbol x2 or when IoT -U node R is unable to detect any symbol in antici-

pation with successful detection of x2. For a given target data rate Rr, the OP of

the secondary network can be posed as

Pout,sr = Pr[γt1x2→p,s < γR2 ] + Pr[γt1x2→p,s ≥ γR2 , P̄sr], (4.32)

where P̄sr denotes the OP that SR fails to detect any symbol and can be given as

P̄sr = 1− Pr[γt2x2→s,r > γR2 , γ
t2
xr→s,r > γRr ], (4.33)

where γRr = 2
2Rr
1−α − 1. By invoking the respective SINRs in (4.33) with some

algebraic manipulations, P̄sr can be expressed under the ipSIC and pSIC cases as

P̄ ipSIC

sr = Pr

[
Z1 ≤ min

{
U4
W
,
U5(ψ2βηpWZ2 + 1)

W

}]
(4.34)
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and

P̄ pSIC

sr = Pr

[
Z1 ≤

∆2

W

]
, (4.35)

respectively, where W ≜ |hp,s|2, Z1 ≜ |hs,r|2, Z2 ≜ |hr|2, U4 =
γR2

(ψ2−ψrγR2
)βηp

, U5 =

γRr
(ψr−λψ2γR2

)βηp
, Ū5 = U4−U5

U5ψ2βηp
, U6 = γRr

ψrβηp
, ∆2 ≜ min {U4,U6}.

Further, we compute Pout,sr for ipSIC and pSIC cases, conditioned on γR2 <
ψ2

ψr

and γRr <
ψr
λψ2

, in the subsequent subsections.

ipSIC For this case, we substitute (4.34) in (4.32) and proceed further as given in

following theorem.

Theorem 4. An analytical expression for P ipSIC
out,sr calculated over Nakagami-m fading

can be given as

P ipSIC
out,sr =1−

msr−1∑
k=0

mr−u∑
u=0

∞∑
l=0

(−1)l(A1)
l

l!k!u!Γ(mps)

(
mps

Ωps

)k+u+l(
msrU4
Ωsr

)k (
mrŪ5
Ωr

)u
× Γ

(
mps − k − l − u,

mpsU2
Ωps

)
−
[msr−1∑

k=0

k∑
m=0

∞∑
l=0

(
k

m

)
(−1)lΓ(mr + k −m)

k!l!Γ(mr)Γ(mps)

×
(
mpsU5
Ωps

)m+l(
msr

Ωsr

)k+u(
mr

Ωr

)mr
A−(mr+k−m)

2 Γ

(
mps −m− l,

mpsU2
Ωps

)]
+

[msr−1∑
k=0

k∑
m=0

mr+k−m−1∑
j=0

∞∑
l=0

(
k

m

)(
msrU5
Ωsr

)k
(−1)lΓ(mr + k −m)!

l!k!u!Γ(mps)Γ(mr)

(
mr

Ωr

)mr
×
(
mps

Ωps

)m+j+u
(A3)

u(βηpψ2)
k−m

Amr+k−m−j
2

Γ

(
mps −m− j − l,

mpsU2
Ωps

)]
. (4.36)

where A1 =
msrU4

Ωsr
+ mrŪ5

Ωr
, A2 =

msrηpU5βψ2

Ωsr
+ mr

Ωr
, A3 =

msrU5βψ2Ū5

Ωsr
+ msrU5

Ωsr
+ mrŪ5

Ωr
.

Proof. See Appendix I. ■

Remark 2 : The infinite series in (4.36) is truncated to the first 15 terms for

the numerical analysis purposes in Section 4.3 as discussed in Remark 1.

pSIC For the pSIC case, (4.25) can be evaluated as P pSIC
out,sr in the following lemma.

Lemma 8. The analytical expression for P pSIC
out,sr calculated over Nakagami-m fading
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can be given as

P pSIC
out,sr = 1−

msr−1∑
k=0

∞∑
u=0

(−1)u

k!u!Γ(mps)

(
mps

Ωps

)k+l
×
(
msr∆2

Ωsr

)k+l
Γ

(
mps − k − l,

mpsU2
Ωps

)
. (4.37)

Proof. By adopting the same line of derivation steps as used to obtain (4.36) in

Appendix I, (4.37) can be derived. ■

4.2.3 System Throughput

The system throughput is one of the key performance measures to assess the pro-

posed system spectrum utilization. In the case of cooperative communication based

wireless networks, the system throughput implies the mean spectral efficiency[53].

For the proposed SWIPT based NOMA-CDRT system, it can be quantified as the

sum of individual target rates for both primary and secondary communications that

can be achieved successfully over the Nakagami-m fading channels. From the derived

OP expressions, system throughput can be formulated as

ST =
1− α
2

[ (
1− P t1

out,UE1

)
R1 +

(
1− P t2

out,UE1

)
R1

+ (1− Pout,UE2)R2 + (1− Pout, sr)Rr

]
. (4.38)

4.2.4 Energy Efficiency

The EE of the proposed system can be evaluated using the system throughput

expression in (4.38). We measure EE as the ratio of total data delivered to total

energy consumed [77]. Here, total amount of data delivered is given by the system

throughput and the required expression for EE of the considered system model can

be given as

ΞE =
ST

Pp
2
(1 + α)

, (4.39)

where ST is the achievable throughput as expressed in (4.38).
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4.2.5 Optimal Solution for TS Parameter

To determine the optimal TS factor, a low-complexity algorithm is proposed to

obtain the minimal OP of users through optimization of the TS factor, α, which

is a key parameter to balance the EH and IT phases. For this, we formulate the

optimization problem which can be expressed as

(P1) : minimize
α

Pout,n

s.t. 0 < α < 1− 2Ra

log2
(
ψ2

ψb

) , (4.40)

where n ∈ {UE1, UE2, sr}, a ∈ {1, 2, r}, and b ∈ {1, r}. Herein, Pout,UE1 refers

to P t1
out,UE1 and is used for the brevity of presentation. Similar to [94], there is an

optimal α∗ for the OP curve plotted as a function of α on the interval [ϑ < α <

1−2Ra/log2
(
ψ2

ψb

)
], illuminating the convex functions as shown in Fig. 4.8. Moreover,

the properties of the convex functions are demonstrated in [97], thus the proof has

been omitted. So, the problem in (4.40) can be re-expressed as

(P2) : maximize
α

− Pout,n

s.t. 0 < α < 1− 2Ra

log2
(
ψ2

ψb

) . (4.41)

For the problem formulated in (4.41), we propose an algorithm based on golden

search section (GSS) method to find α∗ as given in Algorithm 1. The complexity

of GSS is O(log(1/ϑ)), where ϑ denotes the search accuracy [98]. The number of

iterations, i.e., N, can be attained as

N =
2 log(ϑ)

log(1− µ)
. (4.42)

It is evident from (4.42) that the smaller value of the stoping threshold leads to

more number of iterations which provides higher accuracy. Note that the aforesaid

optimization algorithm requires only the average channel gains of the pertinent links

rather than instantaneous channel gains. It has more practical importance [100]

since the average channel gains are more stable and can be gathered by capitalizing

on the transmission distance, frequency of the radio waves, etc.
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Algorithm 1: Algorithm to find optimal TS factor (α∗)

1 Input Initialize αmin = 0, αmax = 1− 2Ra

log2

(
ψ2
ψb

) ,
the Golden ratio µ =

√
5−1
2
, α1 = αmax − (αmax − αmin)µ,

α2 = αmin + (αmax − αmin)µ, and a stopping threshold ϑ = 10−5 .
2 Output α∗ = αmax+αmin

2
.

3 while |αmax − αmin| ≤ ϑ do
4 Update: Pout, tem1 ← Pout, x(α1)
5 Update: Pout, tem2 ← Pout, x(α2)
6 //{Pout, x(·) is given by (4.16), (4.30), and (4.36)}
7 if Pout, tem1 < Pout, tem2 then
8 Update: αmax ← α2

9 else
10 Update: αmin ← α1

11 end
12 Update: α1 ← αmax − (αmax − αmin)µ
13 Update: α2 ← αmin + (αmax − αmin)µ
14 end

4.3 Numerical Results

In this section, the numerical and simulation results for the proposed IoT-based

CNOMA-CDRT system are presented to provide insights and validate our analytical

findings in Section 4.2. Here, we consider the following parameters: Ωp1 = Ωsr =

16,Ωps = Ωs1 = Ωs2 = 1 as the average power of the multipath components, α = 0.2

as the TS factor, the energy conversion efficiency η = 0.7[14], the PAF as ψ1 = ψr

= 0.3, ψ2 = 0.7, ψ3 = 1, the residual interference parameter as λ = 0.2, ηp as the

SNR, No = 1, and the block duration as T = 1; unless otherwise defined.

In Fig. 4.4, the outage performance curves for UE1 and UE2 are plotted against

the transmit SNR (ηp) under both pSIC and ipSIC cases. Also, the curves are

plotted considering OMA scheme for the comparison purpose. Herein, we took

the fixed data rates R1 = R2 = Rth = 0.5 bps/Hz, with varying fading severity

parameter (m parameter). For the UE1 in IT phase 1, the impact of ipSIC on the

OP is shown by varying Ω1 = −10,−20 dB. One can observe from the figure, as the

m parameter increases, outage performance improves; while unlike this observation,

as a level of ipSIC Ω1 increases, outage performance deteriorates. In addition to this,

it can be seen that as the ηp increases, outage performance improves for the users

UE2 and UE1 (under pSIC). For the UE1, under ipSIC in the IT phase1 and IT

phase 2, outage floor appears particularly in the high range of SNR. This is because
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Figure 4.4: OP versus SNR plots for the primary network with varying m parameter
(a) IT phase 1 (b) IT phase 2.

the UE1 experiences residual interference during SIC in IT phase 1 and receives

interference from IoT-relay in IT phase 2 owing to the simultaneous transmissions

from node P and S. It can also be observed that the proposed NOMA scheme

outperforms the OMA scheme in lower-to-medium SNR region for the ipSIC case

of UE1. However, OMA scheme surpasses the NOMA scheme for ipSIC case as

SNR increases from medium to high region because of the residual interference,

while for UE2, the proposed NOMA scheme outperforms the OMA throughout the

SNR region. Also, it is found that UE2 outperforms UE1 under the considered set

of parameters, which is expected as per the higher power allocation for UE2 and

adoption of the NOMA in the second stage of transmission.

Fig. 4.5 demonstrates the OP curves for the IoT -U plotted against ηp under both

the pSIC and ipSIC cases. Herein, we set the target data rates R2 = Rr = Rth = 0.5

bps/Hz. As one can observe from the figure, the outage performance of the IoT -U

improves as m parameter increases from 1 to 2. The impact of ipSIC level on outage

performance can be observed from the figure when Ωr varies from -20 dB to -10

dB, the performance gets deteriorated. The outage floor for Ωr = −10 dB occurs

at comparatively lower SNR than Ωr = −20 dB, which is attributed to an increase

in residual interference level. However, no outage floor occurs for the pSIC case

owing to the absence of residual interference, and hence, pSIC outperforms ipSIC

case. Furthermore, it can also be observed from the plot that the proposed NOMA
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Figure 4.5: OP versus SNR plot for the IoT user.

scheme outperforms the conventional OMA scheme.
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Figure 4.6: System throughput.

Fig. 4.6 illustrates the impact of SNR on system throughput for both the cases

of ipSIC and pSIC under the parameter setting as R1 = R2 = Rr = Rth = (0.5, 0.6)

bps/Hz, with all m parameters equal to 2 and Ω1 = Ωr = −20 dB. It can be seen

from the figure that the system throughput increases for lower to medium range

of SNR, but after that it gets saturated, which refers to the maximum attainable

throughput for the specific data rate. For higher data rate, it attains its maximum at

relatively high SNR. It happens because the outage performance at a higher target

rate is relatively poorer than the lower target rate.
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Figure 4.7: Energy efficiency for the CNOMA-CDRT system.
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Figure 4.8: OP versus α plot the CNOMA-CDRT system.

Fig. 4.7 depicts the curves for EE versus SNR for both the cases of ipSIC and

pSIC under the same set of parameters used in Fig. 4.5. Here, one can observe that

the maximum EE attains at a specific SNR for the given target rate. It changes when

we change the target rate. Further, high SNR region exhibits the lowest EE because,

at high SNR, energy consumption is more than the achieved system throughput.

Fig. 4.8 illustrates the impact of TS factor α on outage performance of UE1,

UE2, and IoT − U . Herein, we set the target rates as R1 = R2 = Rr = 0.5 bps/Hz,

transmit SNR ηp = 5 dB, with varying m parameter. It can be seen that the OP

curves of all the users are convex functions of α, and that there are optimal points

that minimize the OP of the corresponding users. From the curves, it is obvious

that as α increases, the outage performance initially improves, but as α increases

further, the outage performance degrades. This outage behavior is a result of the
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fact that the energy-constrained IoT-relay node is able to harvest energy for a longer

time when there is an increase in α. Consequently, the IT time decreases, which

degrades the outage performance.

4.4 Summary

In this chapter, we proposed and investigated a SWIPT enabled IoT-based overlay

CNOMA-CDRT system that improves spectrum utilization and EE. We evaluated

the performance of the proposed system in terms of OP, system throughput and

EE by deriving the analytical expressions, which are calculated over Nakagami-m

fading for both the pSIC and the ipSIC cases and validated through Monte-Carlo

simulations. Numerical results emphasized the importance of employing SWIPT

enabled IoT relay which provides self-reliant energy-efficient communication and

data transmission.
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CHAPTER 5

DEEP LEARNING ANALYSIS OF CDRT SYSTEMS

WITH COGNITIVE NOMA

In the previous chapter, we proposed an IoT-based CNOMA-CDRT system with TS-

based relaying architecture and examined the system performance in terms of OP,

system throughput and EE by deriving the analytical expressions over Nakagami-m

fading. However, due to the enormous complexity and variability of future wireless

network service requirements, it is probable that standard model-based approaches,

i.e., using closed-form expressions, are no longer sufficient for deployment, network

resource management, and operation. In recent years, data-driven approaches for

system performance evaluation have been developed, such as deep learning modeling,

which make performance analysis efficient and accurate without having to make

mathematical derivations [99]. Furthermore, data-driven methods can provide real-

time configurations and align with future wireless system trends. As a result, the

model-based approach has been challenged by the deep learning model for system

metric evaluation. Thus, in this chapter, we pursue a deep learning approach along

with model-based approach for the performance evaluation of the system.

Different from the previous chapter, here, we proposed an EH-assisted CDRT

in an overlay cognitive NOMA with PS-based relaying architecture, assuming pSIC

and ipSIC cases. In a nutshell, the main contributions of this chapter are emphasized

as follows:

� For the proposed EH-based CDRT-NOMA system, we derive the analytical

expressions of the OP for the primary and secondary networks under the pSIC

and ipSIC cases. Additionally, a performance comparison with the EH-based

CDRT-OMA is carried out through simulations. Moreover, we obtain asymp-
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totic OP expressions at high SNR to provide useful insights.

� Further, to garner the more insight, we also deduce the expressions of system

throughput and energy efficiency for the considered EH-based CDRT-NOMA

system.

� Owing the high complexity and variability of the proposed system model as

characterized by emerging communications system requirements, the deriva-

tion of the closed-form expression of the OP is intractable, let alone the

EC/ESC. To address these limitations, we propose a data-driven approach

through deep learning to estimate the exact EC/ESC along with OP with a

high accuracy and low latency.

The rest of the chapter is ordered as follows. In Section 5.1, the system model

of EH-based CDRT-NOMA system is framed while deriving the expressions for

SINRs over Rician/Rayleigh fading channels. In Section 5.2, we investigate the

performance of the proposed network by analyzing the OP, system throughput and

EE. Deep learning approach for performance evaluation is presented in Section 5.3

and numerical results are presented in Section 5.4. Finally, Section 5.5 summarizes

the chapter.

5.1 System Model

As shown in Fig. 5.1, we propose an EH-based CDRT system with an overlay

cognitive NOMA scheme, wherein the primary network consists of a source node

S, a near-user D1 and a far-user D2, while the secondary network consists of an

energy-constrained IoT-transmitter node I (which acts as a PS-based EH DF relay)

and an IoT-receiver node R. All the nodes are assumed to be equipped with a single

antenna. Here, node S directly communicates with node D1. It is assumed that the

direct link between node S and D2 is absent [88]. Thus, S seeks relay cooperation

from node I to communicate with its far-user D2. As the IoT-transmitter node I is

energy-constrained, it first harvests energy from the received RF signal from node

S and then splits the corresponding received power to relay the primary signal and

to transmit its own signal.

The channel coefficient and distance between any two nodes j and k are repre-

sented by hjk and djk, respectively, with j ∈ (S, I), k ∈ (D1, I,D2, R), and j ̸= k. It

92



CHAPTER 5. DEEP LEARNING ANALYSIS OF CDRT SYSTEMS
WITH COGNITIVE NOMA

Far-user (D2)

IoT-receiver (R)

Source (S) IoT-transmitter (I)

Near-user (D1)

ℎ𝑆𝐼

Energy Harvesting

First Phase Transmission

Second Phase Transmission

Interference

ℎ𝐼𝐷2

ℎ𝑆𝐷1

Figure 5.1: System model.

is assumed that all the channels experience Rayleigh fading except the channel hSD1

which follows Rician distribution due to the viability of a line-of-sight (LoS) link.

Therefore, |hjk|2, for j ∈ (S, I), k ∈ (I,D2, R), j ̸= k, is an exponential random

variable (RV) with mean λjk = d−νjk , where ν denotes the path-loss exponent and

|hSD1 |2 is a non-central chi-square distributed RV with mean λSD1 = d−νSD1
. Under

statistical channel state information, it is assumed that the average channel pow-

ers associated with links j → k, j ∈ (S, I), k ∈ (I,D2, R), j ̸= k are ordered as

λSI < λSD1 and λID1 < λIR < λID2 , without loss of generality [104]1. The PDF and

CDF of W ≜ |hSD1|2 are given, respectively, by fW (w) = ϕe−(ϕw+K)I0
(
2
√
ϕKw

)
and FW (w) = 1 − Q1

(√
2K,
√
2ϕw

)
, where ϕ = (1+K)

λSD1
, K is the Rician K-factor,

I0(·) is the modified Bessel function of the first kind [95, eq. 8.447], and Q1(·, ·) is

the Marcum-Q function [101, eq. 4.10]. All the links are inflicted by AWGN with

mean zero and variance σ2. The overall communication occurs in two phases over a

transmission block of duration T as described in the sequel.

5.1.1 First Phase Transmission

For the first phase transmission of duration T/2 (denoted by t1), source node S

broadcasts the superimposed signal XS =
∑2

m=1

√
αmPsxm towards D1 and node I.

Here, Ps denotes the source’s transmit power, xm is the intended signal for Dm, αm

is the PAF, m ∈ (1, 2), with
∑2

m=1 αm = 1 and α2 > α1. Thus, the signal received

at node k, k ∈ (D1, I), can be given by

yt1Sk = hSkXS + nSk, (5.1)

1The decoding method adopted in this work is based on the average power λjk, i.e., on the
distance. Although, this is not a standard approach, it may have some practical feasibility [104].
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where nSk is the AWGN variable. Following the NOMA principle, D1 first decodes

signal x2 assuming x1 as noise, and then applies SIC to decode signal x1. Thus, the

SINRs at D1 to decode x2 and x1, respectively, are given by

γx2,t1S→D1
=

α2ρs|hSD1|2

α1ρs|hSD1 |2 + 1
, (5.2)

γx1,t1S→D1
=

α1ρs|hSD1|2

ψ1α2ρs|hSD1|2 + 1
, (5.3)

where ρs = Ps/σ
2 is the transmit SNR, ψ1 (0 ≤ ψ1 ≤ 1) is the residual interference

parameter and ψ1 = 0 denotes the pSIC case. However, the received signal at I is

bifurcated as
√
βyt1SI for EH and

√
(1− β)yt1SI for information transmission, where

0 ≤ β ≤ 1 represents the PS factor. The received signal for EH at node I can be

expressed as √
βyt1SI =

√
βhSIXs +

√
βnSI . (5.4)

From (5.4), the harvested energy at node I can be given by

Eh = βµ (Psα1 + Psα2) |hSI |2T/2 = βµPs|hSI |2T/2, (5.5)

where µ (0 < µ ≤ 1) indicates the energy conversion efficiency, and the noise statistic

is ignored [102]. Thus, the transmit power of node I for the remaining T/2 period

can be given as Pr =
Eh
T/2

= βµ|hSI |2Ps while the received base-band signal at node

R is given by

√
(1−β)yt1SI=

√
(1−β)hSI

( 2∑
m=1

√
αmPsxm

)
+NSI , (5.6)

where NSI =
√
(1− β)nSI + nRF , and nRF is the sampled AWGN due to RF to

base-band signal conversion . Thus, the SINR at I to decode x2 can be expressed

as

γx2,t1S→I =
α2(1− β)ρs|hSI |2

α1(1− β)ρs|hSI |2 + 1
. (5.7)

5.1.2 Second Phase Transmission

In the next T/2 time period (denoted by t2), upon successful decoding of x2, node

I combines its own signal xi with x2 as XI =
√
α3Prxi +

√
α4Prx2, where xi and
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x2 are intended signals for R and D2 respectively, α3 and α4 are PAFs. Here, we

assume that dIR > dID2 , yielding α3 > α4 and α3+α4 = 1. Thus, the signal received

at node p, p ∈ (R,D2), can be written as

yt2Ip = hIpXI + nIp. (5.8)

Herein, signal xi is directly decoded at node R and SIC is conducted at D2 to decode

x2. Thus, the received SINR to decode xi at node R can be given as

γxi,t2I→R =
α3βµρs|hSI |2|hIR|2

α4βµρs|hSI |2|hIR|2 + 1
. (5.9)

After applying the SIC, the end-to-end SINRs to decode xi and x2 at D2 can be

expressed, respectively, as

γxi,t2I→D2
=

α3βµρs|hSI |2|hID2|2

α4βµρs|hSI |2|hID2 |2 + 1
, (5.10)

γx2,t2I→D2
=

α4βµρs|hSI |2|hID2|2

ψ2α3βµρs|hSI |2|hID2|2 + 1
, (5.11)

where ψ2 (0 ≤ ψ2 ≤ 1) is the residual interference parameter.

In order to maximize spectrum utilization, source S simultaneously transmits

the new signal x̂1 to D1 with transmit power
√
α∗
1Ps, for α

∗
1 ∈ (0, 1), during the

second phase. However, during the second phase transmission, D1 experiences some

interference from node I, which can be estimated and partially eliminated by using

the side information of x2 that is obtained during the SIC process in the first phase

transmission. Therefore, the signal received during the second phase at D1 can be

given as

yt2SD1
=
√
α∗
1PshSD1x̂1 + hID1XI + nSD1 , (5.12)

and the corresponding SINR, after partial interference cancellation can be expressed

as

γx̂1,t2S→D1
=

α∗
1ρs|hSD1|2

α3µβρs|hSI |2|hID1|2 + 1
. (5.13)
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5.2 Performance Analysis

Considering the target data rates Rd1 , Rd2 , and Rr for D1, D2, and R, respectively,

we execute the performance analysis of the proposed EH-based CDRT-NOMA sys-

tem as follows.

5.2.1 OP Analysis

Near-User D1

In the first phase, D1 is said to be in outage if it is unable to decode either of the

symbols x1 or x2. Hence, its OP expression is given by

P out,t1
D1

= 1− Pr
[
γx2,t1S→D1

> γD2 , γ
x1,t1
S→D1

> γD1

]
, (5.14)

where γD1 = 22Rd1 − 1 and γD2 = 22Rd2 − 1. By substituting the involved SINRs

from (5.2) and (5.3) in (5.14), and performing some algebraic manipulations, P out,t1
D1

can be expressed as

P out,t1
D1

= 1− Pr

[
|hSD1|2 >

max{A1,A2}
ρs

]
, (5.15)

where A1 =
γD2

α2−α1γD2
and A2 =

γD1

α1−ψ1α2γD1
. Under the conditions α2

α1
> γD2 and

α1

ψ1α2
> γD1 , (5.15) can be further re-expressed and evaluated as

P out,t1
D1

= Pr [W ≤ ∆1/ρs] = 1−Q1

(√
2K,

√
2ϕ∆1/ρs

)
, (5.16)

where ∆1 ≜ max{A1,A2}. At high SNR (ρs → ∞), the asymptotic expression

for P out,t1
D1

can be obtained by making use of [103, eq. 9.6.7] and the following

approximation e−x ≃ 1− x for small x in (5.16). It can be given by

P out,t1
D1,asy

= ϕe−K∆1/ρs. (5.17)

In the second phase transmission, the OP for D1 is given by

P out,t2
D1

= Pr
[
γx̂1,t2S→D1

< γD1

]
. (5.18)
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By substituting (5.13) in (5.18), and after doing some mathematical re-arrangement,

P out,t2
D1

can be written as

P out,t2
D1

= Pr [W < B1XV + B2] , (5.19)

with V ≜ |hID1|2, X≜ |hSI |2, B1=
γD1

α3βµ

α∗
1

and B2=
γD1

α∗
1ρs

.

Theorem 5. The expression of P out,t2
D1

in (5.19) can be given by

P out,t2
D1

= 1−
∞∑
l=0

l∑
m=0

m∑
n=0

(
m

n

)
Bm−n
2 K ln!Bn1ϕme−K

l!m!λSIλID1

e−ϕB2e−Θ1Θ2

(ϕB1)n+1

n∑
j=0

(
n

j

)
(−Θ2)

n−j

×
[
(−1)n−j+1Θn−j

1

Ei(Θ1Θ2)

(n− j)!
+
e−Θ1Θ2

Θn−j
2

n−j−1∑
k=0

(−1)k(Θ1Θ2)
kk!

(n− j − k)!

]
, (5.20)

where Θ1 =
1

ϕB1λID1
, Θ2 =

1
λSI

, and Ei(·) is the exponential integral function [95, eq.

8.211].

Proof. See Appendix J. ■

By following the same steps of derivation used to compute (5.20) in Appendix J

and by making use of [103, eq. 9.6.7] and the approximation e−x ≃ 1− x for small

x, we derive the asymptotic expression for P out,t2
D1

in the high-SNR regime as

P out,t2
D1,asy

= ϕe−K
(
γthD1

α∗
1ρs

+
1

λSIλID1

)
. (5.21)

Far-User D2

The outage event forD2 takes place either when the IoT-transmitter node I is unable

to decode the symbol x2 or when the node D2 is unable to detect any symbol in

conjunction with the successful detection of x2 at node I. Hence, the OP expression

for D2 can be given as

P out,t2
D2

= Pr
[
γx2,t1S→I < γD2 ] + Pr[γx2,t1S→I ≥ γD2 , P SD2

]
, (5.22)

where P SD2 signifies probability of failure to detect any symbol at D2 and can be

given as

P SD2 = 1− Pr
[
γxi,t2I→D2

> γR, γ
x2,t2
I→D2

> γD2

]
, (5.23)
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where γR = 22Rr − 1. After substituting the respective SINRs in (5.23) and with

some mathematical re-arrangement, we get

P SD2 = 1− Pr

[
|hID2|2 >

max{A3,A4}
|hSI |2ρs

]
= Pr

[
Y ≤ ∆2

Xρs

]
, (5.24)

where ∆2 ≜ max{A3,A4}, A3 = γR
(α4−ψ2α3γR)βµ

, A4 =
γD2

(α3−α4γD2
)βµ

, and Y ≜ |hID2 |2

with condition α4

ψ2α3
> γR and α3

α4
> γD2 . One can deduce permissible range of PAF

from these imposed constraints to maintain QoS of primary users as
γD2

1+γD2
< α3 <

1
1+ψ2γR

. By inserting (5.24) into (5.22), one can derive the expression for P out,t2
D2

as

given in the following theorem.

Theorem 6. The analytical expression for P out,t2
D2

, conditioned over α2

α1
> γD2, can

be given by

P out,t2
D2

= 1−
∞∑
l=0

(−1)l

l!

(
∆2

λID2ρs

)l
1

λSI

(
A5

ρs

)1−l

El

(
A5

λSIρs

)
, (5.25)

where A5 =
γD2

(α2−α1γD2
)(1−β) and El(·) is the l-th order exponential integral func-

tion [103, eq. 5.1.1].

Proof. See Appendix K. ■

Furthermore, with the use of approximation e−x ≃ 1−x for small x and following

the similar steps used to derive (5.25) in Appendix (K), the asymptotic expression

for P out,t2
D2

at high SNR can be obtained as

P out,t2
D2,asy

=
A5

λSIρs
−
(

∆2

λID2λSIρs

)
Ei

(
− A5

λSIρs

)
. (5.26)

IoT-Receiver R

The OP for R can be formulated as

P out,t2
R = Pr

[
γx2,t1S→I < γD2 ] + Pr[γx2,t1S→I ≥ γD2 , γ

xi,t2
I→R < γR

]
. (5.27)

By invoking the respective SINRs in (5.27) with some algebraic manipulations,

P out,t2
R can be expressed as

P out,t2
R = Pr

[
X <

A5

ρs

]
+ Pr

[
X ≥ A5

ρs
, Z ≤ A6

Xρs

]
, (5.28)
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where Z ≜ |hIR|2 and A6 = γR
(α3−α4γR)βµ

. The analytical expression for P out,t2
R in

(5.28), under the conditions α2

α1
> γD2 and α3

α4
> γR, can be derived as given in

subsequent theorem.

Theorem 7. The analytical expression for P out,t2
R derived over Rayleigh fading chan-

nel can be given as

P out,t2
R = 1−

∞∑
l=0

(−1)l

l!

(
A6

λIRρs

)l
1

λSI

(
A5

ρs

)1−l

El

(
A5

λSIρs

)
. (5.29)

Proof. By following the similar steps used to obtain (5.25) in Appendix (K), one

can derive (5.29). ■

By following the analogous steps used to derive (5.26), one can obtain the asymp-

totic expression for P out,t2
R at high SNR as

P out,t2
R,asy =

A5

λSIρs
−
(

A6

λIRλSIρs

)
Ei

(
− A5

λSIρs

)
. (5.30)

Remark 1 : The infinite summation series in (5.20), (5.25), and (5.29) can be

truncated to the first L terms such that the convergence error is kept to a bare

minimum. For instance, the truncation accuracy of the summation limits L are

listed below in Table 5.1, Table 5.2, and Table 5.3 for (5.20), (5.25), and (5.29),

respectively. Herein, the parameters are taken as given in Section 5.4 with ψ2 = 0.1,

ρs = 20 dB, and ρs = 30 dB. It can be observed from Table 5.1 that the infinite

summation limits of (5.20) can be truncated to L = 20 because L > 20 has no effect

on the third decimal place of P out,t2
D1

. From Table 5.2 and Table 5.3, one can observed

that infinite summation limits in (5.25), and (5.29) converges early at lower SNR

(ρs) for L = 30 but at high SNR it takes more terms to converge. Therefore, to

minimize the convergence error and to get more accurate value, we have considered

first 40 terms.

Table 5.1: Truncation accuracy for P out,t2
D1

evaluation in (5.20).

L ρs = 20 dB ρs = 30 dB
15 0.212268 0.192431
20 0.259471 0.254354
25 0.259213 0.254351
30 0.259210 0.254356
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Table 5.2: Truncation accuracy for P out,t2
D2

evaluation in (5.25).

L ρs = 20 dB ρs = 30 dB
15 0.0182314 0.001417
20 0.0203116 0.001649
25 0.0203141 0.002162
30 0.0203112 0.002176

Table 5.3: Truncation accuracy for P out,t2
R evaluation in (5.29).

L ρs = 20 dB ρs = 30 dB
15 0.016451 0.001977
20 0.021120 0.002231
25 0.022143 0.002652
30 0.025164 0.0028413
35 0.025121 0.0028641

Remark 2 : Using the definition of the diversity gain, the asymptotic OP ex-

pressions in (5.17) and (5.21) imply that the diversity order of D1 is one in the

first phase and zero in the second phase (this can be explained intuitively by the

fact that D1 faces interference from the secondary transmission during the second

phase). As for the asymptotic OP expressions in (5.26) and (5.30), with the aid of

the following approximation Ei(x) ≈ C + ln(−x) + x for small x (where C is the

Euler’s constant), it can be inferred that the diversity order is one for both D2 and

R.

5.2.2 System Throughput

For a relay based wireless network, the system throughput is a measure of the aver-

age SE. The system throughput for the proposed EH-based CDRT-NOMA system is

evaluated as the total of individual target rates for both primary and secondary com-

munications that can be attained successfully over Rician/Rayleigh fading channels.

It can be formulated as

ST =
1

2

[(
1− P out,t1

D1

)
rd1 +

(
1− P out,t2

D1

)
Rd1

+
(
1− P out,t2

D2

)
Rd2 +

(
1− P out,t2

R

)
Rr

]
. (5.31)
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5.2.3 Energy Efficiency

The EE is measured as the ratio of total data delivered to the total power consumed

by the proposed system. It can be given as

ΞE =
ST
Ps/2

, (5.32)

where ST is the achievable throughput as expressed in (5.31).

5.3 Deep Learning Architecture

Here, we develop a DNN model to predict the OP and ESC of the system. As the

conventional approaches and Monte-Carlo simulations to calculate the OP and ESC

are intractable and cumbersome, respectively, this DNN model will help to predict

OP and ESC in a short time and with less computational complexity.

5.3.1 Dataset Generation

The following set of parameters have been taken as input for the proposed DNN

model: source power Ps ∈ [0, 40] dB, PS factor β ∈ [0.01, 0.99], dual PAFs α1 ∈

[0, 0.49] and α3 ∈ [0.5, 0.99], the corresponding residual interference coefficients ψ1 ∈

[0, 0.1] and ψ2 ∈ [0, 0.1], and the target data rates Rd1 ∈ [0.25, 1], Rd2 ∈ [0.25, 0.8],

and Rr ∈ [0.25, 0.8]. The model has been trained over 120,000 data points, where

80% of the points are used for training, and the remaining 20% are used for validation

and testing.

5.3.2 Description of DNN Model

The proposed framework for DL evaluation includes the training and prediction

phases, as shown in Fig. 5.2. In the training phase, the DL model learns the

input-output relation of the considered system setup, where the adaptive moment

estimation (Adam) optimization algorithm is used for minimizing the loss function

in the back-propagation process. In the prediction phase, the resulting DL model

obtained from the training phase is utilized to predict the OP/ESC value whenever

any new information is available at the input of the deep model.
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5.3.3 DNN learning model

We design a DNN model as a regression problem to evaluate the OP/ESC perfor-

mance. The architecture of the DNN is illustrated in Fig. 5.3. At each hidden layer,

we use an exponential linear unit (eLU) activation function to execute a threshold

operation for every input parameter I, where the operation of eLU can be presented

as follows:

 Input trainable  

    values 
 

Compute 

OP/ESC 

Deep Model 

(Learn [Inputs, Outputs]) 

Output trainable  

       values 
 

Input variables  

     
 

Deep Model 

(Learn [Inputs, Outputs]) 
Predicted values 

 

Training Phase 
 

Prediction Phase 
 

Figure 5.2: Illustrations of deep model training and prediction phases.

 

In[1] 

In[9] 

In[2] 

ELU 

ELU 

ELU 

ELU 

ELU 

ELU 

ELU 

ELU 

   Q 

Output layer Multiple hidden layers Input layer 

 

Figure 5.3: Illustrations of the DNN architecture.

eLU(I) =

 φ
(
eI − 1

)
, if I < 0

I, if I ≥ 0

 . (5.33)
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where φ is a constant value initialized to 1. There is one neuron at the output

layer since the regression problem directly predicts numerical values without any

further transformation and activation function. We consider four fully connected

layers with 100 hidden neurons per layer, where the activation T jl of the l-th neuron

in the j-th layer is linked with activations in the (j−1)-th layer according to the

following expression:

T jl = eLU

Zj−1∑
t=1

Λjl,tT
j−1
t + Sjl

 , (5.34)

where Zj−1 denotes the neuron quantity in the (j−1)-th layer, Λjl,t represents the

weight linking to the t-th neuron in the (j−1) layer, and finally Sjl is a scalar bias

at the j-th layer.

5.3.4 Real-time Prediction

The Adam optimization algorithm is employed for the considered deep model to

calculate/update the weights and biases during the back-propagation procedure.

This is because Adam demonstrates superior performance gains in terms of the

training speed compared to other learning optimization algorithms (e.g., stochastic

gradient descent, momentum, nesterov accelerated gradient, RMSProp). Let Qv and

Q̄v denote the actual and predicted output values of the deep model accommodating

the v-th testing sample, respectively. The loss function representing the mean-square

error between the estimated and predicted values can be calculated as follows:

Loss
(
Qv, Q̄v

)
=

1

V

V∑
v

(
Qv − Q̄v

)2
. (5.35)

After finishing the training phase, the resulting deep learning model including weights

and biases can be symbolized via a compact mapping function F(·). The resulting

deep model will output a predicted OP/ESC value whenever any new informa-

tion is available at the input. The input information was arranged as a vector

x ≜ [Ps, β, α1, α3, ψ1, ψ2, Rd1 , Rd2 , Rr]. The predicted process can be expressed as

Q̄ = F(x). (5.36)
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As a result, the i-th training samples can be represented as zi =
[
xi,y

1
i , . . . ,y

t
i, . . . ,y

T
i

]
where yti denote the target outputs, i.e., OP/EC of different users for the i-th sam-

ple and the training set z = {z1, z2, ...}. T is the total of the the target outputs.

Through a low-latency inference process in (5.36), the OP/ESC can be predicted

by the resulting deep model. We evaluate the performance of the proposed DL ap-

proaches in terms of the RMSE and runtime prediction. The RMSE is considered

to determine the difference between the forecast value and the actual output value

across the overall test set, which can be calculated as follows:

RMSE =

√√√√ 1

V

V∑
v

(
Qv − Q̄v

)2
, (5.37)

where V is the total samples in the test set. It is noted that the complexity of our

approach mainly relies on the training data set generation while the computational

cost during the estimating process is measured by the number of floating point

operations. Our model has a computation cost of 31,101 trainable parameters. The

detailed algorithm for DL approach is depicted in Algorithm 2.

Algorithm 2: Procedure of training and testing DL approach

Input: Initialize the DL model and input parameters
x = [Ps, β, α1, α3, ψ1, ψ2, Rd1 , Rd2 , Rr] .

Output: Set a target output yti, t ∈ {1, ...., T}, from vector
zi =

[
xi,y

1
i , . . . ,y

t
i, . . . ,y

T
i

]
1 Network: Set the key parameters: hidden layer, neuron per layer,

activation, kernel, learning rate, epochs, and output functions of the
hidden and output layers.

2 while the number of epochs are less than the setting target do
3 Implement the forward DL process and attain the result of the output

layer’s data, denoted as ytout.
4 Calculate the loss function, that is, the mean square error over the test

set Loss (yti,y
t
out) =

1
V
∑V

v

(
yt,vi − yt,vout

)2
.

5 Compute the corrective parameter with the Adam optimization
algorithm and update the parameters with the algorithm to search for
the optimal solution.

6 end
7 Test the trained DL with the test data and plot the training and validation

curve.
8 Save the trained output associating input parameters into a defined file “

.h5”
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5.4 Numerical Results

This section presents the numerical findings illustrating the performance of the pro-

posed system. The analytical results are verified by Monte-Carlo simulations. We

have also included the DNN model results here. The following parameters set [88]

is used throughout this section, if not mentioned specifically: α1 = 0.3, α3 = 0.8,

α∗
1 = 1, β = 0.3, µ = 0.7, and σ2 = 1. Considering the 2-dimensional (x, y) plane,

the positions for nodes S, D1, I, D2, and R are given as (0, 0), (0,−0.3), (0.4, 0),

(0.5, 0), and (−0.2,−0.45), respectively.
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Figure 5.4: OP of D1, D2 and R versus SNR.

Fig. 5.4 depicts the OP performance versus the transmit SNR (ρs) for D1, D2,

and R under the pSIC and ipSIC cases. Herein, we set the parameters as Rd1 = 1

bps/Hz, Rd2 = Rr = {0.5, 0.8} bps/Hz. It can be seen from the curves that our

simulation results are well aligned with the analytical ones as well as the DNN

predictions. For D1, when we increase the Rician-K factor from 0 to 3, the OP

performance improves. This is expected since the viability of the LoS increases with

K. For D2 and R, as the target rate (Rd2 = Rr) increases from 0.5 to 0.8 bps/Hz,

the outage performance degrades. It is also worth noting that when we increase the

level of residual interference parameter, the performance of D1 and D2 deteriorates.

It indicates that the decoding capability of D1 and D2 decreases with an increase

in ipSIC level. Further, the OP of the proposed EH-based CDRT-NOMA system
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Figure 5.5: EC/ESC versus SNR.

model is compared with the OMA equivalent, which clearly shows the superiority

of the former over the latter. In addition, for all the users, the asymptotic curves

attained from derived expressions and the corresponding simulated ones overlap in

high-SNR regions, which corroborates the proposed asymptotic analysis.

Fig. 5.5 depicts the EC versus transmit SNR (ρs) curves for D1, D2, and R under

both the pSIC and ipSIC cases. We observe that as SNR increases, the EC of the

system improves. The results demonstrate that the ESC of our proposed system

achieves better performance in comparison to its OMA equivalent in the case of

pSIC. In addition, it demonstrates that the simulation and DNN prediction results

are highly congruent, validating our deep learning framework.

In Fig. 5.6, we plot throughput of the proposed system as a function of ρs for

both pSIC and ipSIC cases under the parameter setting Rd1 = 1 bps/Hz, Rd2 =

Rr = {0.5, 0.8} bps/Hz, K = 3, with different values of PS factor β = 0.2, 0.5. We

can see that the system throughput increases for lower to medium range of SNR,

and subsequently gets saturated, reflecting the maximum attainable throughput for

the specific data rate. For the higher data rate, it attains its maximum at relatively

high SNR. It happens because the outage performance at a higher target rate is

relatively poorer than the lower target rate.

In Fig. 5.7, we plot the EE of the proposed system as a function of ρs for both

pSIC and ipSIC cases with the same set of parameters as the ones used in Fig. 5.6.

We observe that the EE first increases as ρs increases from lower to medium region.
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Figure 5.6: System throughput versus SNR.
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Figure 5.7: Energy efficiency versus SNR.

For higher SNR regime, the EE of both pSIC and ipSIC starts to decay and to

converge because of the higher power consumption of the network.

Moreover, we compare the execution time taken by the Monte-Carlo simula-

tion and the DNN for ESC evaluation. It is noted that the DNN prediction takes

0.0175 seconds, compared to 4.95 seconds for the Monte-Carlo simulation. Also,

the proposed DL framework has the lowest RMSE of 1.43 × 10−3. One can ob-

serve hereby that the DL framework exhibits a low execution time as compared to

the Monte-Carlo simulation to evaluate the ESC, which helps to explore real-time
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configurations for the proposed system.

5.5 Summary

In this chapter, we investigated an EH-based CDRT-NOMA system that improves

spectral and energy efficiency. We evaluated the performance of the proposed system

in terms of OP, EC/ESC, system throughput, and EE for both the pSIC and ipSIC

cases. The proposed EH-based CDRT-NOMA system achieved notable performance

improvements in terms of OP/ESC as compared to OMA equivalent. Asymptotic

OP expressions are also examined to provide useful insights into the achievable

diversity order. A DL framework was designed to predict the OP/ESC perfor-

mance with low complexity and low-latency processes in practical future networks

while avoiding complex closed-form analytical expressions. Although the present

work constitutes an advancement to the current state-of-the-art, it can be further

extended to other emerging wireless systems, e.g., massive multiple input multi-

ple output (MIMO)-based systems. These systems can be considered as they add

another degree of complexity inherent to channel estimation, pilot contamination,

precoding, user scheduling and signal detection.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORKS

This chapter summarizes the contributions presented in this thesis and provides

possible extensions for future works.

6.1 Conclusions

This thesis presented a comprehensive performance evaluations of overlay cognitive

systems with various energy- and spectral-efficient schemes. Specifically, the thesis

provided various system designs for futuristic wireless networks that can make effi-

cient use of precious energy and spectrum resources. This thesis draws the following

conclusions:

� Firstly, we have studied the EH-based overlay CR-WBAN, where both the

primary (medical sensors) and secondary (motion sensors) communications

are realized on the human body through a cooperative spectrum sharing tech-

nique. We employed two EH-based spectrum sharing cooperation protocols,

called TSC and PSC protocols for the considered network, and analyzed their

performance in terms of OP, throughput and energy efficiency over the per-

tinent log-normally distributed fading channels. Our results reveal that the

PSC protocol notably outperforms the TSC protocol and thereby explores

more spectrum sharing opportunities in the proposed CR-WBAN. Further-

more, the impact of key parameters are highlighted to provide useful insights

into the practical design of spectral and energy-efficient WBANs for smart

healthcare applications.

� Then, we examined the performance of an EH-OCNOMA system over the

Nakagami-m fading channel, wherein an energy-constrained ST node has been
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assumed to cooperate with the primary signal transmission while simultane-

ously transmitting its own information using the NOMA principle. For this,

we proposed two CSS schemes based on IR protocol using the AF and DF

relaying strategies, viz., CSS-IAF and CSS-IDF, and compared their perfor-

mance with the conventional FR-based AF and DF relaying schemes, DLT

scheme, and OMA scheme. The proposed schemes have significantly improved

the performance of both primary and secondary networks over the baseline

schemes, as the proposed schemes efficiently utilize the available spectrum re-

sources to improve the system performance. Further, to get more insight, we

examined the system throughput and EE for the considered EH-OCNOMA

system. Above all, a comparison with FR-based schemes reveals that the pro-

posed schemes can support relatively higher data rates till the occurrence of

the RCC effect. Further, the CSS-IDF scheme illustrates comparatively better

performance than its CSS-IAF counterpart. Additionally, the performance of

secondary network is significantly improved for the CSS-IDF scheme.

� Next, different from the above discussed works, we examined a SWIPT enabled

IoT-based overlay CNOMA-CDRT system that improves spectrum utilization

and EE . We evaluated the performance of the proposed system in terms of

OP, system throughput and EE by deriving the analytical expressions, which

are calculated over Nakagami-m fading for both the pSIC and the ipSIC cases.

Moreover, we proposed an iterative algorithm to minimize a user’s OP over an

optimal TS factor to further improve the performance of the proposed system.

� Lastly, we explored the deep learning approach along with model- based ap-

proach to evaluate the performances of an EH-based CDRT-NOMA system.

We evaluated the performance of the proposed system in terms of OP, EC/ESC,

system throughput, and EE for both the pSIC and ipSIC cases. The proposed

EH-based CDRT-NOMA system achieved notable performance improvement

in terms of OP/ESC as compared to OMA equivalent. Asymptotic OP ex-

pressions are also examined to provide insights into the achievable diversity

order.
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6.2 Future Works

With emerging wireless communication, numerous open problems could be addressed

in future research related to the topics of this thesis, which can be briefly outlined

as follows:

� The sensors in CR-WBAN function round the clock, collecting body vitals

and transferring these through appropriate communication protocols to the

back end cloud. There are two major resource throttling points in this sce-

nario: 1) the sensors are extremely resource constrained devices and a major

part of their energy is expended in transmitted signals round the clock; 2) the

back end cloud comprises mobile devices such as personal digital assistants

(PDAs), smart-phones, smart-watches, etc. Such devices are not geared to

handle streaming data that arrive continuously from various sensors. To ad-

dress these issues, one can propose learning algorithms specialized to effectively

function in the resource constrained environs of a body sensor. Specifically,

one can plan to implement an anomaly detection algorithm that will, at the

site of sensor nodes, assess a body parameter and identify it to be an anomaly

or not. Only a parameter identified as an anomaly will be transmitted beyond

the sensor to the back end cloud. Non-anomalous signals indicating a normal

body parameter will be discarded. Such a system is expected to significantly

reduce the transmission energy expended at each sensor node and positively

complement the EH endeavours of the work.

� It would be intriguing to execute the EH-OCNOMA system performance anal-

ysis while deploying the PT with multiple antennas and considering the spatial

correlation among the communication links. Further, considering various non-

linear electronic devices in the energy harvester circuitry, one can study a

non-linear EH model for OCNOMA system. Nevertheless, our presented re-

sults will serve as a benchmark of the EH-OCNOMA system performance and

provide useful guidelines for the design of 5G and beyond wireless networks.

� Moreover, with the advancement of deep learning algorithms and open-source

artificial intelligence (AI)/machine learning (ML) tools, the use of AI/ML in

wireless networks with wireless caching, is gaining increased attention. Thus,
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the development of novel ML-assisted resource management algorithms can

serve as the main focus of future research to handle the issues posed by multi-

dimensional and expansive search spaces.

113





APPENDIX A

DERIVATION OF (2.29)

Using (2.7), the CDF Fγpsq(x) = Pr[γpsq < x] is evaluated, for x < ζ
1−ζ , as

Fγpsq(x) = Pr

[
γps <

x(1 + ζβ2|hsq|2)
β1(ζ − (1− ζ)x)|hsq|2

]
≜ ϕ(x), (A.1)

and otherwise, for x ≥ ζ
1−ζ , it is unity. We can further evaluate

ϕ(x) =

∫ ∞

0

Fγps

(
x(1 + ζβ2y)

β1(ζ − (1− ζ)x)y

)
f|hsq |2(y)dy. (A.2)

On inserting the CDF of γps using (2.21) and the PDF of |hsq|2 from (2.20) into

(A.2), we get the result as presented in (2.29).
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APPENDIX B

DERIVATION OF (2.33)

The CDF Fγpsr(x) is expressed using (2.31) as

Fγpsr(x) = Pr

[
γps <

x(1 + ζβ1|hsr|2)
(1− ζ)β2|hsr|2

]
, (B.1)

which can be evaluated as

Fγpsr(x) =

∫ ∞

0

Fγps

(
x(1 + ζβ1y)

(1− ζ)β2y

)
f|hsr|2(y)dy. (B.2)

On invoking the CDF of γps using (2.21) and the PDF of |hsr|2 from (2.20) into

(B.2), we get the result as presented in (2.33).
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APPENDIX C

DERIVATIONS OF (3.28)

Referring to (3.7), the CDF FγAF
psq

(x) =Pr
[
γAF
psq < x

]
can be expressed as

FγAF
psq

(x) =Pr

[
ζγpsβ|hsq|2

(1− ζ)γpsβ|hsq|2 + ζβ|hsq|2 + 1
< x

]
= Pr

[
γps <

x(1 + ζβ|hsq|2)
θxβ|hsq|2

]
, (C.1)

which can be further evaluated as

FγAF
psq

(x) =

∫ ∞

0

Fγps

(
x(1 + ζβy)

θxβy

)
f|hsq |2(y)dy. (C.2)

With θx > 0, on substituting the PDF f|hsq |2(·) and the CDF Fγps(·) using (3.19)

and (3.20), respectively, and then solving by using the binomial expansion [95, eq.

1.111], we get FγAF
psq

(x) as given in (3.27) with ϕ1(x) as

ϕ1(x) = 1−
mps−1∑
k=0

k∑
j=0

1

k!

(
T0x

θx

)k
e−(

T0xζβ
θx

)
(
msq

Ωsq

)msq (k
j

)
× 1

Γ(msq)
(ζβ)j

∫ ∞

0

y(msq+j−k)−1e
−T0x
θxy

−msq
Ωsq

y
. (C.3)

Finally, by computing the involved integral using [95, eq. 3.471.9], one can reach

the desired result as provided in (3.28).
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DERIVATIONS OF (3.51)

The CDF FγAF
psr

(γs) =Pr
[
γAF
psr < γs

]
can be expressed using (3.9) as

FγAF
psr

(γs) = Pr

[
(1− ζ)γpsβ|hsr|2

ζβ|hsr|2 + ζβγps|hR|2 + 1
< γs

]
= Pr

[
γps <

γs(1 + ζβ|hsr|2)
|hsr|2βT1 − ζβγs|hR|2

]
, (D.1)

which can be further evaluated as

FγAF
psr

(γs) =

∫ ∞

0

(∫ ∞

ζγsz
T1

(∫ γs(1+ζβy)
T1βy−ζβγsz

0

fγps(x)dx

)
f|hsr|2(y)dy

)
f|hR|2(z)dz. (D.2)

Now, by substituting the PDF fγps(x) and then solving the associated integral, (D.2)

can be simplified as

FγAF
psr

(γs)=

∫ ∞

0

(∫ ∞

ζγsz
T1

(
1−

mps−1∑
k=0

(T0γs)
k

k!
e
−
(
T0γs(1+ζβy)
T1y−ζγsz

)
×
(

1 + ζβy

T1y − ζγsz

)k)
f|hsr|2(y)dy

)
f|hR|2(z)dz. (D.3)

Hereby, (D.3) can be represented as FγAF
psr

(γs) = Ψ1(γs)−Ψ2(γs), with Ψ1(γs) given

by

Ψ1(γs) =

∫ ∞

0

(∫ ∞

ζγsz
T1

f|hsr|2(y)dy

)
f|hR|2(z)dz. (D.4)

After inserting the associated PDF expressions of y and z into (D.4) and simplifying

further, one can arrive at (3.50). Next, we focus on the evaluation of Ψ2(γs), which
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APPENDIX D. DERIVATIONS OF (3.51)

can be written while following (D.3) as

Ψ2(γs)=

∫ ∞

0

(∫ ∞

ζγsz
T1

(mps−1∑
k=0

(T0γs)
k

k!
e
−
(
T0γs(1+ζβy)
T1y−ζγsz

)
×
(

1 + ζβy

T1y − ζγsz

)k)
f|hsr|2(y)dy

)
f|hR|2(z)dz. (D.5)

Now, invoking the PDF expression f|hsr|2(y) along with a substitution T1y−ζγsz = t,

Ψ2(γs) can be re-expressed as

Ψ2(γs)=

∫ ∞

0

(
M
∫ ∞

0

tm−ke
−T0γs(ζ

2βγsz+T1)
T1t

− msr
ΩsrT1

t
dt

)
zj+msr−1−me−T2ζzf|hR|2(z)dz, (D.6)

where

M =

mps−1∑
k=0

k∑
j=0

j+msr−1∑
m=0

(T0γs)
k

k!

1

Γ(msr)

(
msr

Ωsr

)msr(k
j

)
(ζβ)j

×
(

1

T1

)j+msr(j +msr − 1

m

)(
ζγs
)j+msr−1−m

e
−T0γsζβ

T1 . (D.7)

On computing the inner integral in (D.6) using [95, eq. 3.471.9], and then simplifying

while substituting the PDF expression f|hR|2(z), Ψ2(γs) can be obtained as

Ψ2(γs) = M× 1

Γ(mR)

(
mR

ΩR

)mR ∫ ∞

0

zj+mR+msr−2−m

× e(−T2ζz−
mR
ΩR

z)
2

(
T0γsΩsr(T1 + ζ2βγsz)

msr

)m−k+1
2

×Km−k+1

(
2

√
T0γsmsr(T1 + ζ2βγsz)

ΩsrT 2
1

)
dz. (D.8)

Finally, substituting (T1 + ζ2βγsz) = θ into (D.8), and simplifying further, one can

get the required result as provided in (3.51).
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DERIVATIONS OF (3.53)

Using (3.18), the CDF Fγnocsr
(γs) =Pr

[
γnoc
sr < γs

]
can be expressed as

Fγnocsr
(γs) = Pr

[
βγps|hsr|2 < γs

]
= Pr

[
|hsr|2 <

γs
βγps

]
, (E.1)

which can be further evaluated as

Fγnocsr
(γs) =

∫ ∞

0

F|hsr|2

(
γs
βγps

)
fγps(y)dy. (E.2)

On substituting the corresponding PDF, CDF in (E.2) and simplifying further with

the aid of [95, eq. 3.351.3], one can get the required result as provided in (3.53).
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DERIVATIONS OF (3.59)

From (3.57), the probability term P12 can be expressed as

P12 = Pr

[
|hsr|2 <

γs
βγDL

ps

, |hsr|2 ≥
γs
βγp

]
, (F.1)

which can be further evaluated as

P12 =

∫ ∞

0

(∫ γs
βηpz

γs
βγp

f|hsr|2(y)dy

)
fγDL

ps
(z)dz

=

∫ ∞

0

F|hsr|2

(
γs
βηpz

)
fγDL

ps
(z)dz −

∫ ∞

0

F|hsr|2

(
γs
βγp

)
fγDL

ps
(z)dz. (F.2)

On substituting the corresponding PDF and CDF in (F.2) and simplifying further

with the aid of [95, eq. 3.351.3], one can obtain the desired result as given in (3.59).
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DERIVATIONS OF (4.18)

By substituting (4.6) and (4.7) in (4.15), P t1
out,UE1 can be expressed as

P t1
out,UE1 = 1− Pr

[
ψ2ηp|hp,1|2

ψ1ηp|hp,1|2 + 1
> γR2 ,

ψ1ηp|hp,1|2

λψ2ηp|h1|2 + 1
> γR1

]
. (G.1)

After some algebraic manipulations, (G.1) can be written as

P t1
out,UE1 = 1− Pr

[
|hp,1|2 > U2, |hp,1|2 > Ū1|h1|2 + U1

]
= 1− Pr[|hp,1|2 > max

{
U2, Ū1|h1|2 + U1

}
]

= 1− Pr[|hp,1|2 > U2,U2 > Ū1|h1|2 + U1]︸ ︷︷ ︸
Z0

− Pr[|hp,1|2 > Ū1|h1|2 + U1,U2 ≤ Ū1|h1|2 + U1]︸ ︷︷ ︸
Z1

. (G.2)

Letting |hp,1|2 ≜ X, |h1|2 ≜ Y, Z0 and Z1 can be further evaluated as

Z0 = (1− FX(U2))FY (U0), (G.3)

Z1 =

∫ ∞

U0

(∫ ∞

Ū1y+U1

fX(x)dx

)
fY (y)dy. (G.4)

We can readily evaluate Z0 in (G.3) using (4.2) and [95, eq. 8.352.1] to present the

result in (4.17).

Now, by substituting the PDF fX(x) using (4.1) and then computing the linked
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integral in (G.4), Z1 can be given as

Z1 =

∫ ∞

U0

mp1−1∑
k=0

(Ū1y + U1)k

k!

(
mp1

Ωp1

)k
e
−
(
mp1(Ū1y+U1)

Ωp1

)
fY (y)dy. (G.5)

By applying the binomial expansion [95, eq. 1.111] and solving the involved integral,

one can get the result in (4.18).
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DERIVATIONS OF (4.24)

Using (4.6) and (4.14) in (4.21), P t2
out,UE1 can be expressed as

P t2
out,UE1 = 1− Pr

[
ψ2ηp|hp,1|2

ψ1ηp|hp,1|2 + 1
> γR2 ,

ψ3ηp|hp,1|2

ψrβηp|hp,s|2|hs,1|2 + 1
> γR1

]
. (H.1)

With some algebraic manipulations, one can re-write (H.1) as

P t2
out,UE1 = 1− Pr

[
|hp,1|2 > U2, |hp,1|2 > Û11|hp,s|2|hs,1|2 + Û1)

]
= 1− Pr

[
|hp,1|2 > max

{
U2, Û11|hp,s|2|hs,1|2 + Û1)

}]
. (H.2)

Denoting |hp,1|2 ≜ X, |hp,s|2 ≜ W , and |hs,1|2 ≜ Z, we can evaluate (H.2) as

P t2
out,UE1 = 1− Pr

[
X > U2, U2 > (Û11WZ + Û1)

]
︸ ︷︷ ︸

Z2

− Pr
[
X > (Û11WZ + Û1), U2 ≤ (Û11WZ + Û1)

]
︸ ︷︷ ︸

Z3

. (H.3)

Now, we can evaluate Z2 and Z3 in (H.3) as follows.

Z2 =

∫ ∞

U2

fX(x)dx

∫ ∞

0

fZ(z)FW

(
Ū0
z

)
dz. (H.4)

By substituting respective PDFs and CDF in (H.4) and solving the integral with

the aid of [95, eqs. 3.351.2, 3.471.9], one can reach at (4.23). While, Z3 in (H.3) can
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be re-written as

Z3 = Pr

[
W <

X − Û1
U11Z

, W ≥
(
Ū0
Z

)]

=

∫ ∞

0

∫ ∞

Û1

FW

(
x− Û1
Û11z

)
fX(x)fZ(z)dxdz

+

∫ Û1

0

fX(x)dx−
∫ ∞

0

FW

(
Ū0
z

)
fZ(z)dz. (H.5)

By inserting the corresponding PDFs and CDFs in (H.5), and solving the involved

integrals with the help of [95, eqs. 3.351.1, 3.351.2, 3.471.9], one can arrive at the

result in (4.24).
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DERIVATIONS OF (4.36)

By invoking (4.34) in (4.32) and with some algebraic manipulations, P ipSIC
out,sr can be

expressed as

P ipSIC
out,sr = Pr[W ≤ U2]

+ Pr

[
W > U2, Z1 ≤ min

{
U4
W
,
U5(ψ2βηpWZ2 + 1)

W

}]
= FW (U2) + Pr

[
W > U2, Z1 ≤

U4
W
,Z2 >

Ū5
W

]
︸ ︷︷ ︸

PI

+ Pr

[
W > U2, Z1 ≤ U5ψ2βηpZ2 +

U5
W
,Z2 <

Ū5
W

]
︸ ︷︷ ︸

PII

. (I.1)

Here, FW (U2) can be directly evaluated with the aid of (4.2). Further, PI and

PII can be evaluated as follows.

PI =
∫ ∞

U2

FZ1

(
U4
w

)(
1− FZ2

(
Ū5
w

))
fW (w)dw. (I.2)

By invoking the respective CDFs and PDF in (I.2), and integrating the resultant

with the aid of [95, eq. 3.351.2], one can get the required result.

PII =
∫ ∞

U2

(∫ Ū5
w

0

(∫ U5ψ2βηpz2+
U5
w

0

fZ1(z1)dz1

)
fZ2(z2)dz2

)
fW (w)dw,

=

∫ ∞

U2

(∫ Ū5
w

0

[
1−

msr−1∑
k=0

1

k!

(
msr

Ωsr

)k (
U5ψ2βηpz2 +

U5
w

)k
e−

msr
Ωsr

(
U5ψ2βηpz2+

U5
w

)]
× fZ2(z2)dz2

)
fW (w)dw. (I.3)
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After inserting the associated PDFs and solving the resultant integral with the aid

of binomial expansion [95, eq. 1.111] and [95, eq. 3.351.2], one can get the required

result. On invoking the deduced results from (I.2) and (I.3) in (I.1), we obtain

(4.36).
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DERIVATION OF (5.20)

We can evaluate P out,t2
D1

in (5.19) as

P out,t2
D1

=

∫ ∞

0

(∫ ∞

0

FW (B1xv+B2)fX(x)dx
)
fV (v)dv. (J.1)

By substituting the CDF of W in infinite series form utilizing [95, eq. 8.445] and

[101, eq. 4.35], (J.1) can be expressed as

P out,t2
D1

=

∫ ∞

0

(∫ ∞

0

(
1−

∞∑
l=0

l∑
m=0

K lϕme−K(B1xv + B2)m

l!m!

× e−(B1xv+B2)

)
fX(x)dx

)
fV (v)dv. (J.2)

By substituting the respective PDFs and utilizing the binomial expansion [95, eq.

1.111] and [95, eq. 3.351.1] to solve (J.1) rigourously, one can obtain the result as

given in (5.20).
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DERIVATION OF (5.25)

By substituting (5.7) and (5.24) in (5.22) and with some mathematical re-arrangement,

P out,t2
D2

can be evaluated as

P out,t2
D2

= Pr

[
X <

A5

ρs

]
+ Pr

[
X ≥ A5

ρs
, Y ≤ ∆2

Xρs

]
= 1− 1

λSI

∫ ∞

A5
ρs

e
− ∆2
λID2

ρsx e
− x
λSI dx. (K.1)

Since the integral in (K.1) is intractable, we utilize the Maclaurin series expansion

for the term e
− ∆2
λID2

ρsx to simplify (K.1) as

P out,t2
D2

= 1−
∞∑
l=0

(−1)l

l!

(
∆2

λID2ρs

)l
1

λSI

∫ ∞

A5
ρs

e
− x
λSI

xl
dx. (K.2)

By solving the integral term in (K.2), (5.25) can be obtained.
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