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Abstract

Hand detection has been an active area of research in the past few years due to its

potential use in gesture recognition and human-computer interaction. In spite of the

advancements made in this area, hand detection in static images still remains a chal-

lenge due to the high flexibility and shape variations of the articulated hand. In this

work, we propose a method based on region proposals generated by skin segmentation

and classification on the basis of extracted features. Specifically, the approach involves

converting the RGB image into hybrid HCgCr colour space and then segmenting it

into skin and non-skin regions using K-means clustering. The binary image obtained

is smoothed by using morphological operations. After removing facial regions, we get

region proposals for further processing. Various shape, colour and texture based fea-

tures are extracted from these region proposals. These features include histogram of

oriented gradients (HOG), dense colour histogram (DCH), gist and four-patch local

binary pattern (FPLBP). Finally, features extracted from each region proposal are

fed into a trained SVM classifier which gives a hand or a non-hand label. The dataset

used is a combination of Oxford hand dataset, NUS hand posture I and NUS hand

posture II datasets.
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Chapter 1

Introduction

1.1 Overview

Locating human hands is extremely useful in human-computer interaction (HCI) and

robotics. Hands are present everywhere in our view and we use hands as our pri-

mary channel of interaction with the physical world, for manipulating objects, and

expressing ourselves to other people. This is important in HCI as it provides a way

for the computer to parse the raw visual inputs into a set of semantic information,

making it possible for computers to react to human beings. In the HCI scenarios, the

hand motion can serve for both communicative and manipulative purposes, e.g. sign

language recognition and object manipulation. This not only provides natural and

touch-less interaction experiences, but also makes it more convenient for the disabled

to use and control the electronic devices. As virtual reality and augmented reality

gears and applications are gaining momentum, researches which can improve hand

gesture-based interaction have high importance, for which hand detection is a very

important step. One of the first and crucial step in vision-based gesture recognition

system is the identification of hands in images, called hand segmentation [5]. Image

segmentation is the process of identifying clusters of pixels in images with common

characteristics. The hand segmentation process categorises pixels into hand region
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1.1. Overview

and background. Thus, focusing efforts on the analysis of hands in images and video

data is a worthwhile endeavour as it could benefit many studies that aim to use

hand recognition for gesture understanding, automation, machine-human interface,

etc. Yet surprisingly, relatively little attention has been paid to developing meth-

ods that can robustly extract hands in images or videos. Even the small corpus of

existing work that directly addresses hand detection does so only in relatively con-

strained environments. Despite the previous work in this field, this problem remains

challenging due to the high flexibility and shape variations of the articulated hand.

While generic object detection benchmarks have been very successful over the last

decade, hand detection from a single image is still a challenging task due to the fact

that hand shapes have great appearance variation under different wrist rotations and

articulations of fingers [2, 6]. However, a more thorough look at hands and how they

relate to human cognition reveals that there is even more virtue to analysing hands

than one might assume.

Since the hand is highly flexible, it is quite a challenging task to recognise that in un-

constrained environment. There have been many sensor-based methods to fulfil this

task, in which specialised hardware is used to measure hand motion, e.g. data-gloves

and optical sensors [7]. Although they provide quite accurate measurements, such

systems are expensive. In contrast, vision-based approaches are much cheaper and

can provide non-intrusive and natural interaction experiences. However, the vision-

based approaches have their own challenges. First, the degree of freedom (DOF) of

hand is high, which results in a large space of feasible hand postures. Therefore,

recognising hand postures in such a large space is hard. Also, in contrast to other

articulated objects such as the human body, the hand can rotate freely in 3D space,

and thus suffers from severe self-occlusion in many viewpoints in monocular inputs,

e.g. the fingers occlude each other or they are occluded by the palm. Moreover,

the environment for the HCI applications is usually uncontrolled, e.g. illumination
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1.2. Related works

variation, cluttered background, etc.

1.2 Related works

Hand detection has been studied as part of human layout parsing and gesture recog-

nition for many years. Although several researchers have been trying to address the

problem of detection of hands in an image, a robust algorithm is still elusive. This

is primarily due to the fact that hands are highly deformable and articulated in na-

ture. For several vision tasks such as parsing hand poses, gesture understanding for

robotics, HCI, human layout detection [8], action recognition [9], sign language recog-

nition [10] and human activity analysis [8], hand detection is inevitable.

Hand detection methods can be categorised into three main approaches, viz.

• colour-based methods,

• model-based methods,

• motion-based methods.

Methods based on skin colour build a skin model in a colour space for detecting

hand regions. Mixture of Gaussian [11] is commonly used to model colours of skin

and non-skin regions for hand localisation [12] and hand tracking [13, 14]. Colour-

based methods often require prior knowledge of skin colour, extracted either from

training data or from face detection, to build the skin model. Recently, ego-centric

cameras have become popular. Images captured by such cameras often have a dy-

namic background, which makes hand detection even more difficult. A pixel labelling

approach recently proposed by Li and Kitani [6] has shown to be quite successful in

hand detection in ego-centric videos.

Model-based methods model the appearance of hands using a hand template. They

can be implemented as a Viola-Jones like detector [15], or as a histogram of oriented
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gradients detector [16] built from a large number of images, or learned as an ensem-

ble of edges [17, 18] from a set of 2D projections of a 3D synthetic model. It is also

possible to detect hands from human pictorial structure [19], which may bring more

context information and allow inferring hand position. This is a common practice

for static images, but usually it requires at least the upper body being visible for the

inference of human structure.

Motion-based methods are used for ad-hoc applications, e.g. activity analysis and

gesture recognition. They segment hands from background by motion and appear-

ance cues [20,21]. Hands can usually be tracked easily and it doesn’t require a strong

appearance model in most of the cases. However, motion-based methods are not

suitable for moving cameras which produce images with lots of background motion.

Some of the works on hand detection used external hardware such as depth sen-

sors [22]. But the use of depth sensors might not be feasible in all environments.

Pisharady et al. [23] used a saliency map to detect hands in the image. Mittal

et al. [2] proposed a state-of-the-art hand detection algorithm by fusing three tech-

niques, namely, hand shape detector, context detector and skin-based detector. Their

approach achieves 42.30% average precision on Oxford hand dataset [2]. Ong et al. [24]

proposed a tree classifier to detect and recognise hand pose. Kolsch et al. [25] pro-

posed cascaded hand detector using Haar features. Buehler et al. [10] proposed hand

detection technique using multiple cues. Do et al. [26] proposed a hand detection and

tracking method for fine grained action recognition in videos. The work done in [26]

uses multiple cues for hand detection like the work of Mittal et al. [2] and includes

upper body detection and flow information.

Other hand detection algorithms [27,28] proposed in past used CNN based approach.

Hoang Ngan Le T. et al. [29] proposed to use a multi-scale Faster Region-based

Convolutional Neural Network (FRCNN) along with other cues such as face, steering

wheel and cell-phone to detect hands inside a car for studying driver cell-phone usage.

4



1.3. Organisation of the report

Deng et al. [30], proposed a Convolutional Neural Network (CNN) based approach

to detect hands and estimate rotation. This work proposes a context aware region

proposal algorithm that uses a multi-component Support Vector Machine (SVM).

In this work, a hand detection method based on region proposal generation using skin

segmentation is proposed. Hand detector model is trained using SVM classifier on

shape, colour and texture based features with positive hand images and negative non-

hands images which includes human faces, animals, flowers, etc. The dataset used is

a combination of Oxford hand dataset [2] and NUS hand posture datasets [3, 4].

1.3 Organisation of the report

This chapter has introduced the background, motivation of the thesis and related

work done by researchers in past. The remaining contents of this thesis are organised

as follows:

• Chapter 2: This chapter provides details about proposed approach. Section 2.1

covers the steps involved in training phase. In Section 2.3, detailed description

of testing phase is covered.

• Chapter 3: This chapter includes a detailed description of the databases used

and experimental results. Section 3.2 covers experimental results for both vali-

dation and test experiments. This also includes a brief discussion of the perfor-

mance results.

• Chapter 4: In this chapter, conclusions are made and a discussion on the

possibility of future work is presented.
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Chapter 2

Proposed Methodology For Hand

Detection

In this chapter, a detailed description of proposed hand detection methodology has

been discussed. Figure 2.1 shows the block diagram of the approach used for training

phase, which consists of training SVM classifier on features extracted from hand and

non-hand images of training set. Section 2.1 covers details of the same.

Figure 2.2 shows the block diagram of the approach used in testing phase, which

mainly consists of four processing steps namely, skin segmentation, region proposal,

feature extraction and classification. Section 2.3 elaborates each step involved in test-

ing phase.

Figure 2.1: Block diagram of training phase
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2.1. Training phase

Figure 2.2: Block diagram of testing phase

In the following sections, detailed description of block diagrams is discussed. Sec-

tion 2.1 details the training phase which includes feature extraction and training the

classifier.

2.1 Training phase

For training, around 9000 hand samples, which are considered as positive training

images, are cropped from the annotated training dataset [2] as shown in Figure 2.3.

Around 20000 non-hand images, which constitute negative training images, are cre-

ated by taking random patches from the images which does not include hand region.

Also, some random images like human faces, flowers, animals, buildings, etc. are

added to non-hand image dataset, samples of which are shown in Figure 2.4. So,

in totality, training dataset comprises around 30000 images. To reduce computation

time for feature extraction, these images are down-sampled to 50 x 50 pixels.

Figure 2.3: Samples of positive training images
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2.1. Training phase

Figure 2.4: Samples of negative training images

2.1.1 Feature extraction

After getting positive and negative training images, shape, texture and colour based

features are extracted that carry discriminatory information useful for classification

between hand and non-hand classes. For this purpose, following popular feature

descriptors are explored namely, HOG and GIST (shape descriptors), FPLBP and

LPQ (texture descriptors) and DCH (colour descriptor).

2.1.1.1 Histogram of Oriented Gradients

In the Histogram of Oriented Gradients (HOG) feature descriptor [16], the histograms

of directions of gradients (oriented gradients) are used as features. Gradients (x and y

derivatives) of an image are useful because the magnitude of gradients is large around

edges and corners, which pack in a lot more information about object shape than flat

regions. Implementation of the HOG descriptor algorithm is as follows:

1. Divide the image into small connected regions called cells, and for each cell

compute a histogram of gradient directions or edge orientations for the pixels

within the cell.

2. Discretise each cell into angular bins according to the gradient orientation.

3. Each cell’s pixel contributes weighted gradient to its corresponding angular bin.

4. Groups of adjacent cells are considered as spatial regions called blocks. The

grouping of cells into a block is the basis for grouping and normalisation of

9



2.1. Training phase

histograms.

5. Normalised group of histograms represents the block histogram. The set of

these block histograms represents the descriptor.

Figure 2.5 demonstrates the algorithm implementation scheme:

Figure 2.5: Implementation scheme of HOG descriptor
Image Source: [1]

Computation of the HOG descriptor requires the following basic configuration

parameters:

• Masks to compute derivatives and gradients.

• Geometry of splitting an image into cells and grouping cells into a block.

• Block overlapping.

• Normalisation parameters.

10



2.1. Training phase

In this work, cell size of 7 x 7 and block size of 2 x 2 cells is used while all other

parameters are kept to default values. This gives us a feature vector of length 1296.

2.1.1.2 Local Phase Quantization

The Local Phase Quantization (LPQ) [31] is a blur insensitive texture descriptor,

which uses local phase information extracted using short-time Fourier transform

(STFT) computed in local neighbourhood at each pixel position of the image. The

local frequency could be computed using a short-time Fourier transform on local M

x M neighbourhoods Nx at each pixel position x of the image defined by

F (u, x) =
∑
y∈Nx

f(x− y)e−j2πu
T y (2.1)

The transform is evaluated for all image positions using simply 1-D convolutions

for rows and columns successively. In LPQ, only four complex coefficients are con-

sidered, corresponding to 2-D frequencies u1 = [a, 0]T , u2 = [0, a]T , u3 = [a, a]T , u4 =

[a,−a]T . Let

F c
x = [F (u1, x), F (u2, x), F (u3, x), F (u4, x)] , (2.2)

Fx = [Re{F c
x}, Im{F c

x}]
T (2.3)

The corresponding 8-by-M2 transformation matrix is

W = [Re{wu1, wu2, wu3, wu4}, Im{wu1, wu2, wu3, wu4}]T (2.4)

such that

Fx = Wfx (2.5)

The phase information in the Fourier coefficients is recorded by observing the signs

of the real and imaginary parts of each component in Fx. This is done by using a

11



2.1. Training phase

simple scalar quantiser

qj =


1, gj ≥ 0

0, gj < 0

(2.6)

The resulting eight binary coefficients qj(x) are represented as integer values be-

tween 0-255 using binary coding

fLPQ(x) =
8∑
j=1

qj2
j−1 (2.7)

Figure 2.6 illustrates implementation scheme of LPQ descriptor. In this work, window

size (M) of 3 x 3 is chosen which gives feature vector of length 256.

Figure 2.6: Implementation scheme of LPQ descriptor
Image Source: [32]

2.1.1.3 Dense Colour Histogram

For calculating Dense Colour Histogram (DCH), image is densely divided into a grid

of overlapping local patches, and each patch is represented by a feature vector con-

catenating colour histograms computed around its local region. A colour histogram

in LAB colour space is extracted from each patch. LAB colour histograms are com-

12



2.1. Training phase

puted on multiple downsampled scales and L2 normalised.

In this work, 16-bin colour histograms are computed in each LAB channels, and in

each channel, 3 levels of downsampling are used with scaling factors 0.5, 0.75 and

1, grid step of 10 and patch size of 11 x 11 pixels. This gives us a feature vector of

length 2304.

2.1.1.4 GIST

The Gist descriptor was proposed in [33]. Gist is a model for recognition of real world

scenes. It is based on a low dimensional representation of the scene, termed by the

authors as the spatial envelope. It provides an overview of a scene, thus the name

Gist. In this work, the Gist descriptor is computed by convolving the image with

32 Gabor filters at 4 scales and 8 orientations. This produces 32 feature maps each

with the same size as the input image. Each feature map is then divided into 16

regions by a 4 x 4 grid and the average value for each region is computed. Finally, a

512 element Gist descriptor is obtained by concatenating the 16 averaged values for

each of the 32 feature maps. Thus, Gist provides a rough description of the scene by

summarising the gradient information (scales and orientations) for different parts of

the image. Intuitively, visually similar images will have similar Gist feature vectors.

2.1.1.5 Four-Patch Local Binary Pattern

Wolf et al. [34] proposed a novel patch method based on local binary patterns (LBPs),

comparing four patches to produce a single bit value in the code assigned to the central

pixel. Four-patch local binary pattern (FPLBP) captures more local information than

the typical LBP descriptor. The following equations represent the FPLBP descriptor:

FPLBPR1,R2,ω,Q,α(Cp) =

Q
2
−1∑
i=0

F
(
di − di+Q

2

)
2i (2.8)

13



2.1. Training phase

di = D(Pc1,iPc2,(i+α)modQ) (2.9)

di+Q
2

= D
(
Pc1,i+Q

2
Pc2,(i+Q

2
+α)modQ

)
(2.10)

where Cp is the central pixel. Cp1,i and Cp2,i represent the central pixel of a w × w

patch located in the inner and outer circles, respectively. D(:, :) and F (x) is distance

and similarity measure functions, respectively.

In this work, the FPLBP descriptor is computed with parameters Q = 8, w = 3 and

α = 1 giving a feature vector of length 192.

2.1.2 Training the classifier

Support vector machine (SVM) [35] is one of the most powerful classification meth-

ods that is based on statistical learning theory. This supervised learning algorithm

in many cases gives high prediction accuracy than well established classification al-

gorithms such as neural networks [36].

2.1.2.1 Support vector machine

Support vector machine is a supervised learning method. The core idea is to map

the nonlinear input vector to a high dimensional feature space and construct the

optimal hyperplane, as shown in Figure 2.7. In the case of linearly separable data,

the hyperplane is given by Eq. 2.11

w · x+ b = 0 (2.11)

where “.” means the dot product of vectors, w is a vector and b is a scalar.

In the case of the linearly non-separable data, hyperplane (2.11) is unable to sep-

arate two classes. It can be mapped to a higher dimensional space by using nonlinear

mapping function, as shown in Figure 2.8. Mapping function φ(x) is reflected in

the form of kernel function K(xi, xj). The following hyperplane is obtained after

14



2.1. Training phase

Figure 2.7: Maximum margin optimal hyperplane separating two classes.
Image Source: [37]

transformation:

W∗φ(x) + b = 0 (2.12)

Figure 2.9 shows the effect of kernel transformation i.e the data which is not

linearly separable in input space becomes separable in feature space. By using kernel

function, the computation of separating hyperplane can be done without carrying out

the mapping into feature space explicitly.

In addition to the linear case, there are three basic forms of the kernel function:

polynomial : K(xi, xj) = (γxTi xj + r)d, γ > 0. (2.13)

RBF : K(xi, xj) = exp(−γ‖xi − xj‖2), γ > 0. (2.14)

sigmoid : K(xi, xj) = tanh(γxTi xj + r). (2.15)

where γ, r and d are all parameters.

In this work, binary SVM classifier is used for classification in hand/non-hand classes.
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2.1. Training phase

Figure 2.8: Illustration of the mapping φ
Image Source: [38]

Figure 2.9: Kernel transformation. (a) data not linearly separable in input space.
(b) data only separable by non linear surface. (c) data linear separable in

kernel-mapped feature space.
Image Source: [39]
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2.2. Validation phase

SVM model of polynomial kernel of order 3 is trained after features are extracted on

training image dataset.

2.2 Validation phase

For validation phase, images have been collected in the same way as the training

images but from the validation dataset [2]. In this step, various features and classifier

models are explored and best among them is deployed for testing phase. Details of

validation phase is covered in section 3.2.

2.3 Testing phase

There can be lots of hands in a single image and not all of them would be of the same

size. Also, different images could have different number of hands at different scales.

If we searched for a hand using a sliding window approach [2] at multiple scales, it

would give us more than 100000 proposals and we would have to check each of these

proposal separately and identify it as a hand or non-hand. This greatly increases the

computation time. So instead of using sliding window approach, a region proposal

based method is used in this work, which gives significantly less number of proposals.

After getting the region proposals, features (HOG, GIST, FPLBP and DCH) of these

proposals are extracted and fed into trained classifier model for a hand or non-hand

label. Following sections give detailed description of all steps involved in testing

phase, as shown in block diagram Figure 2.10. Figure 2.11 shows a sample from test

dataset [2] for illustration purpose.

2.3.1 Gray world algorithm

The Gray world algorithm was proposed by Buchsbaum [40]. It estimates the illumi-

nant by assuming that a certain spatial spectral average exists for total visual field.
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Figure 2.10: Detailed block diagram of testing phase

Figure 2.11: Sample image from test dataset
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2.3. Testing phase

Mathematically, the gray world assumption can be expressed as a scaling of the three

colour channels with reference to the gray value in order to achieve an average of gray

across the entire image. Initially the gray value, y, was calculated using Equation

2.16 . Using this gray value, the scaling factors of the red, green and blue channels

were calculated using Equation 2.17 and 2.18 respectively.

y =
rm + gm + bm

3
, (2.16)

where

rm =
Σn
i=1ri
n

, gm =
Σn
i=1gi
n

, bm =
Σn
i=1bi
n

(2.17)

and n is the total number of pixels in the image. The scaling factors are defined as

αR =
y

rm
, αG =

y

gm
, αB =

y

bm
(2.18)

2.3.2 Skin segmentation

The major goal of skin segmentation is to discriminate between skin and non-skin

pixels. This is usually accomplished by introducing a metric, which measures dis-

tances of pixel colour to skin tone. Skin colour has been proven to be a useful and

robust cue for hand detection [2,41]. Numerous techniques for skin colour modelling

and recognition have been proposed in the past years [42–46]. Colour allows fast pro-

cessing and is highly robust to geometric variations of the skin pattern. The studies

suggest that human skin has a characteristic colour, which is easily recognised by

humans. So employing skin segmentation proved to be an important step for hand

detection. One of the major questions in using skin colour in skin detection is how

to choose a suitable colour space. A rapid survey of common colour spaces is given

in following sections.
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2.3.2.1 RGB colour space

RGB is a colour space originated from CRT display applications (or similar applica-

tions), when it is convenient to describe colour as a combination of three coloured rays

(red, green and blue). It is one of the most widely used colour spaces for processing

and storing of digital image data. However, high correlation between channels, sig-

nificant perceptual non-uniformity, mixing of chrominance and luminance data make

RGB not a very favourable choice for colour analysis and colour based recognition

algorithms [47].

2.3.2.2 Normalised RGB colour space

Normalised RGB is a representation that is easily obtained from the RGB values by

a simple normalisation procedure:

r =
R

R +G+B
(2.19)

g =
G

R +G+B
(2.20)

b =
B

R +G+B
(2.21)

As the sum of the three normalised components is known (r + g + b = 1), the third

component does not hold any significant information and can be omitted, reducing the

space dimensionality. The remaining components are often called “pure colours”, for

the dependence of r and g on the brightness of the source RGB colour is diminished

by the normalisation. A remarkable property of this representation is for matte

surfaces: while ignoring ambient light, normalised RGB is invariant (under certain

assumptions) to changes of surface orientation relatively to the light source. This,

together with the simplicity of the transformation, helped this colour space to gain

popularity among researchers [48, 49].
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2.3.2.3 HSV colour space

Hue-saturation based colour spaces are introduced when there is a need for the user

to specify colour properties numerically. They describe colour with intuitive values,

based on the artists idea of tint, saturation and tone. Hue defines the dominant

colour (such as red, green, purple and yellow) of an area, saturation measures the

colourfulness of an area in proportion to its brightness [8]. The intensity, lightness or

value is related to the colour luminance as shown in Figure 2.12. The intuitiveness

of the colour space components and explicit discrimination between luminance and

chrominance properties made this colour space popular in the works on skin segmen-

tation. However, there are several undesirable features of this colour space, including

hue discontinuities and the computation of brightness, which conflicts badly with the

properties of colour vision.

H = arccos
1/2[(R−G) + (R−B)]√

(R−G)2 + (R−B)(G−B)
(2.22)

S = 1− 3
(R,G,B)

R +G+B
(2.23)

V =
R +G+B

3
(2.24)

An alternative way of Hue-Saturation computation using log opponent values was

introducing additional logarithmic transformation of RGB values aimed to reduce the

dependence of chrominance on the illumination level. The polar coordinate system of

Hue-Saturation space, resulting in cyclic nature of the colour space makes it incon-

venient for parametric skin colour models that need tight cluster of skin colours for

best performance. Here, different representations of Hue-Saturation using Cartesian

coordinates can be used [47]:

X = ScosH;Y = SsinH (2.25)
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2.3. Testing phase

Figure 2.12: HSV colour space
Image Source: [50]

2.3.2.4 YCbCr colour space

YCbCr is an encoded nonlinear RGB signal, commonly used by European television

studios and for image compression work. Colour is represented by luma (which is

luminance, computed from nonlinear RGB [51]), constructed as a weighted sum of

the RGB values, and two colour difference values Cr and Cb that are formed by

subtracting luma from the red and blue components in RGB [52] as shown in Figure

2.13. The simplicity of the transformation and explicit separation of luminance and

chrominance components makes this colour space attractive for skin colour modelling.

Y = 0.299R + 0.587G+ 0.114B (2.26)

Cr = R− Y (2.27)

Cb = B − Y (2.28)
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Figure 2.13: YCbCr colour space
Image Source: [53]

2.3.2.5 YCgCr colour space

This new colour space, proposed by JJ De Dios et al. [54], was developed for face

detection. This novel colour space, YCgCr, uses the smallest colour difference (G-

Y) instead of (B-Y). It is defined exclusively for skin analysis applications, mainly

for face segmentation. Expressed in matrix form, RGB components can be easily

transformed to YCgCr components:


Y

Cg

Cr

 =


16

128

128

+


65.481 128.553 24.966

−81.085 112 −30.915

112 −93.768 −18.214



R

G

B

 (2.29)

In this work, a hybrid colour space is created by combining two colour spaces HSV

(Hue, Saturation, Value) and YCgCr (luminance, chrominance in green, chrominance

in red). The H, Cg and Cr components are used to form a hybrid HCgCr colour

space as shown in Figure 2.14. Exclusion of the luminance components (V and Y)

makes this skin detection method less susceptible to illumination variation. Figure

2.15 shows the sample image in HCgCr colour space.
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Figure 2.14: Creation of HCgCr colour space

Figure 2.15: Image in HCgCr colour space
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2.3. Testing phase

After image is converted in HCgCr space, next step is to segment the image into

skin and non-skin regions. The segmentation step uses K-means clustering algorithm

[55].

2.3.2.6 K-means clustering

K-means clustering is an unsupervised learning algorithm. The flow path of this

clustering algorithm is as follows [56]:

1. Determine the number of clusters K.

2. Determine the value of the centroids.

In determining the centroid value for the initial iteration, the initial value of the

centroid is randomised or heuristically chosen. Meanwhile, in determining the value

of the centroid, which is at the stage of iteration, the formula used is as follows:

Vı =
1

Ni

∑Ni

k=0
Xkj, (2.30)

where:

• i, k is the index of the cluster.

• j is the index of the variable.

• vij is the centroid of the ith cluster for the j variable.

• Ni is the amount of data that belongs to the ith cluster.

• Xkj is the value of the kth data present in the cluster for the jth variable.

1. Initialise k clusters centroids.
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2. Calculate the distance between the centroid point ci with each sample point xi.

In this work, cityblock distance has been used which is given by Equation 2.31.

dcityblock(u, v) =
N∑
i=1

|xi − ci| (2.31)

3. Sample point is assigned to that cluster which has shortest distance between

sample point and cluster centroid.

4. Iterate through steps 2 and 3 until the centroid value is fixed and the cluster

members do not move to another cluster.

Figure 2.16 shows the output of skin segmentation process. Since the output

image has some noise, morphological operations (dilation and erosion) are applied to

obtain a smooth, closed, and clean image as shown in Figure 2.17. These are referred

to as initial region proposals, as shown in block diagram 2.10. These proposals also

include faces which should be removed to reduce unnecessary proposals. This is done

with the help of face detection algorithm.

2.3.3 Region proposals

Region proposal methodology identifies prospective objects in an image using seg-

mentation. After getting initial region proposals, these are refined by removing face

regions using Viola-Jones face detection algorithm.

2.3.3.1 Viola-Jones face detection algorithm

The Viola-Jones object detection framework [15] can be used for detecting objects in

real time but it is mainly applied to face detection application. The detection rate of

this framework is quiet high which makes the algorithm robust and it also processes

the images quickly. Four main steps followed in this algorithm are:

26



2.3. Testing phase

Figure 2.16: Skin Segmentation

Figure 2.17: Morphologically smoothed image
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1. Haar-like features [57] are used for the feature extraction.

2. An integral image is formed by computing the rectangles adjacent to the rect-

angle present at (x,y) into a single image representation which helps in speeding

the algorithm.

3. Adaboost learning algorithm is used to build the classifier to be trained.

4. The final method is cascade classifier which can efficiently combine many fea-

tures.

Once the strong classifiers are cascaded, the face regions can be detected. These

face regions are removed from initial region proposals to get final region proposals as

shown in Figure 2.18.

Figure 2.18: Final region proposals

Figure 2.19 shows region proposals on sample RGB image. As can be seen from

figure, region proposals mostly include skin regions. Some skin-like regions are also

considered as proposals.

After we get final region proposals, HOG, GIST, FPLBP, and DCH features are

extracted from each proposals and fed into trained classifier model for a hand/non-

hand label. Figure 2.20 shows output of the proposed approach on sample image.
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Figure 2.19: Region proposals shown in sample image

Figure 2.20: Detected hand in sample image
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Chapter 3

Dataset, Experiments And

Discussion

3.1 Dataset and evaluation measure

In order to evaluate the performance of the proposed method, Oxford hand dataset

and NUS hand posture datasets are used in this work.

3.1.1 Oxford hand dataset

Oxford hand dataset [2] is a comprehensive dataset of hand images collected from

various public image data set sources as shown in Figure 3.1.

The images have no restriction imposed on the pose, visibility of people, or on the

environment. In each image, all the hands that can be perceived clearly by humans

are annotated. The annotations consist of a bounding rectangle, which does not have

to be axis aligned and oriented with respect to the wrist. There are total of 13050

annotated hand instances. Examples are shown in Figure 3.2.
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3.1. Dataset and evaluation measure

Figure 3.1: Statistics of the hand dataset
Image Source: [2].

Figure 3.2: Sample images from the hand dataset with bounding box annotations
overlaid

Image Source: [2].

32



3.1. Dataset and evaluation measure

3.1.2 NUS hand posture dataset I

The NUS hand posture dataset I [3] is a very small database of colour images (gray

scale images are also provided) where the images are captured using uniform back-

ground colour. There are ten hand pose classes and 24 samples per class. The image

size is 160 x 120. The hand poses in the NUS hand posture dataset I are illustrated

in Figure 3.3.

Figure 3.3: Sample images from NUS I dataset
Image Source: [3].

3.1.3 NUS hand posture dataset II

The NUS hand posture dataset II [4] contains ten hand pose classes. These classes

are similar but not the same as in the NUS hand posture dataset I mentioned above.

The images are captured in varying environments by 40 subjects of different ethnic

backgrounds and ages. In total, there are 2000 hand images and 2000 background

images. The image size is 160 x 120. The hand poses in the NUS hand posture

dataset II are illustrated in Figure 3.4.

Evaluation measure The performance is evaluated using average precision (AP)

(the area under the Precision Recall curve). As used in PASCAL VOC [58], a hand

detection is considered true or false according to its overlap with the ground-truth

bounding box. A box is positive if the overlap score is more than 0.5, where the
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Figure 3.4: Sample images from NUS II dataset
Image Source: [4].

overlap score (O) between two boxes is defined by Equation 3.1:

O =
area(Bg ∩Bd)

area(Bg ∪Bd)
, (3.1)

where Bg is the ground-truth bounding box and Bd is the detected bounding box.

3.2 Experiments

The performance of the proposed approach is evaluated on the publicly available

database, namely Oxford hand dataset [2] and is detailed in the following sections.

3.2.1 Validation experiments

Validation experiments have been carried out to select best features and classifier

model suitable for hand detection task. For this purpose, validation images have

been collected the same way as the training images but from the validation dataset.

Validation dataset comprises total 5411 images, out of which 3207 are hand images

and 2204 are non-hand images. The performance is evaluated using average precision

(AP) (the area under the Precision Recall curve).

As can be seen from Table 3.1, SVM classifier trained on DCH, HOG, GIST and
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3.2. Experiments

FPLBP features yields higher average precision on validation dataset and hence is

used in this thesis.

Table 3.1: Performance of SVM and LDA classifier for various features on validation
dataset

Features
SVM LDA

Recall (%) Precision (%) AP (%) Acc(%) Recall (%) Precision (%) AP (%) Acc(%)
DCH 91.80 99.53 98.57 94.46 87.28 86.68 92.37 84.62
HOG 91.95 98.78 98.14 81.09 94.16 89.74 90.60 81.51
GIST 98.97 93.38 98.40 95.23 86.81 88.71 93.86 85.32

FPLBP 83.48 93.17 90.27 85.03 72.71 83.10 81.37 71.50
LPQ 70.41 47.27 70.66 56.97 77.88 70.37 84.38 70.59

Figures 3.5 and 3.6 shows Precision Recall curve comparing various features used

in training SVM and LDA classifiers respectively on validation dataset.

Figure 3.5: PR curve comparing various features using SVM classifier on
validation dataset
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3.2. Experiments

Figure 3.6: PR curve comparing various features using LDA classifier on validation
dataset

3.2.2 Test experiments

Evaluation of the proposed work is done on widely used Oxford hand dataset [2]

consisting of 436 images. The images are processed as mentioned in Section 2.3.

The performance is evaluated using average precision (AP) as used in PASCAL VOC

challenge.

3.2.3 Comparative analysis

For a comparison of performance, we have compared the performance of proposed

approach with the one proposed by Mittal et al. [2], Roy K. et al. [41], Deng et

al. [30] along with RCNN [59] and FRCNN [60] based hand detection method on

Oxford hand dataset. Table 3.2 shows this comparison with the results reported in

their published works.
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3.3. Discussion

Table 3.2: Performance comparison with existing approaches

Approach Avg. Precision (%) Avg. Execution Time (in secs)
Mittal et al. [2] 42.30 120.0
Denge et al. [30] 58.10 8.0
Roy K et al. [41] 49.51 -
RCNN [59] 31.23 9.0
FRCNN [60] 14.22 0.08
Proposed work 30.58 7.0

3.3 Discussion

Hand detection is a formidably challenging problem due to cluttered backdrops. The

performance of the proposed hand detection algorithm is demonstrated on the pub-

licly available images of Oxford hand dataset. In this thesis, we have explored the

performance of region proposal and feature-based method for hand detection.

We have compared performance of two classifiers namely, SVM and LDA, for various

features and subsequently selected only those features which gave high average preci-

sion on validation dataset. Hence, HOG, DCH, GIST and FPLBP features were used

for training the SVM classifier model.

We have compared the performance (in terms of average precision) of the proposed

approach with some of the existing works. The execution time in processing a single

image in testing phase is also reported using MATLAB R2017a, on a system with

Intel Core i3 CPU clocking at 1700 MHz with 4 GB RAM. As demonstrated in Table

3.2, we observed a substantial improvement over FRCNN method [60] since perfor-

mance of this method is degraded when objects to be detected are small in size.

The proposed work has comparable performance with RCNN method [59] in terms

of average precision but performs better in terms of execution time. Our method

have average execution time of 7 seconds per image, as compared to 120 seconds per

image needed by Mittal et al. [2] method. This reduction in execution time is due
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to the use of region proposal method based on skin segmentation rather than sliding

window approach used in [2]. The proposed approach is weaker than state-of-the-

art methods which uses CNN-based architecture [30, 41]. The reason for this is we

chose to explore feature-based technique rather than using deep networks which are

computationally intensive and require large amount of data to prevent overfitting.

Furthermore, analysing as well as visualising features in an intuitive fashion is still a

topic of research in deep networks. Hyper-parameters tuning and network architec-

ture design are also quite challenging. Because of all these reasons, we attempted to

use region proposal and feature-based method which gave reasonable performance as

compared to works done by [2, 59,60].

The proposed algorithm failed to detect hands in the presence of shadows, severe oc-

clusions and illumination conditions. Also, in some cases, other skin-like regions are

confused with hands giving false positives due to which average precision is reduced.
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Chapter 4

Conclusion And Future Work

4.1 Conclusion

This work is an attempt to contribute towards the solution of hand detection problem.

The proposed method is based on region proposals generated by skin segmentation.

This is followed by the extraction of local texture, shape and colour based descriptors,

which are then fed into trained classifier model for hand detection.

The performance of the proposed approach is evaluated on publicly available hand

dataset, namely Oxford hand dataset. This dataset contains 13050 images annotated

with bounding box around hand region that are collected from various public image

datasets. The dataset is considered to be diverse as there is no restriction imposed on

the pose or visibility of people and background environment. This dataset has much

cluttered background, more viewpoint variations and articulated shape changes. Both

validation and test experiments are performed and results are presented using average

precision (AP) and intersection over union metric. It is found that performance of the

proposed approach on Oxford hand dataset achieves an average precision of 30.58%

with average execution time of 7 seconds per image.
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4.2 Future work

The proposed method is only based on single pixel colour information without using

any texture information, hence other features such as texture features can be explored

in the future, which in turn will be helpful to build more accurate region proposals.

When the background colour is very close to the hand colour, it is still a challenging

situation to classify even using the best solution with multiple colour spaces. Also,

the colour information can be extracted at super-pixel level rather than from single

pixel. The robustness of the algorithm to poor illumination, shadows, blur etc. can

also be improved.

In addition to this, performance of the detector can be improved by retraining the

SVM model using the hard negatives generated after the testing phase instead of just

the training phase. Execution time can be further reduced such that hand detection

can be done in real-time.
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