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Abstract

Two of the most enigmatic eras in the universe’s history are the Cosmic Dawn and Epoch of Reionization
(CD-EoR). We can learn more about the early luminous sources and astrophysical processes in the
Intergalactic Medium (IGM) at those times by analyzing the changes in the distribution of neutral
and ionized hydrogen during these epochs. Utilizing the topological and morphological evolution
of the redshifted 21-cm signal originating from the neutral hydrogen distribution throughout various
CD-EoR stages, we examine these changes. The evolution of the largest ionized region (LIR) during
these stages is examined using the Largest Cluster Statistics (LCS). We show that LCS is a reliable
statistic that can distinguish between inside-out and outside-in reionization models by comparing
their corresponding percolation transition period, the cosmic period during which the majority of
the individual ionized regions become connected and form a single, infinitely long ionized region.
We also use Shapefinders to examine the shape and morphology of ionized regions under various
reionization models as a complement to the percolation analysis. In all the models, we observe that
the largest ionized region’s volume abruptly increases in length during percolation, but its thickness
and breadth essentially hold constant. We scale down the simulated 21-cm maps to a lower resolution
to be consistent with the upcoming SKA1-Low. The scaled-down Hi 21-cm maps from EoR are then
contaminated with simulated Gaussian noise with varying RMS values to match the upcoming square
Kilometer Array (SKA) in its low frequency regime observations, specifically the SKA1-Low. Then,
the maps were combined with a 3D Gaussian kernel with a range of length scales to simulate the
impact of the telescope beam, and the images were examined with LCS. Further research was done
to determine how the array synthesized beam impacts the 21-cm signal’s LCS analysis, particularly
in light of upcoming SKA1-Low observations. We used an accurate OSKAR simulation based on
the 21cmE2E-pipeline to achieve this. According to our research, the array beam introduces bias into
the LCS estimation of synthetic observations, which causes the apparent percolation transition point
to shift toward the later stages of reionization. Interpreting any 21-cm signal images from telescopes
like the SKA requires careful consideration of the impact of the telescope’s synthesized beam and
lower resolution. In order to better deconvolve the array synthesized beam from the 21-cm images and
obtain a more accurate estimate of LCS, we suggest using denser 𝑢𝑣-coverage at longer baselines.
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Chapter 1

Introduction

Figure 1.1: Earth, 1.44 billion km away in this image, appears as a blue dot
at centre right. (Image: International Cassini Spacecraft )

“Look again at that dot. That’s here. That’s home. That’s us. On it
everyone you love, everyone you know, everyone you ever heard of, every
human being who ever was, lived out their lives. The aggregate of our joy
and suffering, thousands of confident religions, ideologies, and economic
doctrines, every hunter and forager, every hero and coward, every creator and
destroyer of civilization, every king and peasant, every young couple in love,
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every mother and father, hopeful child, inventor and explorer, every teacher of
morals, every corrupt politician, every “superstar”, every “supreme leader”,
every saint and sinner in the history of our species lived there–on a mote of
dust suspended in a sunbeam.

The Earth is a very small stage in a vast cosmic arena. Think of the
rivers of blood spilled by all those generals and emperors so that, in glory
and triumph, they could become the momentary masters of a fraction of a
dot. Think of the endless cruelties visited by the inhabitants of one corner of
this pixel on the scarcely distinguishable inhabitants of some other corner,
how frequent their misunderstandings, how eager they are to kill one another,
how fervent their hatreds.

Our posturings, our imagined self-importance, the delusion that we have
some privileged position in the Universe, are challenged by this point of pale
light. Our planet is a lonely speck in the great enveloping cosmic dark. In
our obscurity, in all this vastness, there is no hint that help will come from
elsewhere to save us from ourselves.

The Earth is the only world known so far to harbor life. There is nowhere
else, at least in the near future, to which our species could migrate. Visit,
yes. Settle, not yet. Like it or not, for the moment the Earth is where we
make our stand.

It has been said that astronomy is a humbling and character-building
experience. There is perhaps no better demonstration of the folly of human
conceits than this distant image of our tiny world. To me, it underscores
our responsibility to deal more kindly with one another, and to preserve and
cherish the pale blue dot, the only home we’ve ever known.”

— Carl Sagan [Sagan, 1997]

Cosmology is an empirical science that tells us the tale of our genesis.
It is a branch of Astronomy that encompasses the origin and evolution of
the entire universe and gives an outlook to the large scale properties of the
universe.

2



1.1 Our Universe’s timeline

The best model so far, we have about our universe’s origin is called the Big
Bang model of the universe. Crucially, the model is consistent with the
Hubble–Lemaître rule, which states that the further a galaxy is from Earth,
the quicker it moves away. The idea predicts an increasingly condensed
universe preceded by a singularity in which space and time lose meaning
when the universe is extrapolated backwards in time using existing physics
equations from Einstein’s General Relativity and The standard model of
particle physics. The Big Bang singularity was roughly 13.8 billion years
ago, according to detailed calculations of the universe’s expansion rate, and
is consequently considered the universe’s birth [Ryden, 2003].

Right after the big bang, it is theorised that the size of the universe
expanded by more than 60 “e-folds”, or a factor of 1026 in 10−30 seconds. For
the next 18,000 years, the universe was a hot, uniform ‘soup’ of subatomic
particles and photons. The cosmos was filled with a sea of plasma - charged
particles – that formed a thick, virtually uniform fluid instead of stars and
galaxies. There were very small density fluctuations of the order of 10−5.
As the temperature was too high, the particles could not stick together,
rather they started bouncing off of each other. Waves of pressure – sound –
travelled through the plasma as the gravitational pull and the repelling force
alternated. As the cosmos cooled with time, particles merged to form neutral
atoms. Though the bouncing and the oscillations stopped, their imprints,
are still visible throughout the universe. These oscillations are known as the
Baryon Acoustic Oscillation [Guth, 1997].

As universe cooled down for further 400,000 years, decoupling of matter
and radiation started to happen and radiation started leaking out all around
the universe in all directions uniformly. It is called the Cosmic Microwave
Background (CMB) and this point in time is also called the epoch of
last scattering. Very tiny fluctuations in matter density can be found in
this primordial, uniform, smooth and featureless ideal blackbody radiation
[Loeb, 2010].

As time progressed and universe started to cool down and expanded,
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baryons started recombining and the very first element in the universe,
hydrogen was formed. Radiation finally decoupled from matter and this
recombination of matter led to the start of structure formation with the help
of collapsing cold dark matter halos. This epoch is called the Dark Ages
[Loeb, 2010].

About 375,000 years after the Dark Ages the first stars and galaxies
started to form in the universe. The tiny density fluctuations that were there,
started to grow in volume. Huge amount of gas coalesced with the help of
gravitational pull and led to the formation of the first stars and galaxies. This
epoch is called the Cosmic Dawn [Loeb and Furlanetto, 2013].

The outburst of ultraviolet photons from these early stars, galaxies and
other sources started ionizing the surrounding intergalactic medium filled
with neutral hydrogen present from the time of Dark Ages creating an ionized
bubble around these sources. As time progressed the hydrogen in the entire
universe started getting ionized all over again, hence this era is known as
the Epoch of Reionization. The cosmos became ‘transparent’ once the
neutral hydrogen was nearly fully ionized as a result of this reionization
[Loeb and Furlanetto, 2013].

To summarize the history and evolution of the universe, it started as a
uniform, smooth CMBR and is continuing to expand in today’s non uniform
universe with very high matter density fluctuation. To understand this “phase
transition” of the universe where it became so non uniform from that uniform
background radiation, we need to look at the time in between. Observations
show that nothing much happened for about 400 million years after the
CMBR where there was no luminous source when the universe was in
neutral state in its Dark Ages. But afterwards, as the first stars started to
form and they started to heat and ionize their surrounding IGM at the time
of Cosmic Dawn (CD) and the subsequent Epoch of Reionization (EoR)
[Furlanetto et al., 2006]. These two epochs are a crucial point in the phase
transition of the universe. They can essentially tell us about the first luminous
sources that created the ionizing photons which helped in the phase transition
of the universe and brought us to our current state. The epoch of reionization
can be probed using some particular transition lines. Unfortunately, these

4



lines coming from far off distance are extremely faint and are easily perturbed
by the foreground sources. Till now, though no direct observation has been
done for this Epoch of Reionization due to these constraints, many next-gen
radio telescopes like the Square Kilometer Array (SKA) might as well have
the potential to directly image the EoR [Wel, 2020].

1.2 Observation of Cosmic Dawn (CD) and Epoch of
Reionization (EoR)

The formation of the first compact objects like the stars and the galaxies
during the time of Cosmic Dawn led to the ionization of the surrounding
neutral baryonic elements predominantly the hydrogen and Helium and
started the Epoch of Reionization. The understanding for these two epochs
in the science community is still very feeble as mentioned in the previous
section. The crucial questions that arise can be summarized as follows:

a) When exactly did reionization start?

b) What was the nature of reionization? Was it a gradual process or was
it abrupt? Did ionization happened in a homogeneous manner or not?

c) What were the dominant sources that caused reionization?

As we know that because light has a finite velocity, the farther we look
in the sky, the older version of the universe is visible to us. So, if we want to
look at the evolution of the cosmic history in these two epochs, in principle
we can target our telescopes and observe. The very recently launched James
Webb Space Telescope (JWST) has a major science goal for doing the same
[Gardner et al., 2006]. Otherwise, we can use extremely large ground based
optical telescopes like the 30m telescope [Sanders, 2013]. But, there is a
caveat to this, i.e the results for these will be biased towards the brightest
objects because they will be the easiest to detect, unless a large number of
observations are made. So, this gives us a necessity to have complementary
probes; especially the ones devoid of this bias [Kalirai, 2018].

hydrogen is the most abundant baryonic element in the universe, followed
by helium. It covers almost three quarters of the baryonic mass budget, so
they can be essentially excellent complimentary probes for the CD and EoR
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[Choudhury et al., 2009]. In this report, we will be focusing on neutral
hydrogen only. If we try to analyse the distribution of neutral hydrogen, it
will give us an idea on the first galaxies that went on to ionize the surrounding
IGM and reionizing the universe as more and more neutral hydrogen will
become ionized as time progresses. So, different observables from hydrogen
can be used to probe the EoR [Pritchard and Loeb, 2012].

1.2.1 Lyman-alpha forest

Figure 1.2: Lyman-𝛼 forest is a series of absorption lines in the spectra of
distant galaxies and quasars that result from the neutral hydrogen atom’s
Lyman-alpha electron transition. [Murphy, 2016]

In Figure 1.2, a spectrum of a quasar is being shown at some particular
redshift. The emission peak arises due to Lyman-𝛼 transition in hydrogen
atoms in the surroundings of the quasar [Fan, 2003]. The Lyman-𝛼 photons
are emitted when an electron transits from the ground (n=1) to the second
excited state (n=2) and vice versa for absorption. Very dense absorption
features are seen as we look further low in wavelength. They arise due to
the hydrogen present in the path of photons in between the observer and the
quasar. These absorption lines altogether seem like a forest, hence the name
[Rauch, 1998].

For absorption only, the Cosmological radiative transfer equation
[Gnedin and Ostriker, 1997] yields-
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𝜈 = 𝐼𝜈𝑄 (𝑡𝑄)
(

1
1 + 𝑍𝑄

)3
𝑒−𝜏𝜈 (1.1)

Here, 𝐼𝜈 is the specific intensity that is observed, 𝐼𝜈𝑄 (𝑡𝑄) is the specific
intensity emitted from the quasar.(

1
1 + 𝑍𝑄

)3
is the redshift dilution factor and 𝜏 is the optical depth. The

optical depth 𝜏 is given by the following equation:

𝜏𝜈 =

∫ 𝑠

0
𝑑𝑠

′
𝑛𝑎𝑏𝑠 (𝑠

′
, 𝑡

′)𝜎𝜈′ (1.2)

𝑛𝑎𝑏𝑠 is the number of observers and𝜎𝜈′ is the cross section of absorption.
So, if we calculate the optical depth in terms of redshift assuming the
absorption profile to be a delta function at 𝑧 ∼ 3, [Rauch, 1998] we would
get-

𝜏𝜈 ≈ 105
(
𝑛𝐻𝐼

𝑛𝐻

)
(1.3)

From here, we can conclude that the observed flux is the emitted flux
with a factor of exp (−105𝑥𝐻𝐼) where 𝑥HI or the neutral fraction is the ratio
of mass density of neutral hydrogen to the density of total hydrogen.

This implies that even if the amount of neutral hydrogen is very low, the
observed flux will be very less. But, in the figure we see that there are some
emission features present in the Lyman-𝛼 forest implying that the amount
of neutral hydrogen fraction is lesser than 10−5 indicating a highly ionized
universe. This effect in the Lyman-𝛼 forest is known as the Gunn-Peterson
effect [Gunn and Peterson, 1965]. Hence, Lyman-𝛼 can be a probe for EoR
studies. But as we go to higher redshifts (i.e 𝑧 ≥ 5.5), this feature starts to
fall off and at even higher redshifts, this feature goes completely missing.
So, we require other probes.

1.2.2 Thompson scattering of the CMB photons

After the surface of last scattering, the emitted CMB photons that was
streaming freely in the universe in all directions. But, when reionization
happened, the free electrons from reionization started scattering these
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CMB photons. So, reionization left a permanent mark on these CMB
photons, which in theory can help us to probe EoR [Komatsu et al., 2011,
Qin et al., 2020]. Now, the scattering mechanism that was involved is
Thomson scattering and it has an angular dependence; so, it redistributes the
angular pattern of the CMB photons and hence creates polarization which
can be seen in the CMB temperature anisotropy [Komatsu et al., 2011].

To find the reionization effects on the CMB, we study the optical depth
from Thomson scattering-

𝜏 = 𝜎𝑇𝑐

∫ 𝑡

𝑡

𝑑𝑡𝑛𝑒 (1 + 𝑧)3 (1.4)

The optical depth is proportional to the number of free electrons i.e.
𝑛𝑒 so, it can complement the Lyman-𝛼 probe and provide us with valuable
information about the EoR [Komatsu et al., 2011, Qin et al., 2020].

1.2.3 The 21-cm Line of neutral hydrogen

The 21-cm line is generated When an electron in the parallel state
in neutral hydrogen flips into the anti parallel state, the energy change
corresponds to a rest frame frequency of 1420 MHz or a corresponding
rest frame wavelength of 21-cm. As hydrogen is the most abundant
baryonic element in the universe, almost covering 75% of the entire mass
budget, the 21-cm line can be an excellent complementary measure to
look at the evolutionary history of our universe [Furlanetto et al., 2004,
Loeb and Furlanetto, 2013]. What we can in principle do is that we can
create a map of the evolving hydrogen density distribution over a large
redshift range. So if we are able to track the evolution of hydrogen
distribution we can tell about the sources and their properties that might
have reionized the surrounding IGM and it can essentially give us a
time-lapse video of our universe’s history [Bradt, 2008]. Many next-gen
radio telescopes like the Square Kilometer Array (SKA) [Datta et al., 2016]
might as well have the potential to directly image the EoR. But there are
certainly a lot of challenges that we face when we try to measure the 21-
cm signal. The ability of 21-cm interferometric studies to differentiate
Epoch of Reionization (EoR) signal models is generally restricted by the
simplicity of data models, which commonly simplify or ignore foreground
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signals [Watkinson et al., 2021], instrument features such as the instrumental
effect on the beam [Iheanetu et al., 2019] and the effect of ionosphere
[Sokolowski et al., 2015]. The focus of this report will be on this particular
probe for the EoR.

1.3 21-cm signal from Hi

Figure 1.3: Energy levels of the hydrogen atom. Different transition lines in
the hydrogen atom is also shown in the image [Bradt, 2008].

The hydrogen atom consists of an electron and a proton. Both the
proton and the electron have angular momentum (or spin) and a magnetic
moment associated with them. The electron spin in the ground (n = 1)
state of hydrogen can be either parallel or anti-parallel to the proton spin.
The interaction of magnetic moments cause an energy difference generation
between these two states that is △𝐸 = 6 × 10−6 which corresponds to a rest
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frame wavelength of 𝜆 = 21cm or a rest frame frequency 𝜈 = 1420𝑀𝐻𝑧.
This is known as the 21-cm hyperfine spin-flip transition of neutral hydrogen.

1.3.1 Applications of the 21-cm line in Astrophysics and
Cosmology

Hydrogen being the most abundant baryonic element in the universe, the
21-cm line from neutral hydrogen can be an excellent complimentary probe
for the CD and EoR. The probability per unit time for a neutral hydrogen atom
for a spin-flip transition is extremely low i.e. 2.85× 10−15𝑠−1 [Bradt, 2008].
It means in principle it would take approximately 10 million years for the
spin-flip transition to occur naturally in a hydrogen atom indicating that the
transition is extremely rare. But, In diffuse locations, the number density
of neutral atomic hydrogen ( Hi ) can reach from 109 atoms/m3 to ≥ 1013

atoms/m3 in the Hi clouds which is quite high. At the time of EoR the number
density was even higher, which essentially counterbalances the rarity of the
transition. Even though the transition is extremely rare, the abundance of
neutral hydrogen present at the time of EoR gives rise to a significant amount
of radiation to be detected.

As a result of the Heisenberg Uncertainty relationship, we can expect
a highly sharp emission line with a minimal 𝛿𝐸 energy dispersion (or line
width) in frequency [Liu, 2008]. This feature enables for very precise Hi
source velocity estimations using simple measurements of the 21-cm line’s
Doppler shift. Along with this, precise Doppler spectroscopy of the 21-cm
line allows for the exploration of the galactic structures and their dynamics
with velocity curve predictions [Liu, 2008].

1.4 Analysis of the cosmological 21-cm signal

Many first generation radio interferometers like the Giant
Meterwave Radio Telescope (GMRT)[Swarup, 1991], LOw Frequency
ARray (LOFAR)[van Haarlem et al., 2013a, Yatawatta et al., 2013,
van Haarlem et al., 2013b, Jelić et al., 2014, Mertens et al., 2020],
Murchison Widefield Array (MWA) [Tin, 2013, Bowman et al., 2013]
are trying to do interferometric detection of the 21-cm signal from the
IGM over a vast range of cosmic time. However, due to their low
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sensitivity it will not be possible to make tomographic images of this
signal. Therefore, they adopt the approach of statistical detection of the
signal. As the basic observable in these radio interferometers is visibility
[SNELL, 2021], which is nothing but the Fourier transform of the sky
brightness convolved with the primary beam, thus it is natural to use Fourier
statistics, e.g. power spectrum as the target statistic for the detection of
the signal [Furlanetto et al., 2006, Shi, 2015, Choudhuri et al., 2020].
As the 21-cm field at the time of EoR is highly non-Gaussian
[Bharadwaj and Pandey, 2005, Yamauchi, 2022, Mellema et al., 2006]
higher order Fourier statistics need to be done. Bispectrum
[Majumdar et al., 2018, Hutter et al., 2020, Majumdar et al., 2020,
Kamran et al., 2021, Watkinson et al., 2021, Tiwari et al., 2022]and
Trispectrum [Cooray et al., 2008, Shaw et al., 2019, Mondal et al., 2016,
Lewis, 2011] are the different higher order Fourier statistics that are
carried out to analyse the signal further. Upcoming telescopes like
the Square Kilometer Array (SKA) [Datta et al., 2016] might as well
have the required sensitivity to directly image the EoR and create high
resolution tomographic images from the data received. But there are
certainly a lot of challenges that we face when we try to measure
the 21-cm signal. The ability of 21-cm interferometric studies to
differentiate Epoch of Reionization (EoR) signal models is generally
restricted by the simplicity of data models, which commonly simplify
or ignore foreground signals [Di Matteo et al., 2002, Jelić et al., 2008,
Datta et al., 2010, Watkinson et al., 2021], instrument features such as
the telescope thermal noise [Morales, 2005, McQuinn et al., 2006],
instrumental effect on the beam [Iheanetu et al., 2019] and the effect
of ionosphere [Sokolowski et al., 2015]. However, the Fourier statistics
methods do not contain the phase information of the 21-cm signal and thus
complementary analysis are required to be done.

There are several methods that are being employed directly on
the simulated tomographic image of the 21-cm field in real space.
Minkowski Functionals (MFs) [Friedrich et al., 2011, Bag et al., 2019] is
one such example that is used to track the morphological and topological
evolution of the 21-cm field during the EoR. The generalized tensorial
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form for MFs are the Minkowski tensors [Kapahtia et al., 2019] which
contains the directional information of the MFs. Other methods like the
percolation theory [Iliev et al., 2006], granulometry [Kakiichi et al., 2017]
and persistence theory [Elbers and van de Weygaert, 2019] are employed to
find the topological phases of the ionized field at the time of EoR. Another
method based on the Betti numbers[Giri and Mellema, 2021] can provide
us with information related to the topological state of the IGM like its
connectivity, number of cavities and tunnels [Giri et al., 2018a]. The method
of local variance [Gorce et al., 2021] tracks the morphological evolution of
the reionization environment. However, most of these methods essentially
require the detection of large number of ionized hydrogen regions and for the
analysis to be done. On the contrary, the method of Largest Cluster Statistics
(LCS) [Bag et al., 2018, Bag et al., 2019] tracks the largest ionized region
and applies the percolation theory based on it. Alongside, a method of
“Shapefinders” [Sahni et al., 1998] are employed to get a complementary
analysis.

1.4.1 Importance of image analysis of cosmological 21-cm maps

As mentioned earlier, the Fourier statistics of the 21-cm field do not
contain the information related to its phase. This is one major reason that
direct analysis in real space on the 21-cm field should be done. The image
analysis of the field would theoretically involve topological analysis of the
field which we will discuss later. This analysis has a potential to be a
descriptor of the evolving geometrical features of the ionized regions during
the time of EoR. In principle, the analysis would provide us with great detail
on the nature of evolution of the IGM which can tell us about the physics
related to IGM and also about the nature of ionizing sources and their
properties at the time of EoR. Broadly speaking, the possible information
that can be acquired by image analysis are the following:

Firstly, it can tell about the reionizing sources where we can possibly tell
about their

(a) Distribution

(b) Mass
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(c) Photon production rate

(d) Spectra

Secondly, We can have an idea on the physics of the IGM which involve

(a) Lyman-𝛼 coupling

(b) X-Ray heating

Thirdly, the distribution of matter at the time of reionization can be known.
In principle we can track the entire reionization history from the data which
essentially tells us the evolutionary pattern of how uniformity of the CMBR
evolved to today’s high matter density fluctuating universe.

This project aims to demonstrate that the information regarding the first
sources of light and IGM physics during the EoR can be extracted using
the analysis of the tomographic maps of Hi 21-cm signal under realistic
observational conditions. Our work mainly focuses on using the simulated
21-cm maps to analyse the topological and morphological evolution of the
ionized or neutral hydrogen from the time of EoR using a novel statistical
method called LCS as a follow up of [Pathak et al., 2022] along with a
method called Shapefinders [Bag et al., 2019, Pathak et al., 2022]. To create
a more realistic environment which mimics the actual observational scenario,
the mean is subtracted from the 21-cm field in order to mimic interferometric
data. We aim to apply LCS and Shapefinders on this data to verify if the
statistics yield similar results and verify if LCS is still a strong enough probe.
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Chapter 2

Topological analysis of 21-cm
maps From the EoR

Topology in general deals with the mathematical properties of an object’s
geometrical features [Dominus, 2010]. Coarsely, topology can be of four
types:

(a) General Topology or Point Set Topology: General topology usually
deals with the local properties of spaces. It generalizes the concept of
continuity to define topological spaces, in which limits of sequences
can be considered.

(b) Combinatorial Topology: The oldest branch of topology called the
Combinatorial topology tells us about the global properties of spaces
which can be built up from a network of vertices, edges, and faces.

(c) Algebraic Topology: Algebraic topology uses algebraic objects such
as groups and rings to answer topological questions related to the
global properties of spaces.

(d) Differential Topology: Differential topology deals with spaces with
some kind of smoothness associated to each point. Differential
topology is mostly used for understanding the properties of vector
fields, such as a magnetic or electric fields.

The analysis of the topology of the 21-cm field is extremely important
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because it can potentially tell us a lot about the geometrical evolution of
our universe during the EoR. Also, it is to be noted that in this report the
topology that is used is the Combinatorial Topology [Friedrich et al., 2011]
.

2.1 How to Quantify Topology?

The topology of a structure is quantified by its topological properties. A
topology is defined by metrics like the metric of Euclidean spaces, and
broadly, topological spaces are the generalized form of any metric space
[Dominus, 2010]. Formally, the definition of a topological space is given
below.

There are two types of deformations that are taken into account in
topology which are homeomorphisms and homotopies [Kuronya, 2010].
The properties that are invariant under such deformations are called
topological properties. [Kuronya, 2010]: A topological space is an ordered
pair (𝑋 , 𝜏), where 𝑋 is a set, 𝜏 a collection of subsets of 𝑋 satisfying the
following properties:

1. Φ, 𝑋 ∈ 𝜏,

2. 𝑈,𝑉 ∈ 𝜏 implies𝑈 ∩𝑉

3. 𝑈𝛼 | 𝛼 ∈ 𝐼 implies𝑈𝛼∈𝐼 implies𝑈𝛼 ∈ 𝜏

The topological properties can be understood with the help of a few examples:

i Dimension: This property helps to distinguish between a line and a
surface.

ii Compactness: Compactness allows to differentiate between a line
and a circle.

iii Connectedness: This property helps distinguishing a circle from two
non-intersecting circles.
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Figure 2.1: An image of a sphere. This is rendered using an opensource tool
called GeoGebra.

Topological spaces can be easier understood with visualization using
different geometrical objects. For ease of understanding, let us take a sphere
that is made of play dough. We can convert this sphere into some other
shape like an ellipsoid. But, there are two conditions that we must need to
satisfy:

(a) We cannot create any hole in the dough

(b) We can not concatenate two points on the dough to merge them (like
a doughnut)

If some shape can be transformed into another shape with those
conditions being met, then they are toplogically equivalent and the property
that they are following is called homeomorphism. Another famous example
of topological homeomorphism is between a coffee mug and a doughnut.

The application of topology extends to different branches of Physics
including Astrophysics and Cosmology. Calabi-Yau manifolds [Yau, 2008]
hold important relevance in String Theory. In Cosmology, specifically called
the spacetime topology, topology is used to find the shape of the universe.
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Figure 2.2: An image of an ellipsoid. This is rendered using an opensource
tool called GeoGebra.

Along with this, in our context, the evolution of the morphology and topology
of neutral hydrogen during the EoR can provide us with rich information
related to the ionizing sources of that era. In the context of image analysis
certain morphological and topological methods are implemented and this
report will only contain the relevant ones for our need.

2.1.1 Different topological methods to analyse the 21-cm field

There are numerous widely used methods to analyse the 21-cm field
in real space to understand the topological and morphological evolution of
neutral hydrogen during the EoR [Friedrich et al., 2011]. A few of them are
-

(a) Minkowski Functionals and Minkowski Tensors
[Friedrich et al., 2011, Kapahtia et al., 2019]

(b) Granulometry [Kakiichi et al., 2017]

(c) Persistence Theory [Elbers and van de Weygaert, 2019]

(d) Percolation Theory [Iliev et al., 2006, Bag et al., 2018,
Bag et al., 2019]

(e) Betti Numbers [Giri and Mellema, 2021]
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(f) Largest Cluster Statistics [Bag et al., 2018, Bag et al., 2019,
Pathak et al., 2022]

A brief discussion on these will be given in the next section.

2.2 Topology in the context of Hi 21-cm signal

As mentioned in the previous section, the topological analysis of the 21-cm
can be done with various methods as mentioned in the previous section. So,
let us discuss them in brief.

2.3 Minkowski functionals and Minkowski tensors

One of the most important mathematical methods to describe
complex patterns in space is integral geometry using a branch
of morphological measures called the Minkowski functionals
[Mecke et al., 1993, Buchert, 1994].

Let us assume, there are a set of points 𝑥𝑖/𝑖 = 1, ..., 𝑁 that represent the
positions of a sample of galaxies in 3-D Euclidean space E3. We cover
each of these points and create a neighborhood with a sphere of radius r
𝐵𝑟 = {𝑥 ∈ E3/∥𝑥 − 𝑥𝑖∥ ≤ 𝑟}. The union of these spheres represents a
collection of galaxies. Two spheres will be the part of same cluster if they
are connected by a series of intersecting spheres. Minkowski functionals
can be used to quantify the content, shape and connectivity of the unions
𝐵𝑟 =

⋃𝑁
𝑖=1 𝐵𝑟 (𝑥𝑖) considering different r values. To understand integral

geometry, especially in the context of Minkowski functionals, one needs to
understand the Hadwiger’s theorem [Chen, 2004].

2.3.1 Hadwiger’s theorem

Let us assume there is a manifold with a group of transformations G.
For any d dimentional Euclidean space let us consider there is the set K of
convex bodies embedded and there exists a convex ring R of all the finite
unions of the convex bodies. To characterize a body B from R it is essential
to find scalar functionals M which satisfy the following requirements:
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1. Motion Invariance : The functional M should be independent of the
body’s position and orientation in space,

M(𝑔B) = M(B) for any 𝑔 ∈ G,B ∈ R. (2.1)

2. Additivity : The union of two bodies result in addition in the
functionals minus the functional of the intersection,

M(𝐵1 ∪ 𝐵2) = M(𝐵1) +M(𝐵2) −M(𝐵1 ∩ 𝐵2) for any𝐵1, 𝐵2 ∈ R.
(2.2)

3. Conditional Continuity : The functionals of connvex approximations
to a convex body converge to the functionals of the body,

M(𝐾𝑖) → M(𝐾) 𝑎𝑠 𝐾𝑖 → 𝐾 for𝐾, 𝐾𝑖 ∈ K . (2.3)

For a d dimensional space, Hadwiger’s theorem states that there are d+1
independent functionals that satisfy the above requirements. The formal
statement is given as follows:

Let R be the convex ring embedded in d dimensional space. Then there
exist d+1 functionals M𝜇, 𝜇 = 0.....𝑑 on R such that any functional M on
R that that is motion invariant, additive and conditionally continuous can be
expressed as a linear combination of them:

𝑀 =

𝑑∑︁
𝜇=0

𝑐𝜇𝑀𝜇 (2.4)

with numbers 𝑐𝜇.

In general, if A is a compact domain inR𝑑 with regular boundary 𝜕𝐴 ∈ C2

and d-1 principal radii of curvature 𝑅𝑖 (𝑖 = 1, ..., 𝑑 − 1). The functionals
𝑊𝜇 (𝐴), with 𝜇 ≥ 1, can be defined using the following,

𝑊𝜇+1(𝐴) =
1

(𝜇 + 1)
( 𝑑
𝜇+1

) ∫
𝜕𝐴

𝑆𝜇 (
1
𝑅1
, ....,

1
𝑅𝑑−1

)𝑑S (2.5)
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Geometric Quantity 𝜇 𝑀𝜇 𝑉𝜇 𝑊𝜇 𝑉3−𝜇 𝜔𝜇

V volume 0 V V V V 1
A surface 1 A/8 A/6 A/3 A/2 2

H mean curvature 2 H/2𝜋2 H/3𝜋 h/3 H/𝜋 𝜋

𝜒 Euler characteristic 3 3𝜒/4𝜋 𝜒 4𝜋𝜒/3 𝜒 4𝜋/3

Table 2.1: Minkowski functionals shown for 3 − 𝐷 Euclidean spaces

Here, 𝑆𝜇 denotes the 𝜇-th elementary symmetric function and dS is the
(d-1) surface element. In 3-d the formula yields the following,

𝑊1 =
1
3

∫
𝑑S,𝑊2 =

1
3

∫
𝐻𝑑S,𝑊3 =

1
3

∫
𝐺𝑑S (2.6)

Where 𝐺 = 1
𝑅1𝑅2

is called the Gaussian and 𝐻 = 1
2 (

1
𝑅1

+ 1
𝑅2
) is called the

mean curvature.

In other words, if 𝜔𝜇 is the volume of a 𝜇 dimensional unit sphere, then
four important notations are defined which are - 𝑀𝜇, 𝑉𝜇, 𝑉𝜇 and 𝑊𝜇. They
are defined as follows:

𝑉𝜇 := 𝜔𝑑−𝜇
𝜔𝑑

𝑀𝜇, 𝑉𝑑−𝜇 := 𝜔𝑑−𝜇
𝜔𝑑

(𝑑
𝜇

)
𝑀𝜇,

𝑊𝜇 := 𝜔𝜇𝜔𝑑

𝜔𝑑−𝜇
𝑀𝜇, with 𝜔𝜇 := 𝜋𝜇/2

Γ(1+𝑑/2) .

The notations for the Minkowski functionals in 3d space is shown in Table
4.1. The first functional denoted by V represents the volume of the body,
second one is the surface area A. The third functional which is the Integral
mean curvature H provides with the information related to the body’s shape.
The fourth Minkowski functional is called the Euler characteristic 𝜒 and it
is a pure topological quantity that provides information related to a body’s
genus ℊ = 1 − 𝜒 and it can be calculated by the simple formula

𝜒 = number of components - number of tunnels + number of cavities.

It is important to state that the analysis that is being done in this report
has significant usage of the Minkowski functionals.
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2.3.2 Granulometry

In mathematical morphology and image analysis, granulometry is a
technique that helps to calculate a size distribution of grains in binary images
[Soille et al., 1999]. In our context, this technique is used to obtain a measure
of the size distribution of ionized hydrogen ( Hii ) regions and 21-cm cold
spots, the latter one is defined as the regions where the differential brightness
temperature is lesser than a certain threshold value.

The idea of granulometry can be easier understood with an analogy of
sifting of rocks in a gravel heap which are sieved through sievers of increasing
size resulting in the small rocks to pass through. Similarly, the opening of an
image using a fixed size of structuring element can be understood were the
residue after each opening is quantified in terms of a granulometric curve
which gives important features in the image such as object sizes in it.

2.3.2.1 Theoretical idea

A granulometry is defined using a transformation that has a size
parameter 𝜆 and satisfies the following three axioms:

a Anti-extensivity: The particles that cannot pass through the sieve are
a subset of the initial particles.

b Increasingness: The particles that remain in the sieve after any subset
of particles has been sifted through already are a subset of those
remaining particles from the first subset.

c Absorption: If there are two sifting transformations of two different
sized 𝜆 and 𝜈, called 𝜙𝜆 and 𝜙𝜈, then the order of sifting will not
change the result of overall sifting. That means sifting with 𝜙𝜆 and
then sifting with 𝜙𝜈 would yield the same result if done in the reverse
order. In mathematical terms-

𝜙𝜆𝜙𝜈 = 𝜙𝜈𝜙𝜆 = 𝜙𝑚𝑎𝑥(𝜆,𝜈) (2.7)

2.3.2.2 Application on the 21-cm field

In [Kakiichi et al., 2017] a sphere of radius R (or a disc of radius R for
2D nalysis) is chosen as the structuring element, defined by,
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𝑆𝑅 =
∏

(r − r0 | 𝑅). (2.8)

where, r0 is the coordinate of the centre of the sphere. Afterwards, some
operations of mathematical morphology is employed to quantify the shapes.

For a binary image, X, that is probed using a symmetric structuring
element, S, there are four elemental operations-

a Minkowski addition: It is denoted by the symbol ⊕, and defined as the
union of a binary field, X and a structuring element, S as the element
centre is moved inside the binary field.

b Minkowski subtraction: It is denoted by the symbol ⊖, is defined as
the intersection of a binary field, X and a structuring element S as the
element centre is moved inside the binary field.

c Morphological opening: It is denoted by the symbol ◦, is defined as
a Minkowski subtraction followed by a Minkowski addition. For a
binary field, X and structural element S, the morphological opening
is expressed by,

𝑋 ◦ 𝑆 ≡ (𝑋 ⊖ 𝑆) ⊕ 𝑆. (2.9)

d Morphological closing: It is denoted by the symbol •, and it is
expressed as the following,

𝑋 • 𝑆 ≡ (𝑋 ⊕ 𝑆) ⊖ 𝑆 (2.10)

The sieving of a binary image X through a sieve of radius R is essentially a
morphological opening and the new binary field can be expressed as-

𝑋
′ (r) = 𝑋 ◦ 𝑆𝑅 (2.11)

The sieved image contains the Hii regions or the low density regions
larger than the radius of the structuring element. By this method the size
distributions of Hii regions and cold spots are formulated mathematically.
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2.3.3 Persistence theory & Betti numbers

This is a subsection of algebraic topology. Before understanding the
theory we need to define and compute homology groups [Institute, 2012].
In order to quantify and express ‘holes’ in a geometrical object homology
groups are formed. Simplical complexes are introduced to compute
homology groups. Chain, cycle and boundary groups are defined on these
simplical complexes. Betti numbers and persistence diagrams are topologies
of a simplical complex. A few important definitions need to be introduced
to understand this concept properly.

1. Simplices: The d-dimensional simplex (d-simplex) is a spanning of
d vertices, 𝑣𝑖1, 𝑣𝑖2, ..., 𝑣𝑖𝑑 . It is generally called 𝜎 and is denoted by
𝜎 = 𝑣𝑖1𝑣𝑖2...𝑣𝑖𝑑 , with 𝑖𝑛 ≠ 𝑖𝑚∀𝑛, 𝑚 with 𝑛 ≠ 𝑚. A 0-dimensional
simplex is a point, 1-D is a line, 2-D is a face spanned by 3 vertices.
A simplical complex K is the collection of all simplices in a given
structure.

2. Chains: Given a simplical complex K, a p-chain or a p-dimensional
chain is a collection of simplices given as 𝑐 =

∑
𝑎𝑖𝜎𝑖, where 𝜎𝑖 are

all p-simplices ∈ K, and 𝑎𝑖 ∈ Z/2Z. The p-dimensional chain group
𝐶𝑝 = {𝑐 = ∑

𝑎𝑖𝜎𝑖 | 𝜎𝑖 ∈ 𝐾, 𝑎𝑖 ∈ Z/2Z and 𝑑𝑖𝑚(𝜎𝑖) = 𝑝,∀𝑖}.

3. Boundary Map: Given a p-simplex 𝜎 = 𝑣1...𝑣𝑝 ∈ 𝐾 , the boundary
map 𝜕𝑝 : 𝐶𝑝 → 𝐶𝑝−1, is defined as 𝜕𝑝𝜎 =

∑𝑝

𝑖=0 [𝑣1, ..., 𝑣𝑖, ...𝑣𝑝], the
vertex with the hat is omitted, [𝑣1, ...𝑣𝑖, ...𝑣𝑝] = 𝑣1...𝑣𝑖−1𝑣𝑖+1...𝑣𝑝.

4. Cycle group: Given a simplical complex K, the group of p-cycles is
𝑍𝑝 = {𝑐 ∈ 𝐶𝑝 | 𝜕𝑝𝑐 = 0}

5. Boundary group: Given a simplical complex K, the group of p-
boundaries is 𝐵𝑝 = {𝑐 ∈ 𝐶𝑝 | ∃𝑑 ∈ 𝐶𝑝+1 such that 𝑐 = 𝜕𝑝+1𝑑}.

2.3.3.1 Homology groups and Betti Numbers

Homology Groups: Given the cycles 𝑍𝑝 and boundaries 𝐵𝑝 of a
simplical complex in p-dimensions, the p-th homology group is defined
as 𝐻𝑝 = 𝑍𝑝/𝐵𝑝.
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Betti number: The p-th Betti number is defined as the rank of the p-th
homology group. Hence, 𝛽𝑝 = 𝑟𝑎𝑛𝑘𝐻𝑝.

Intuitively speaking, the topological features in 0,1 and 2-dimensions are
these:

0 represent the number of “objects” or connected components

1 represent the number of holes or tunnels

2 represent the number of voids or cavities

However, the proper way of calculating the Betti numbers is by using
the definition 𝛽𝑝 = 𝑟𝑎𝑛𝑘𝐻𝑝. Otherwise, an algorithm called incremental
algorithm is used to quantify Betti numbers.

For example the letter ‘O’ has the Betti numbesr 𝛽0 = 1, 𝛽1 = 1&𝛽2 = 0
and a ball has the Betti numbers as 𝛽0 = 1, 𝛽1 = 0&𝛽2 = 1

Persistence: The idea of persistence is based on the intricacies of
the spatial connections between the numerous topological spaces, holes or
borders underlying the global homology qualities [Rote and Vegter, 2006,
Edelsbrunner and Harer, 2010]. Persistence establishes topology as a
hierarchical notion, allowing for a far more detailed explanation of the
topological structure of the cosmic mass distribution than is possible with
traditional descriptions based on genus and even Betti numbers. It is founded
on the notion that a systematic investigation of a field’s singularity structure
may yield a wealth of topological information.

Morse theory, a branch of mathematics that analyses the singularity
structure of a field, i.e. the positions of minima, maxima, and saddle points,
as well as their mutual connections, plays a key role. The mathematical
premise that there is a close link between the topology of the space and the
critical points of any smooth function on the topological space is crucial
in this regard [Milnor, 1969, Edelsbrunner and Harer, 2010]. Following
this insight, Morse theory studies the critical points of a matching Morse
function, i.e. a smooth scalar function defined on the topological space,
to characterise the topology of the space. When the interval between
the two defining threshold values does not contain any critical point,
submanifolds defined as areas where the Morse function is in excess of
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a certain functional threshold value are topologically identical or, more
accurately, diffeomorphic. This has the essential implication that all changes
in a space’s topology occur only at key locations [Pranav et al., 2016].

[Elbers and van de Weygaert, 2019] suggests that persistent homology is
a very ideal tool to study reionization by analysing the topological features
of the ionization field where the conncected components of the field are the
Hii regions. For example, these topological features can be the ionization
bubbles, neutral filaments that punch theough the ionising bubbles creating
tunnels or the neutral patches that are enclosed by ionized material. The betti
numbers can also be related to the Euler characteristic as 𝜒 = 𝛽0 − 𝛽1 + 𝛽2.
However, if they are considered separately, complementary measures can be
quantified [Elbers and van de Weygaert, 2019].

2.3.4 Percolation theory

Percolation theory is the most basic, though imperfectly solved,
description of a phase transition. Knowledge the percolation theory problem
often leads to a better understanding of a variety of different physical
systems. Furthermore, the notion of fractals, which is closely connected
to the percolation theory problem, is of wide interest since it appears in
Nature in many forms. These concepts are rigorously used in physics and
cosmology, especially in the context of reionization. Before understanding
percolation, let us have a brief introduction to scaling and renormalisation
group theory [Kim et al., 2016].

a Cluster: A cluster is a group of the closest neighboring sites.
Percolation theory quantifies clusters and their properties.

b Cluster number: Cluster number denoted by 𝑛𝑠 (𝑝) is the number of
clusters per lattice size.

c Percolation threshold: It is the concentration or the probability of
occupancy p at which an infinite cluster appears for the first time in an
infinite lattice. It is denoted by 𝑝𝑐.

Reionization of the neutral hydrogen can be understood very well with
percolation theory [Furlanetto and Oh, 2016] as percolation is a very simple
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example of phase transition and can contain rich information related to the
morphology and topology of the regions we are dealing with. The ionized
regions created by sources of soft ionizing spectra have sharp edges, hence,
they have very well-defined boundaries where they can be modelled as
clusters, mathematically. The work presented in this report also uses this
theory in a robust manner to identify the transition where the small ionized
bubbles suddenly merge to form a very big region that spans the entire
simulation box, which will be discussed in later subsections.

2.3.5 Largest Cluster Statistics

In percolation analysis [Klypin and Shandarin, 1993] introduces the
Largest Cluster Statistics or LCS as follows:

𝐿𝐶𝑆 =
Volume of the largest neutral or ionized region

Total volume of all the neutral or ionized regions
(2.12)

With the progress of reioniztion, the largest bubble of ionized hydrogen
grows in size, stretching the entire simulation volume at one point.
Details on the simulation volume will be given in the next section. The
point where this transition occurs can also be termed as the percolation
transition. By analysing the change in the LCS, insights related to the
geometry and topology of ionisation history can be gained [Bag et al., 2018,
Bag et al., 2019, Pathak et al., 2022]. This report primarily deals with LCS
which will be discussed in subsequent sections. In this work, we apply LCS
on the mean subtracted hydrogen density maps and see the impact of the
array synthesized PSF from SKA1-Low, subsequently.
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Chapter 3

Simulation of the 21-cm field

Because of the large dynamic range requirements, simulating the reionization
environment is a difficult process. The main challenge in modelling the
reionization scenario from basic principles is to represent both big and
small scale cosmology and astrophysics [Choudhury et al., 2016]. This
necessitates simulating reionization in a big enough cosmic volume which
is almost ∼ 1 Gpc3 to account for the effects of large scale matter density
variations. At the same time, it is necessary to determine the reionizing
sources which are typically galaxies nearly 10 Kpc in size in order to
accurately imitate their characteristics.

3.1 Components of generating a reionization model

In order to put constraints on the reionization history some important
ingredients are to be taken into account:

a The primary step is to form the sources of ionization. This
can be done by considering some analytical models where the
standard forms of abundant dark matter haloes are given by the
halo mass function 𝑑𝑛(𝑀, 𝑧)/𝑑𝑀 in [Press and Schechter, 1974,
Bond et al., 1991, Sheth and Tormen, 1999]. The masses and
locations of these haloes can be found by 𝑁-Body simulations
and subsequently group finder algorithms like the Friends-of-friend
algorithm [Davis et al., 1985].
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b After the dark matter haloes are obtained, the astrophysical processes
related to galaxy formation, radiation emitted by the stars and the
escape of the ionizing photons should be considered. Due to the high
uncertainty of these processes at 𝑧 ≥ 6, some assumptions are taken
into account which gives a relation between the number of ionizing
photons to the halo mass. The simplest of these is given by the
following formula:

𝑁𝛾 = 𝜁

(
Ω𝐻

Ω𝑚

)
𝑀

𝑚𝐻

, (3.1)

where 𝜁 is related to the star formation efficiency, number of ionizing
photons produced and the fraction of escaped photons from the host
galaxy to the IGM. The alternate expression for the given formula is:

¤𝑛𝛾 = 𝜁𝑛𝐻
𝑑𝑓𝑐𝑜𝑙𝑙

𝑑𝑡
, (3.2)

where ¤𝑛𝛾 and 𝑛𝐻 are the number of photons in the IGM per unit
time per unit comoving volume and the comoving number density
of hydrogen and 𝑓𝑐𝑜𝑙𝑙 is the collapsed fraction that denotes the mass
fraction in collapsed dark matter haloes which form stars.

𝑓𝑐𝑜𝑙𝑙 =
1
𝜌𝑚

∫ ∞

𝑀𝑚𝑖𝑛

𝑑𝑀𝑀
𝑑𝑛(𝑀, 𝑧)
𝑑𝑀

, (3.3)

Here, 𝑀𝑚𝑖𝑛 is the minimum halo mass to form stars which is
determined by the cooling efficiency of the gas in collapsed haloes.

c Now, as the baryonic density field is inhomogeneous, a descriptor
for it is required. A suitable descriptor may be the P.D.F 𝑃(𝛿𝐵) of
the baryonic overdensity 𝛿𝐵 which is being smoothened over the
Jeans scale. The lognormal distribution [Bi and Davidsen, 1996,
Choudhury et al., 2000, Choudhury and Ferrara, 2006] or any
other fitting function obtained by hydrodynamic simulations
[Becker and Bolton, 2013] can be used. It is important to be able
to resolve small scales so as to identify the dense optically thick
systems. As these regions have high recombination rate, they act as
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sinks of ionizing photons and can cause changes in the distribution of
the ionized regions.

d With the inhomogeneous baryonic density field and the underlying
ionizing sources, the cosmological radiative transfer equation has to
be solved through the IGM accounting for all astrophysical processes
going on. The equation is as follows:

𝜕𝐼𝜈

𝜕𝑡
+ 𝑐

𝑎(𝑡) �̂�.∇𝑥 𝐼𝜈 − 𝐻 (𝑡)𝜈 𝜕𝐼𝜈
𝜕𝜈

+ 3𝐻 (𝑡)𝐼𝜈 = −𝑐𝜅𝜈 𝐼𝜈 +
𝑐

4𝜋
𝜖𝜈 . (3.4)

Here, 𝐼𝜈 ≡ 𝐼 (𝑡, 𝑥, 𝑛, 𝜈) is the monochromatic specific intensity of the
radiation field. �̂� is the unit vector along the propagation of radiation,
𝜅𝜈 is the absorption coefficient and 𝜖𝜈 is the emissivity.

In order to create the simulation environment, the equation has to
be solved in seven dimensions of the (𝑡, 𝑥, 𝑛, 𝜈) space; but, this is very
much computationally challenging. Hence, different numerical schemes
and approximations are used [Iliev et al., 2006].

The radiative transfer equation can be simplified by taking a global
average considering the assumption that the mean free path of the photons
are way to small in comparison with the horizon size. In terms of the volume
filling factor, the equation is given as:

𝑑𝑄𝐻𝐼𝐼

𝑑𝑡
=

¤𝑛𝛾
𝑛𝐻

−𝑄𝐻𝐼𝐼C𝛼(𝑇)𝑛𝐻 , (3.5)

where, C is the clumping factor and 𝛼(𝑇) is the recombination coefficient
at temperature T.

3.2 Principles of EoR 21-cm signal modelling

In order to model the redshifted 21-cm signal from EoR the differential
brightness temperature is used which is given by:

𝛿𝑇𝑏 = 𝑇𝑥𝐻𝐼𝛿𝐵

(
𝑇𝑠 − 𝑇𝐶𝑀𝐵

𝑇𝑆

)
. (3.6)

Here, 𝑇𝑆 is the spin temperature of the gas and 𝑇 is given by:
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𝑇 = 27𝑚𝐾
(
Ω𝑏ℎ

2

0.023

) (
0.15
Ω𝑚

1 + 𝑧
10

)1/2
. (3.7)

𝑥𝐻𝐼 is known as the neutral fraction of hydrogen and 𝛿𝐵 is the baryonic
overdensity.

Other than the early stages of reionization, it can be considered that IGM
is sufficiently heated by X-rays emitted from the sources of that time and
𝑇𝑆 couples with the gas temperature by Ly𝛼 coupling (Wouthuysen, 1952;
Field, 1959). Here, 𝑇𝑆 ≫ 𝑇𝐶𝑀𝐵, so, the simple relation 𝛿𝑇𝑏 ∝ 𝑥𝐻𝐼Δ𝐵 holds.

3.2.1 Analytical models

Analytical reionization models are based on simulating the size
distribution of ionized bubbles surrounding galaxies, and then extrapolating
the power spectrum. The power spectrum is defined as follows:

⟨𝛿 ˆ𝑇𝑏 (𝑘)𝛿𝑇𝑏
∗(𝐾 ′)⟩ = (2𝜋)3𝛿𝐷 (𝑘 − 𝑘

′)𝑃(𝑘), (3.8)

where, 𝛿 ˆ𝑇𝑏 (𝑘) is the Fourier transform of 𝛿𝑇𝑏.

The most basic approach would be to represent the ionisation
field as a collection of non-overlapping spheres with a radius of R.
[Bharadwaj and Ali, 2005, Zahn et al., 2007]. To produce a certain ionized
fraction 𝑄𝐻𝐼𝐼 (𝑧) = 𝑛𝑏𝑢𝑏

4
3𝜋𝑅

3 at a given epoch, the values of R and the
numerical density of such bubbles 𝑛𝑏𝑢𝑏 can be selected. Because these
simplistic ionized bubble models do not account for overlap, they are only
viable when the ionized fraction is very tiny. The excursion formalism
technique developed by [Furlanetto et al., 2004], which we refer to as FZH04,
can be used to account for such overlaps. A spherical region of radius R
having a density contrast 𝛿 will be fully ionized if the following condition is
met:

⟨ 𝑓𝑐𝑜𝑙𝑙⟩𝛿,𝑅 ≥ 𝜁−1. (3.9)

A modified excursion set peak (ESP) model can account for the fact that
the haloes would prefer forming near the high density regions which predicts
larger ionized bubbles.
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3.2.2 Numerical models

Only the numerical solution of the cosmological radiative transfer
equation can account for the full complexity of radiative transfer via the
clumpy IGM. Radiative transfer simulations, on the other hand, are still
computationally expensive, hence the equation is generally solved using
appropriate approximations calculating the ionized hydrogen fraction’s
temporal evolution [Mellema et al., 2006, Iliev et al., 2006]. The radiative
transfer code “Conservative Causal Ray-tracing technique” (𝐶2-RAY) uses
one such approach, which works by tracing rays from all sources and solving
for the temporal evolution of the ionized hydrogen percentage repeatedly
[Mellema et al., 2006, Iliev et al., 2006]. It turns out that the 𝐶2 -RAY’s
ionisation fields have features that are quite close to those of the semi-
numerical computations reported in [Majumdar et al., 2014].

A quicker way is to using the density field and haloes from a dark matter
only 𝑁-Body simulation and post-processing with a spherically symmetric
one-dimensional radiative transfer technique [Thomas and Zaroubi, 2008,
Thomas et al., 2009]. The basic concept is to create spherically symmetric
21-cm patterns around individual sources (galaxies) and then account for
the overlap of these patterns adequately in such areas. This has been
implemented in [Ghara et al., 2015].

3.2.3 Semi-numerical models

Although analytical calculations based on excursion sets provide a
reasonable description of the growth of Hii regions during reionization,
it is difficult to incorporate various complexities into the analytical
framework, such as the overlapping bubbles can be non-spherical, the
effects of line of sight peculiar velocities, and quantifying cosmic variance.
Radiative transfer simulations may be used to create realistic radio maps
by realization of the ionizing field, although they aren’t always suitable
for exploring the parameter space. A 3D radiative transfer simulation like
𝐶2-RAY may be used to check for different physical processes occurring
during the EoR. It operates on the notion of ray tracing by tracking
the ionisation fronts in the IGM [Ricotti et al., 2002, Thomas et al., 2009,
Iliev et al., 2014]. However, utilising these simulations to investigate

31



the multi-dimensional reionization parameter space is nearly impossible
computationally. A realistic trade-off to account for these constraints
can be using semi-numerical simulations. The semi-numerical approach
is based on the excursion set formalism and is computationally efficient
[Mesinger and Furlanetto, 2007, Poole et al., 2016]. One of these methods
involves using perturbation theory to generate the dark matter density
field, then using the analytical expression for the conditional mass function
to calculate the collapsed fraction within each grid cell (of size R and
density fluctuation 𝛿), and finally using the excursion set formalism
to generate the ionisation field [Mesinger et al., 2011]. A somewhat
different strategy is to conduct a complete dark matter only 𝑁-Body
simulation and use an appropriate group-finder technique to detect the haloes
[Zahn et al., 2007, Choudhury et al., 2009]. The excursion set formalism
that is used to generate the ionisation field, stays unchanged.

In order to understand the working of the semi-numerical models, the
density field with the collapsed fraction at each grid point of the simulation
box need to be realised. The spherically averaged collapsed fraction ⟨ 𝑓𝑐𝑜𝑙𝑙⟩𝑅
for each grid point for a large range of R values is calculated. If the condition,
⟨ 𝑓𝑐𝑜𝑙𝑙⟩𝛿,𝑅 ≥ 𝜁−1 is satisfied, then the region is flagged as ionized. The
points that do not satisfy the condition are assigned with a neutral fraction
𝜁 ⟨ 𝑓𝑐𝑜𝑙𝑙⟩𝑅𝑐𝑒𝑙𝑙

, where 𝑅𝑐𝑒𝑙𝑙 is the size of the grid cell set by the map resolution.
So, finally we get a realisation of the ionization field for any given 𝜁 .

Recombination can also be taken into account as a spatially homogeneous
effect and the ionization condition is modified as follows:

⟨ 𝑓𝑐𝑜𝑙𝑙⟩𝛿,𝑅 ≥ 𝜁−1(1 + ¯𝑁𝑟𝑒𝑐) ≡ 𝜁𝑒 𝑓 𝑓 −1, (3.10)

where, ¯𝑁𝑟𝑒𝑐 is the average number of recombinations per hydrogen atom.

However, as recombinations are inhomogeneous, high density regions
will recombine faster and start self-shielding from the ionizing radiation
and will aslo act as sinks of ionizing photons. This is accounted for by
introducing an additional condition [Choudhury et al., 2009]:
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⟨𝑛𝛾⟩𝑅 ≥ 𝑛𝐻
𝜖𝑡𝐻

𝑡𝑟𝑒𝑐

𝐿

𝑅
, (3.11)

where, ⟨𝑛𝛾⟩𝑅 is the number density of ionizing photons averaged
over radius R, 𝑡𝑟𝑒𝑐 is the recombination time, 𝜖𝑡𝐻 is the time in which
recombination will be significant where 𝑡𝐻 is the Hubble time and L, the
comoving size of the absorbing region considered to be the local Jeans scale.

3.2.4 Simulations used in the current project

Our work uses the semi-numerical approach as used in
[Majumdar et al., 2016]. [Majumdar et al., 2016] employed a semi-
numerical strategy that consists of three phases:

a It uses 𝑁-Body dark matter gravity alone simulations to build
the dark matter distribution at any chosen redshift. The 𝑁-Body
simulations were performed with the 𝐶𝑈𝐵𝐸𝑃3𝑀 code (Harnois-
Deraps et al.’2013), which is based on the earlier algorithm PMFAST,
as part of the PRACE4LOFAR project (PRACE projects 2012061089
and 2014102339) [Merz et al., 2005]. At low distances, gravitational
forces are calculated on a particle–particle basis, whereas at longer
distances, they are calculated on a mesh. The size of the simulation
volume was 500/ℎ = 714𝑀𝑝𝑐 (comoving) along each side. 69123

particles of mass 4.0×107𝑀⊙ on a 138243 mesh is considered. This is
then downsampled to a 6003 grid for reionization modeling. For each
redshift output of the 𝑁-Body, haloes were identified using a spherical
overdensity scheme. Minimum halo mass that is being considered
here is 2.02 × 109𝑀⊙.

b Second, it locates collapsed dark matter halos within the simulated
matter distribution, which may be done using methods such as Friends
of Friend (FoF) or spherical smoothing.

c Finally, it considers halos to be the most likely hosts of ionising
photon sources, and it generates the ionisation field using excursion
set formalism, which is then transformed into the 21-cm field.
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The average number of photons in a given volume is compared to the
average number of neutral hydrogen atoms in the same volume using this
approach. The neutral hydrogen is assumed to follow the dark matter
distribution in this case. After the dark matter density field at a fixed
redshift is generated using the 𝑁-Body simulation, an instantaneous ionising
photon field at the same redshift in a grid the same size as the dark matter
density field is generated, depending on the source model of the reionization
scenario under consideration that will be discussed in subsequent sections.
These photon and neutral hydrogen density fields are usually built on a grid
that is coarser than the real 𝑁-Body resolution. This grid has a resolution
of 1.19 Mpc, or 6003 cells in our case. It is worth mentioning that the
cosmological parameters that we have used are according to the WMAP
five year data release h = 0.7, Ω𝑚 = 0.27,ΩΛ = 0.73,Ω𝑏ℎ

2 = 0.0226
[Komatsu et al., 2009]

3.3 Source Models

Each of our simulated reionization situations is made up of a unique
combination of ionising photon sources. There are four different source
models that we have considered and with those four models we have
simulated six different reionization scenarios. The numerous source types
are described here, and the reionization possibilities are described in this
section. In these simulated reionization scenarios, the source models differ
in two essential ways: a) how the amount of ionising photons released by the
sources is linked to their host halo mass, and b) how the ionising photons’
rest frame energy is distributed. The four different models are described as
follows:

3.3.1 Ultriaviolet photons (UV photons)

Galaxies with collapsing dark matter haloes are expected to be the
primary producers of ionising photons in most reionization models. There
is still a lot that we don’t know about these high-redshift galaxies and
their radiation. In most simulations, the total amount of ionising photons
(𝑁𝛾 (𝑀ℎ)) provided by a halo of mass 𝑀ℎ that hosts such galaxies is simply
assumed as follows:
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𝑁𝛾 (𝑀ℎ) = 𝑁𝑖𝑜𝑛
𝑀ℎΩ𝑏

𝑚𝑝Ω𝑚

. (3.12)

Where, 𝑁𝑖𝑜𝑛 essentially quantifies the number of photons entering in the
IGM per baryon,𝑚𝑝 is the proton mass. Radiative transfer or semi-numerical
simulations of reionization consider this kind to be the most dominant kind
of source model producing an “Inside-out” type of reionization scenario
which is driven by Ultraviolet photons [Majumdar et al., 2016].

3.3.2 Uniform Ionizing Background (UIB Photons)

Unless there is a large rise in the escape fraction of ionising photons
from them with rising redshift, or galaxies below the detection limits
of current surveys contribute a significant fraction of the total ionising
photons, the observed population of galaxies at high redshifts appears
unable to maintain the universe ionized [Kuhlen and Faucher-Giguère, 2012,
Mitra et al., 2015]. Another theory is that in the early Universe, sources of
hard X-ray photons (such as active galactic nuclei or X-ray binaries) were
prevalent, resulting in a nearly homogeneous ionising background. Hard X-
rays would be able to depart their home galaxies and traverse great distances
and get redshifted to the UV part of the electromagnetic spectrum and start
ionising hydrogen [McQuinn, 2012, Mesinger et al., 2011]. If 100% of the
photons comes from this type of background then that scenario is termed as
an “Outside-in” reionization scenario that has the same number of ionizing
photons at every location.

3.3.3 Soft X-Ray photons (SXR)

The proportion of extreme ultraviolet photons that escape from their
home galaxies is a contentious topic. Soft X-ray photons, on the
contrary, would not have much trouble escaping into the IGM from
their host sources. There’s also a chance that X-ray generation was
more common in high-redshift galaxies than in low-redshift galaxies
[Kaaret et al., 2011, Fragos et al., 2013]. It is considered that the photons
are uniformly distributed around the host haloes within a radius equal to their
mean free path at that particular redshift. The mean free path is calculated
using the same equation as used for UV photons. It is to be noted that at
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high redshifts, the mean free path of ionising photons is a mostly unknown
quantity. For the UV sources, a constant maximum smoothing radius of
70 comoving Mpc at all redshifts were employed,which is consistent with
[Songaila and Cowie, 2010] findings at 𝑧 ∼ 6.

3.3.4 Power Law mass dependent efficiency (PL)

In this case, the number of ionising UV photons emitted by sources in
collapsed dark matter halos is proportional to the halo mass to the 𝑛𝑡ℎ power,
as follows:

𝑁𝛾 (𝑀ℎ) ∝ 𝑀ℎ
𝑛. (3.13)

The scenario that we have considered in this report is of the index 3.
Higher-mass haloes create more ionising photons in this source model,
resulting in fewer but bigger ionized zones. This model is a rough
approximation of a situation where reionization is fueled by rare strong
sources like quasars, resulting in extreme type of topology.

3.4 Reionization scenarios

For this investigation, we use [Majumdar et al., 2016]’s 21-cm maps of six
alternative reionization scenarios. These scenarios are made up of various
combinations of the above-mentioned source models.

The fiducial scenario assumes that galaxies in the halos of mass
2.02×109𝑀⊙ provide 100% of the ionising UV photons. The clumping and
PL (n = 3) scenarios are similar in that they involve 100% UV photon input
from halos, but they differ somewhat from the fiducial. The only situation in
which non-uniform density dependent recombination has been considered
is clumping. High mass halos, on the other hand, have a larger weightage in
UV photon output than low mass halos in the PL (n = 3) scenario because
they follow the power law equation instead of being proportional to the halo
mass. The UIB dominated, SXR dominated, and UV+SXR+UIB have a
mixed contribution of different kinds of ionising photons. For instance, UIB
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dominated scenario assumes 20% contribution from UV photon whereas
80% contribution from Uniform ionizing background photons. SXR
dominated case on the other hand considers 20% contribution from UV
photons but 80% contribution comes from Soft X-Rays. The UV+SXR+UIB
scenario has 50% contribution from Ultraviolet photons, 10% from UIB
and rest 40% from Soft X-Ray photons. All of these three scenarios are
considered using a uniform recombination type.

The proportionality constant 𝑁𝑖𝑜𝑛 was calibrated in the reionization
scenarios discussed here so that they all have the same mass averaged
neutral fraction (𝑥𝐻𝐼

(𝑧)) at a particular time/redshift, i.e. they have the
same reionization history [Majumdar et al., 2016, Pathak et al., 2022]. The
mass averaged neutral fraction is defined as follows:

𝑥𝐻𝐼
(𝑧) = Average mass density of neutral hydrogen

Average mass density of total hydrogen
. (3.14)

A complementary parameter filling factor (FF) is also defined:

𝐹𝐹 =
Total volume of all ionized regions

Total simulation volume
. (3.15)

Figure 3.1 depicts the evolution of the neutral proportion as a function
of redshift for all of the scenarios. We discuss our results as functions of
𝑥HI rather than redshift (𝑧) since different scenarios follow the same 𝑥HI (𝑧)
profile. In figure 3.2, 21-cm field images are shown for different reionization
scenarios.

In the latter part of the study where we study the instrumental effect on
the 21-cm images, we created new Hi 21-cm maps for the EoR by using
10243 particles with a mass of 1.089 × 108𝑀⊙ on a 20483 mesh grid, and
then coarsened the grid with a factor of 8 to produce a 2563 volume. The
smallest halo considered in this simulation had a mass of 1.089×109𝑀⊙, and
the simulation cube had a length of 143.36 cMpc on each side. We kept the
mean free path constant at 𝑅𝑚 𝑓 𝑝 = 20.0 cMpc and adjusted the 𝑁𝑖𝑜𝑛 values
for each redshift to maintain consistency with the Fiducial model used in
[Majumdar et al., 2016] and ensure that the reionization history (measured
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Figure 3.1: Variation of mass averaged neutral fraction (𝑥HI ) with redshift
(𝑧)

by the neutral fraction 𝑥HI ) remained unchanged. The reasons for doing so
is justified thoroughly in Section 7.1.4.
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Chapter 4

Topology of the 21-cm field

4.1 Overview on the previous work

The topology of the 21-cm field have been checked using the methods
in chapter 2 in literature. Our work focuses on the technique that
[Bag et al., 2018, Bag et al., 2019] followed, which is using the Largest
Cluster Statistics (LCS). [Bag et al., 2018] focused on the largest ionized
region only for the fiducial model of reionization and along with LCS, they
complemented their analysis with Minkowski functionals (MF) using a code
called SURFGEN2.
As an add-on to this work [Pathak et al., 2022] did the same analysis but
on different reionization scenarios as mentioned in [Majumdar et al., 2016].
In brief, they have shown that the LCS when applied to different scenarios
can help to distinguish between the two types of reionization process, the
“Inside-Out” and the “Outside-In” scenario. They have also concluded
that at percolation, the global neutral fraction is significantly higher for
the case of inside-out scenario when compared with the outside-in case.
[Pathak et al., 2022] also did a complementary analysis to quantify the
evolving topology and morphology of the ionized region for different
reionization environments using the ratios of Minkowski functionals called
Shapefinders (SFs), about which, we will discuss as well. It is seen that
for non-uniform reionization processes (e.g. Clumping model) happening
in the inter-galactic medium (IGM), the process of reionization may be
discerned by the non-uniformity of the recombination process. It is also
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observed that LCS has an abrupt growth with an SF called the ‘length’
keeping others almost steady indicating a highly filamentary structure in the
hydrogen distribution on and after percolation. Finally, it was concluded
that by doing different topological analysis, the reionization processes can
be understood in a better manner.

4.2 Discussion on the results of Pathak et al. 2022

The work that is done in [Pathak et al., 2022] is discussed in this section. It
is to be noted that the results of [Pathak et al., 2022] have been reproduced
and similar results have been found which will also be discussed here.

4.2.1 Considerations for identification of ionized regions

Pathak et al. considers the regions that have neutral hydrogen density
𝜌𝐻𝐼 > 0 are completely neutral. It is to be kept in mind that partially ionized
regions are considered neutral as well. Our work on the other hand moves to
a more realistic scenario where the images that are analysed are converted
in a manner such that they mimic the image that will be received by low-
frequency radio interferometers [SNELL, 2021]. The images received by the
interferometers will have its 0𝑡ℎ K-mode in the Fourier plane to be missing;
which implies the signal received from the interferometers will have their
mean subtracted. So the consideration for identification of ionized regions
will be slightly modified and is given as follows:

𝜌
′
𝐻𝐼 (𝑥) = (𝜌𝐻𝐼 (𝑥) − �̄�𝐻𝐼) > 0 =⇒ Neutral region

𝜌
′
𝐻𝐼 (𝑥) ≤ 0 =⇒ Ionized region

However, when run in SURFGEN2, a very small value of the density
threshold has been considered. It is done because 0 value will result in
a singularity in the SURFGEN2 code while doing the mapping process.
In [Pathak et al., 2022], the value is taken to be 0.01 wherein the value
considered in our case is 0.1 about which we will discuss in later subsections.
When considering the instrumental effects on these images, the choice of
threshold becomes non-trivial. For these cases we employ the method of
Gradient descent which we have described elaborately in Section 6.2.
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4.2.2 Analysis methods and results

It is already mentioned that the different reionization scenarios despite
having different evolution pattern, they are forced to follow the same
reionization history. This eases the understanding of the topological
evolution and its relation to the neutral fraction for different reionization
scenarios.
It is important to note that though the different scenarios follow the same
reionization history, as the mass averaged neutral fraction (𝑥𝐻𝐼) is same
for any given redshift, the total volume of ionized regions are different for
different scenarios. This implies that the Filling Factor (FF) is different for
different (𝑥𝐻𝐼) values. This is shown in 4.1 and 4.2.

Figure 4.1: Variation of FF with 𝑥HI as seen in [Pathak et al., 2022].

The UIB dominated scenario provides the lowest FF for a given 𝑥HI

or redshift (𝑧), whereas PL = 3 produces the largest FF. As hard X-ray
photons may escape to longer distances in the UIB dominated scenario and
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Figure 4.2: Same plot reproduced as a part of this work.

effectively provide a uniform ionising background, this results in a ‘outside-
in’ reionization, in which the low density areas ionize first and the high
density regions follow afterwards. As a result, in contrast to PL or Fiducial
situations, a significant volume will be partly ionized in this scenario. The
reionization will be ‘inside-out’ in nature under the Fiducial, Clumping,
or PL scenarios, with UV radiations from collapsing halos escaping to
further distances only after they have considerably ionized their local IGM.
The UV+SXR+UIB and the SXR are in the middle of the ‘inside-out’ and
‘outside-in’ scenarios.

4.2.3 Analysis of LCS with percolation analysis

When the first sources formed at CD, they began to ionize the neutral
hydrogen field around them. As reionization occurs, the size and amount
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of these little ionized hydrogen areas grows, and they begin to overlap.
However, depending on the reionization scenario, these bubbles will join at
some point in the future to form a big linked single ionized zone. We term
this rapid topological shift in the ionisation field as percolation transition
[Klypin and Shandarin, 1993, Yess et al., 1997].

The percolation transition occurs when the greatest ionized zone spreads
from one face of the simulation box to the opposite face. Due to the
periodic boundary condition of our simulation volume, the greatest ionized
zone is thus indefinitely expanded. The greatest ionized region, as defined
statistically using LCS, aids in the study of ionized region expansion and
the understanding of the percolation process. LCS is projected to grow
dramatically with filling factor (FF) or 𝑥HI during percolation. However,
when and how percolation occurs in an ionized hydrogen field is determined
by the reionization process. In figure 4.3 and 4.4 , the evolution of LCS with
FF and neutral fraction is shown, which can be used to identify the type of
source models used in different reionization environments.

Figure 4.3: Variation of LCS with FF and 𝑥HI as seen in [Pathak et al., 2022].

When the largest ionized region abruptly develops in all directions
and extends throughout the simulation volume, the vertical dashed lines
depict the commencement of percolation. A little change in 𝑥HI or FF
during the percolation transition causes a dramatic spike in LCS, as seen
in the relevant panels. This formally discontinuous growth in LCS may be
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used to characterise the percolation transition [Klypin and Shandarin, 1993].
Percolation transition occurs for the fiducial model at 𝑥HI ≈ 0.75 and
𝐹𝐹 ≈ 9.6% corresponding to a redshift value 𝑧 ≈ 8.1, which is in line with
previous findings in the literature [Iliev et al., 2006, Chardin et al., 2012,
Furlanetto and Oh, 2016, Bag et al., 2018] where the considered models
were a little different. After percolation, a big, single ionized region is
formed by the merger of the smaller ionized regions and LCS value saturates
to unity. Similar results were discovered in the case of other reionization
scenarios. A lot of information about the source models can be extracted
from these curves. For example-

(i) The value of the neutral fractions at percolation for each reionization
scenario are different indicating a connection between percolation with
the topological properties of the evolving IGM.

(ii) The shape of the LCS curve is different from one another for different
reionization scenarios. It can be inferred that the PL3 model, the large
ionized regions are connected easily and hence percolates at an earlier
stage of reionization. On the contrary, for the UIB model, transition
occurs at a late stage as ionized regions are smaller and the FF value is
significantly lower. In gist, for inside-out models, percolation occurs
at higher neutral fraction wherein for outside-in models, it occurs at a
lower neutral fraction value.

(iii) For the PL3 model, the starting value of LCS is relatively higher
indicating that this scenario has larger ionized regions in the beginning
itself.

(iv) Clumping model has the earliest percolation stage as it is the only
non-uniform recombination scenario.

The reproduced result of LCS vs FF in the case of UIB model vary from
the [Pathak et al., 2022] result due to a slightly different consideration in
threshold. With very tiny deviation in threshold, the UIB model is varied
significantly as in all the cases partially ionized regions are considered to be
neutral as well, so for a uniform ionizing case, many number of such regions
will occur.
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4.2.4 Shapefinders

Shapefinders is a complementary analysis done along with the
percolation method to study the geometry of the ionized regions. This
analysis is done on individual ionized regions. Shapefinders are essentially
ratios of the Minkowski functionals (MFs) [Sahni et al., 1998] which are
explained in section 2.3. In 3-d the three Shapefinders are as follows:

1. Thickness: 𝑇 = 3𝑉
𝐴

,

2. Breadth: 𝐵 = 𝑆
𝐻

,

3. Length: 𝐿 = 𝐻
4𝜋 .

The Shapefinders have the dimension of length and can be used extensively
to measure the extension of an object. It is worth mentioning that the
Shapefinders are defined in such a way that they are spherically normalized
which means the first Minkowski functional 𝑉 = 4𝜋

3 𝑇.𝐵.𝐿.
The ratio of the Shapefinders, further, yield two more quantities that help
in understanding the morphology of the ionized regions or any object, in
general. They are defined as follows:

1. Planarity : 𝑃 = 𝐵−𝑇
𝐵+𝑇 ,

2. Filamentarity: 𝐹 = 𝐿−𝐵
𝐿+𝐵 .

P and F denote the ’planarity’ and ’filamentarity’ of an object, respectively,
and 0 ≤ 𝑃, 𝐹 ≤ 1, by definition. To understand in a more intuitive way,
a sphere has 𝑃 ≃ 𝐹 ≃ 0, but a ribbon has 𝑃 ∼ 𝐹 ∼ 1. A planar
object for example a plane sheet, has 𝑃 ≫ 𝐹, whereas a filament is the
opposite i.e 𝐹 ≫ 𝑃. Studying ’Shapefinders’ of ionized volumes at various
phases of reionization, in conjunction with percolation analyses, would give
information on the evolution of the ionization field’s geometry, morphology,
and topology.

4.2.5 SURFGEN2 code and Marching Cube 33 algorithm

To find different topological and morphological parameters like the
LCS, Shapefinders etc. the SURFGEN2 algorithm is used. It is an
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advanced version of an algorithm named SURFGEN which was developed
by [Sheth et al., 2003, Sheth, 2005] to study large scale structure of the
universe. The SURFGEN2 code has 3 main parts which are as follows:

1. The first component uses a ’Friends-of-Friends’ (FoF) algorithm
combined with periodic boundary conditions to identify all clusters
(overdense or underdense segments) within the simulation box. When
fragmented components of the same cluster are found at the box border
(this occurs rarely), these parts are adjusted to reassemble the cluster.

2. The second section of the algorithm triangulates each cluster’s
surface and records the vertices of the triangles. [Sheth et al., 2003]
and [Sheth, 2005] provide detailed descriptions of the triangulation
approach, which employs the ’Marching Cube’ algorithm
[Chernyaev, 1995] . Instead, [Bag et al., 2018] employ the ’Marching
Cube 33’ [Lorensen and Cline, 1987] enhanced triangulation scheme,
which avoids the problems that plagued the original Marching Cube
algorithm. The Marching cube is a 3D version of the Marching Square
algorithm which determines the implicit functions of geometrical
shapes to identify boundaries between them.

3. The last section of the algorithm uses the stored triangle vertices to
identify the MFs and Shapefinders for each cluster (ionized region).
In the next part, we’ll go over the algorithms for calculating the MFs.

4.2.6 Determination of Shapefinders

After using the Marching Cube 33 algorithm to triangulate an isodensity
surface, the MFs and Shapefinders can be determined using the following
methods [Sheth and Tormen, 1999]:

(i) The isodensity surface’s surface area (A) may be calculated by adding
all of the triangles that make up the surface,

𝐴 =

𝑁𝑇∑︁
𝑖=1

𝐴𝑖, (4.1)

Where 𝑁𝑇 is the number of total triangles and 𝐴𝑖 is the area of the 𝑖𝑡ℎ

triangle
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(ii) The below equation gives the volume (V) encompassed by the
isodensity surface.

𝑉 =

𝑁𝑇∑︁
𝑖=1
𝑉𝑖, 𝑉𝑖 =

1
3
𝐴𝑖 (�̂�𝑖 .𝑃𝑖) , (4.2)

where 𝑉𝑖 is the volume of the 𝑖𝑡ℎ tetrahedron, the base of which is the
𝑖𝑡ℎ triangle, and the apex of which is (an arbitrarily selected) origin.
The centroid of the 𝑖𝑡ℎ triangle with normal in the �̂�𝑖 direction is
represented by 𝑃𝑖.

(iii) Integrated Mean Curvature (IMC) is given by -

𝐻 =
∑︁
𝑖, 𝑗

1
2
𝜖𝑙𝑖 𝑗𝜙𝑖 𝑗 . (4.3)

Here, The length of the common edge and the angle between the
normals of the neighbouring pair of triangles i,j are, respectively, 𝑙𝑖 𝑗
and 𝜙𝑖 𝑗 . The total is calculated over all neighbouring triangle pairs.
When the triangular pair (i,j) is a part of a convex surface locally, it
takes the value +1, and when the surface is concave, it takes the value
-1.

(iv) The Genus (G) and the Euler characteristic (𝜒) for the triangulated
surface is given by,

𝜒 = 𝑁𝑇 − 𝑁𝐸 + 𝑁𝑉 , 𝐺 = 1 − 𝜒

2
. (4.4)

The number of triangles, vertices, and edges are represented as
𝑁𝑇 , 𝑁𝑉 , 𝑁𝐸 , respectively. The Euler characteristic obtained using
this approach is always precise since the above equation is essentially
a representation of Euler’s polyhedral formula. Each edge of a closed
surface triangulated using the Marching Cube 33 method is always
shared by two adjacent triangles. As a result, The total number number
of edges, and total number of triangles, that make up a closed surface
have the relationship 𝑁𝐸 = 3

2𝑁𝑇 . This connection can be used to
evaluate if a triangulation technique is topologically accurate.

Because SURFGEN2 triangulates the surface of individual clusters, its
accuracy is excellent, as demonstrated by [Sheth et al., 2003]Sheth et al.
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(2003), and far superior to existing methods of estimating the MFs
[Schmalzing and Buchert, 1997], such as using the Koenderink invariant
[Koenderink, 1984] or Crofton’s formula [Crofton, 1868].

To summarize, these are the key steps of the analysis using SURFGEN2

1. Using the FoF algorithm, the code identifies all the isolated ionized
spots in the simulated field according to the thresholding condition. It’s
worth noting that SURFGEN2 only discovers areas that are compatible
with periodic boundary conditions.

2. The code then uses the ’Marching Cube 33’ triangulation technique
[Lorensen and Cline, 1987] to simulate the surface of each ionized
zone, which avoids the problems that the Marching Cube algorithm
has [Chernyaev, 1995].

3. Finally, using the triangle vertices from the preceding stage,
SURFGEN2 finds the Minkowski functionals and Shapefinders of
each ionized volume independently.

4. The above steps are followed for all reionization scenarios for all the
redshifts to find the topological and morphological features of the
ionized regions.

5. The largest ionized region is tracked to calculate the development in
LCS for each reionization environment.

4.2.7 Variation in number of ionized regions (𝑁𝐶) with different
parameters

For various reionization situations, the number of ionized regions, 𝑁𝐶
is displayed versus the neutral fraction 𝑥HI and the neutral fraction FF,
respectively in 4.5 and 4.6. The neutral fraction drops from unity as
reionization advances, but the filling factor rises. 𝑁𝐶 rises with time as
new ionized patches form at the commencement of reionization. On the
other hand, when reionization progresses, ionized zones begin to overlap
and the number of ionized regions decreases. As a result, in all reionization
models, 𝑁𝐶 has a maximum somewhere in the middle.
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Furthermore, the way in which 𝑁𝐶 achieves its maximum varies
depending on the reionization scenario. The UIB model, for example, has
the most ionized volumes, whereas 𝑁𝐶 in the PL3 model has the fewest. 𝑁𝐶
maxima occur at various 𝑥HI levels for different models, for example, early
phases for PL3, Fiducial, and Clumping models, and late phases for the UIB
dominated model. In contrast, the 𝑁𝐶 maxima for various models are all
found around similar 𝐹𝐹 ∼ 10% values. It is worth mentioning that for UIB
model, the reproduced result is slightly different due to different threshold
consideration.

4.2.8 Results obtained from Shapefinders

The topological and morphological evolution of the largest ionized region
is calculated using the Shapefinders as mentioned in section 4.2.3 The results
that were obtained are discussed below.

4.2.8.1 Genus

The variation in the Genus is observed with respect to neutral fraction
for different reionization scenarios in 4.7 and 4.8 which are plotted till
percolation occurs. The physical geometry of a percolating region cannot
be described due to the periodic boundary constraint. As a result, the
genus value of an area immediately following percolation is likewise poorly
defined. However, when the ionized zone occupies the majority of the
simulation volume, the genus value may be safely estimated in terms of
per unit volume. It is to be noted that the x-axis is shifted by the critical
neutral fraction value (The value of neutral fraction at which percolation
takes place).

The greatest ionized patches in all of the situations grow more multiply
linked as reionization occurs, and their genus rises. Despite the fact that
ionized hydrogen percolates earlier in time in the clumping model, the genus
of the greatest ionized patch in the clumping model is substantially larger
by several orders than in the other situations. Due to strong non-uniform
recombination in the clumping scenario, large pockets of neutral hydrogen
persist, tunnelling through the ionized volumes, resulting in high genus
values. Because the majority of these tunnels are negatively curved, the
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overall integrated mean curvature is reduced. This breaks the natural order
of the Shapefinders i.e 𝑇 < 𝐵 < 𝐿 and yields high planarity value which
might be inferred as a non-physical one. That is why Clumping is not
included in the Shapefinder results.

4.2.8.2 Planarity and Filamentarity

The variation in Planarity (P) and Filamentarity (F) of the largest ionized
region for different reionization environment barring the clumping model is
shown in 4.9 and 4.10. The filamentarity for all the models seem to increase
with decreasing neutral fraction and reaches to 1 as percolation is achieved.
On the contrary, the planarity is always less for all models. Hence, it can be
concluded that the largest ionized regions become highly filamentary near
the percolation which is consistent with the work seen in [Bag et al., 2018].

4.2.8.3 T, B and L

As it is seen that the structure of the ionized region for all the models
(excluding clumping) become filamentary at percolation, we consider it to
be a filamentary object. In that case, 𝑇 × 𝐵 is called the effective “cross
section” for that filament.

In 4.11 and 4.12 It can be observed that length (L) has a sharp rise
during percolation transition wherein the cross section (𝑇 ×𝐵) remain stable
throughout. This indicates that the lengths are in general way higher in
magnitude than the cross sections. Cross section has the highest value for
PL3 model and lowest for the UIB model. It can be, thus, inferred that as the
ionized regions for UIB model are smaller and uniform than PL3 or Fiducial
model, the filamentarity of the inter-connected regions also appear smaller.
As PL3 starts with a high value of LCS, the cross section also has a higher
value.

4.3 Analysis on the mean subtracted field

The entire analysis as done in [Pathak et al., 2022] have to be done for the
mean subtracted fields to mimic interferometric data. Zero-length baselines
or visibilities with 𝑘 = 0 wave number are not present in radio interferometric
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observations. As a result, the images produced by radio interferometric
observations will lack an absolute flux calibration. This eventually results
in an image where the mean has been subtracted..

4.3.1 Issues in analysing mean subtracted fields

Initially, when SURFGEN2 was put on run for the mean subtracted fields
of the Fiducial model for different redshifts, they were consuming excessively
high RAM resource≈ 190−200 GB (In the non mean subtracted data, usually
7-10GB is consumed) which led in multiple segmentation faults. In these
cases, the threshold values for each redshift was set to be the negative of the
mean value for the corresponding non mean subtracted file as the 𝜌(𝑥) = 0
points will be mapped to the negative threshold values. It was observed that
a particular part of the code was not able to handle the negative threshold
values, so it was modified in a manner so that the mapping can be done
correctly.

To analyse the issue, the variation in the threshold is checked for different
parameters which are in Figure 4.13 and Figure 4.14.

As we go to lower neutral fraction, more number of ionized regions
appear which implies that the threshold to identify neutral region is shifted
lower which is consistent with our theoretical understanding of reionization.
It is also consistent with the filling factor plot where as more and more regions
get ionized, the threshold starts decreasing which is consistent with the plot
of neutral fraction against the threshold. In the Figure 4.15 the variation
of threshold is checked with Filling factor with changing 𝑥HI values. The
vertical dotted line represents the mean threshold value which is 50 for our
case. It is interesting to observe that for lower neutral fraction values, the
threshold very quickly saturates as ionized regions are way too dominant for
these cases.

Finally, we see the variation in threshold for the mean subtracted case
for the Fiducial model with changing 𝑥HI values in Figure 4.16. In these
cases, the threshold follows the same pattern as of in the case of non mean
subtracted field but with negative values in threshold. It is important to
note that, a constant value of threshold which is the mean of the individual
thresholds of the mean subtracted fields are considered in this case. For a
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better comparison, the value of the starting threshold has been shifted to the
origin and similar results are found for this case as well.

4.3.2 Summary of this work

The below table ( 4.1 ) summarizes the results of the reproduced work
of [Pathak et al., 2022] and the results are consistent with the Table 2 of
[Pathak et al., 2022] which has the same set of parameters.

Reionization Scenarios Critical 𝑥HI 𝐹𝐹𝐶 Planarity Filamentarity
Fiducial 0.75 0.095 0.162 0.998

Clumping 0.81 0.063 0.837 0.922
UIB dominated 0.31 0.543 0.201 0.999
SXR dominated 0.50 0.318 0.126 0.984
UV+SXR+UIB 0.60 0.226 0.147 0.995

PL 3.0 0.75 0.095 0.872 0.997

Table 4.1: Summary of the reproduced work of [Pathak et al., 2022]. Critical
values indicate the values where percolation transition has occurred.

The work done by [Pathak et al., 2022] was thoroughly verified in this
work and it had yielded same results which confirms the analysis to be
consistent with previously done work in literature.

The mean subtracted signal models were fed to SURFGEN2 to
extract statistical parameters like LCS and topological parameters like the
Shapefinders. But, the program was consuming excessive RAM and time.
It was speculated that there might be a bug in the code or the problem
had something to do with the machines that we were running our codes
on. As it turned out, SURFGEN2 was initially unable to process negative
threshold values as inputs to the mean subtracted hydrogen maps, hence,
the mapping was changed. Alongside, a detailed analysis on the variation
of threshold with changing filling factor was done for different redshifts
or neutral fraction. This analysis was done only on the Fiducial model.
After a second run, it was observed that SURFGEN2 was throwing garbage
values, which, when analysed, pointed out another issue. After changing the
optimization of the compiler from O3 to O2 it was put on run again, where
some expected results were yielded. We then re-sample the brightness
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temperature maps on a smaller grid within the SKA phase-I resolution limit
to reduce the run-time of SURFGEN2 as more fixes on the code were being
employed alongside.

4.3.3 Prospects

The points mentioned below are the prospective for this project:

1. A complete debugging of SURFGEN2 is required; to run the code
in older kernel versions, optimization levels are reduced which has
increased the runtime for the code. So, more bug fixes are required to
reduce the time and space complexity of the algorithm.

2. An optimum threshold independent of ionization state of IGM has to
be found. Our analysis on the threshold can be considered to be the
first step to this.

3. The simulated brightness temperature maps of hydrogen can be
resampled on a smaller grid to reduce the run-time of the codes. This
degradation of resolution is expected to be the same as the resolution
of the upcoming SKA phase-I observation data.

4. A testing is required to verify if varying threshold is better than having
a constant threshold as we have considered in this work.

5. After a complete debugging of the SURFGEN2 algorithm, LCS is to
be applied on the mean subtracted 21-cm hydrogen field.

6. Repeating the above analysis in the presence of SKA like noise in the
signal is a necessary step to move towards a more realistic scenario.
In this case the threshold will have random variation which is also
required to be accounted for and analysed with different statistical
methods. It will be challenging to distinguish between the ionized
regions and the low density regions once noise is included in the
signal space.

7. Along with noise different foreground models can also be included to
have a better and practical analysis on the density fields.
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8. Finally, the array synthesized beam effects and the instrumental effects
on the signal have to be accounted for as well to have a complete
realistic understanding of the evolving topology and morphology of
the density field.
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Figure 4.4: LCS vs FF and 𝑥HI as reproduced in this work.
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Figure 4.5: Variation of NC with FF and 𝑥HI as seen in [Pathak et al., 2022].
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Figure 4.6: 𝑁𝐶 vs FF and 𝑥HI as reproduced in this work.
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Figure 4.7: Variation of genus with 𝑥HI as seen in [Pathak et al., 2022].
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Figure 4.8: Variation of Genus as reproduced in this work.
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Figure 4.9: Variation of Planarity and Filamentarity with 𝑥HI as seen in
[Pathak et al., 2022].
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Figure 4.10: Planarity and Filamentarity vs 𝑥HI as reproduced in this work.
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Figure 4.11: Variation of Length and 𝑇 × 𝐵 with 𝑥HI as seen in
[Pathak et al., 2022].
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work.
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Figure 4.13: Threshold for non mean subtracted hydrogen map is plotted
against changing neutral fraction (𝑥𝐻𝐼) for different step sizes for Fiducial
model.
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Figure 4.14: Threshold for non mean subtracted hydrogen map is plotted
against changing filling factor for different step sizes for Fiducial model.

64



Figure 4.15: Threshold for non mean subtracted hydrogen map is plotted
against changing filling factor for different step sizes for Fiducial model.
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Figure 4.16: Threshold for mean subtracted hydrogen map is plotted against
changing filling factor for different step sizes for Fiducial model.
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Chapter 5

Analysis of LCS on sampled maps
of lower resolution

The simulated maps that were initially used for this analysis had a resolution
of 1.19 cMpc3 with 600 grid cells each side which is not at all realistic and
far better than what SKA-1 Low is expected to capture. For this reason,
the simulated maps of grid size 6003 grid units were down-sampled to
a coarser resolution of grid size 3003 grid units, keeping the simulation
volume same (i.e. 714 cMpc3). From the original 21-cm maps we have
randomly pooled 8 neighboring cells and chose one random cell out of them
and replaced it in place of the old eight cells. This way, our maps becomes
twice (2.38 cMpc) as coarse as our original maps of 6003 grid units which
had a resolution of 1.19 cMpc. This type of sampling ensured that the new
box that was generated follows the same reionization history. This was done
to check the robustness of the geometrical estimations that are used for our
particular analysis. This is done for three different models namely Fiducial,
PL (n=3) and SXR Dominated scenario. The analysis of LCS along with the
Shapefinders was done and the results are shown in Figure 5.1 and Figure
5.2.

In Figure 5.1 we see that the original (solid/dashed curves) and low
resolution (dotted curves) show similar behaviour. The left panel shows
the variation of LCS with changing 𝑥HI and the right panel shows the
corresponding changes in LCS with changing Filling Factor. For the three
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different reionization scenarios, the results for the sampled maps follow the
LCS curves as of the original simulated maps having 6003 grid units. It
is important to notice that the percolation transition remains unchanged for
each of the reionization scenarios and the slight deviation that occurs in the
low resolution maps occur due to the sparesly sampled discrete values of
𝑥HI . The difference would go away if we have enough number of samples
in the percolation transition region. Alongside, it is to be noticed that PL
(n=3) is minimally affected by the sampling as it has the largest “Largest
Ionized Region (LIR)” with the smallest value of Genus among all the three
scenarios in consideration. It can also be concluded that the size of the LIR
is unaffected by this kind of sampling.

In Figure 5.2 the cross-section (𝑇 × 𝐵) seems to be stable during
percolation transition which is consistent with the previous findings of
[Pathak et al., 2022].
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Figure 5.1: For three reionization source models, the LCS results from our
original resolution maps (solid/dashed curves) are compared with those from
the low-resolution 21-cm maps (dotted curves). The critical 𝑥HI at the start
of percolation transitions in all the models is unchanged, and the LCS results
are consistent for the different resolutions.
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Chapter 6

Testing LCS on realistic Hi 21-cm
maps

The analysis on threshold has shown that variable thresholds have to be
chosen rather than choosing a constant threshold for the mean subtracted
maps. However, in realistic scenarios, when telescope noise, foreground
emissions, the effect of the array synthesized beam, effect of ionosphere and
a lot of other factors are considered, the choice of threshold becomes even
more complicated. In this particular analysis, a mean subtracted version of
the lower resolution (2.38 cMpc) was chosen and on top of it different realistic
effects like the effect of the array synthesized beam and noise were applied.
Subsequently, a proper threshold was determined and thorough LCS analysis
was done. All of these effects were added to the down-sampled, mean-
subtracted maps to mimic the behaviour of the upcoming Square Kilometer
Array (SKA) in its low frequency regime. A visual representation of these
effects can be seen in Figure 6.1 which is the first slice from one of the
Fiducial image cubes that has a neutral fraction 𝑥HI = 0.75. It can be seen
that after addition of noise of RMS 3.10 mK, random variation in the pixels
occur. A Gaussian smoothing filter that has a smoothing length of 7.14
cMpc was further added. This smoothing essentially works as a denoising
process but a majority fraction of the pixels shifted to some certain intensity
values that might be considered as “partially ionized regions”.
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Figure 6.1: Slices of the brightness temperature maps for z = 7.221 (𝑥HI =

0.2). Left: The original down-sampled map having a grid size of 300 cells
along each side. Center: Map after adding a Gaussian random noise of rms
3.10mK. Random fluctuations in the pixel intensities can be seen. Right:
Representation of the map after smoothing the noisy map with a Gaussian
smoothing kernel of smoothing length 7.14 cMpc to mimic the SKA-I Low
behaviour.

6.1 Addition of noise

A Gaussian random noise was generated and was added to the signal to
see its effects on the LCS. The value of noise rms was chosen as per
[Giri et al., 2018b]. In [Giri et al., 2018b], they assumed a 4hr observation at
a declination of−30◦.The mean of this kind of noise is considered as zero and
the noise sigma is given by the radiometer equation 6.1 [Ghara et al., 2016]
.

𝜎 =

√
2𝐾𝐵𝑇𝑠𝑦𝑠

𝜖 𝐴𝐷
√
Δ𝜈𝑡𝑖𝑛𝑡

(6.1)

𝑇𝑠𝑦𝑠 denotes the telescope system temperature and 𝐾𝐵 denotes the
Boltzmann constant. The antenna efficiency is quantified using 𝜖 and it
is dependent on the frequency of observation. 𝐴𝐷 is the physical area of
each dish. Δ𝜈 and 𝑡𝑖𝑛𝑡 denote the frequency resolution and the telescope
integration time respectively.

The authors of [Giri et al., 2018b] have done the thorough analysis on
noise and had chosen a noise rms value of 2.82 mK as per the capabilities
of SKA1-low. For our case, as we are just dealing with the largest ionized
bubble, we start with a higher value of noise rms which is 3.10 mK. We
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gradually increase the noise and see its effects on LCS on Figure 6.3.

6.2 Determination of threshold

As mentioned earlier, the determination of a threshold that identifies the
boundary between the two type of pixels i.e. ionized and neutral pixels in
the Hi map is crucial for running SURFGEN2. However, Addition of noise
and smoothing the map shifts our threshold. When a random noise is added
to the data, each pixel gets shifted by some random amount which is defined
by the rms of the noise added. As a result, the boundary between the ionized
and neutral pixels get randomly shifted for each map. Alongside, when
these maps are smoothed with a Gaussian kernel of a particular length scale,
an averaging effect on top of the noise takes place and the pixels are again
shifted to some other value. This, as a result, shifts the threshold further.

The typical histogram of an ideal Hi 21-cm image cube has a sharp
bimodal feature intrinsic to it as shown in Figure 6.2. The two peaks in the
histogram represent the ionized and neutral pixels in the given data. If the
local minima between these two pixels can be calculated, then a boundary
value between these two regions can be found. To do this, a Gradient descent
method can be utilized and in this way, the threshold was determined for
each of the maps. It is important to note that this entire analysis was done
considering only the Fiducial model.

As the effect of noise and array synthesized beam was incorporated in
the maps, the bimodal feature of these maps started to get smoothed out
leading to a Gaussian-like feature. This effect was seen especially on the
maps with higher neutral fraction ( 𝑥HI ) values. Nevertheless, the bimodal
feature could still be visible in the maps with lower neutral fraction values.
This enabled us to utilize Gradient descent method and find our required
thresholds. We verified the value found out from Gradient descent with
the threshold values for our original maps which were already known ( i.e.
𝜌𝐻𝐼 ≈ 0 ).

This method of thresholding did not work as the noise rms and the
smoothing length-scale was increased. It also failed to work when we run
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Figure 6.2: An image of a typical histogram of an ideal HI 21-cm image
cube. It can be seen that there are sharp bimodal features. The peak on the
left correspond to the ionized pixels ( 𝜌𝐻𝐼 = 0 ) and the peak on the right
correspond to the neutral pixels.

our maps through the SKA1-low pipeline. To mitigate this, we used ∼ 10%
of the maximum pixel value as our threshold. We also verified this with our
initial results from the original maps.

6.3 Results after addition of noise and smoothing

After the addition of a Gaussian noise as per [Giri et al., 2018b], we see
random fluctuations are introduced in the pixel values in the maps. It leads
to a deviation in threshold which was taken care by the Gradient descent
method that we discussed in Section 6.2.

We start from a noise rms of 3.10 mK and go upto 9.30 mK to test the
robustness of LCS. As we increase the noise rms we see that due to the
introduction of random fluctuations, the small ionized islands present in the
maps of higher neutral fraction are lost. For this reason we lose the features
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of LCS at higher neutral fraction as we keep on increasing the noise level as
seen in Figure 6.3. However, for the lowest noise level 3.10 mK, we find that
LCS could be completely recovered and we see no change in the percolation
transition threshold and it remains the same. Also, as we increase the noise
level, the bimodal feature is lost and alternate thresholding algorithms are
required to solve this problem. To test the upper limit of LCS with Gradient
descent type thresholding, it requires more number of noise samples between
3.10 mK to 4.50 mK.
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Figure 6.3: Variation of LCS with neutral fraction ( 𝑥HI ) is shown. It is
seen that as we go to higher noise levels, the sharp bimodal feature of the
21-cm maps are lost and LCS cannot be computed for higher 𝑥HI values.

To mimic the array synthesized beam effect of SKA1-low, we again refer
to [Giri et al., 2018b] and find out that the resolution corresponding to the 2
km baseline of SKA1 would have a Full Width Half Maxima value of 3 grid
units or a grid spacing of 7.14 Mpc in comoving units along each side of the
simulation volume. We used a 3D Gaussian smoothing kernel of varying
lengthscales to imitate this behaviour and plot LCS against neutral fraction
for different smoothing lengthscales in Figure 6.4. It is observed that for
lower smoothing lengthscales the LCS is not affected much. But, as we move
to higher smoothing lengthscales, the small ionized regions in case of higher
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neutral fraction gets smoothened out. This results in generation of a lot
of partially ionized regions. As SURFGEN2 deals with a binarized 21-cm
map, these partially ionized regions are treated as either completely neutral
or completely ionized as per our threshold. Besides, as smoothing operation
is done, the bimodal feature is also lost and the histograms tend to become
Gaussian-like. These effects combined results in an erratic behaviour of the
LCS curve for higher smoothing lengthscales. It necessitates a histogram
independent threshold algorithm.
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Figure 6.4: LCS vs neutral fraction ( 𝑥HI ) for changing smoothing
lengthscales. Due to the disappearance of small ionized regions at higher
neutral fractions, the behaviour of LCS do not follow the expected trend.

Finally, when both noise and smoothing are taken into account
simultaneously, all of the effects mentioned above come into play. Alongside,
this affects the detection of number of clusters in SURFGEN2. We plot
the LCS vs neutral fraction in Figure 6.5 to see the combined effect of
noise and smoothing. We considered the minimum value of noise and the
minimum lengthscale for our smoothing radius to check the evolution of the
largest ionized region with LCS. We see that although Gradient descent could
determine a threshold for maps at neutral fraction 𝑥HI ≥ 0.72, the percolation
transition point shifts heavily. It leads to an incorrect interpretation of the

75



reionization history.
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Figure 6.5: LCS vs 𝑥HI plotted for noise and Gaussian smoothing combined.
It is seen that due to the incorrect threshold determination and error in the
cluster-number detection, the percolation transition point is shifted to a later
stage of reionization which is different from the value determined from
simulation.
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Chapter 7

Creating observational maps and
determination of LCS

7.1 The End-to-End pipeline at hand

The pathway for developing synthetic observation and analysis is described
in this section in detail. The building pieces which are needed to produce
the synthetic observations are displayed in Figure 7.1. In Table 7.1,
the observational parameters that are used are shown. Each block of
the input parameter are also described afterwards. The simulations are
done using OSKAR1 software for SKA1-Low, and Common Astronomy
Software Application (CASA2) is used to create 21-cm images from the
visibility data. In our particular case, We have an observation for half an
hour (±0.5 HA), with the phase centre at 𝛼 =15h00m00s and 𝛿 = −30◦.
Cosmological parameters from the WMAP results [Komatsu et al., 2011]
are used in this work: ℎ = 0.7, Ω𝑚 = 0.27, ΩΛ = 0.73, Ω𝑏ℎ

2 = 0.0226
[Komatsu et al., 2009]. First, we divided the 21 cm cubes into different slices
by considering one of the axes to be the frequency axis. Then, we converted
these images from comoving coordinates to angular-frequency coordinates.
These sliced images were taken as the input sky model for OSKAR to run
the simulations. After the simulations are done, we stack the images back
along the different frequency channels to form the final visibility cube.

1https://github.com/OxfordSKA/OSKAR/releases

2https://casaguides.nrao.edu/index.php?title=Main_Page

77

https://github.com/OxfordSKA/OSKAR/releases
https://casaguides.nrao.edu/index.php?title=Main_Page


Input: Sky Model from simulations

Telescope Model

Observational Parameters

Simulation

Visibility

Image-based Analysis PS Estimation

21cmE2E

Thresholding and SURFGEN2 LCS

Figure 7.1: Schematic diagram of the 21cmE2E-pipeline used for analysing
the Hi 21-cm maps from the future SKA observations.
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Table 7.1: Observational parameters used in the simulations

Parameter Value

Field of view (FoV) 4◦

Number of array elements 296
Maximum baseline ∼ 2000 m
Polarization Stokes I
Observation Time 30 minutes
No. of snapshots 15
Integration time per snapshot 2 minutes
Phase Center(J2000) RA, DEC= 5 h, −30 ◦

7.1.1 Telescope model

The Square Kilometer Array (SKA1-Low, [Koopmans et al., 2015], one
of the most sensitive next-generation telescopes, is anticipated to statistically
detect the signal and have just the right signal-to-noise ratio for tomography
[Mellema et al., 2015]. A low-frequency array in Australia (working from
50 to 350 MHz) and a mid-frequency array in South Africa (operating from
350 to 14 GHz) will each be built as part of the SKA. The Murchison Radio-
astronomy Observatory (MRO) location in Western Australia, where the
MWA is situated, will house the low-frequency component of the SKA LOW.
The first SKA1 LOW deployment will consist of 512 stations with a diameter
of less than 40 metres, each with 256 antennas, scattered throughout a dense
core, and spiral arms with a maximum baseline length of 65 kilometres.
The compact core consists of 85% of all stations within a baseline of 2 km
due to the target large-scale signal’s sensitivity as shown in Figure 7.2. The
corresponding 𝑢𝑣-coverage for 30 minutes of observation is shown in Figure
7.3. The histogram for the 𝑢𝑣-density distribution that shows the baseline
density (number of baselines per unit area of the 𝑢𝑣-plane) against𝑈 which
is

√
𝑢2 + 𝑣2 is shown in Figure 7.4. Table 7.1 summarizes the telescope

model that has been used.
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Figure 7.2: The telescope layout that has been used in this work. It comprises
of stations around 2km from the central station.

7.1.2 OSKAR

A variety of applications for simulating astronomical radio
interferometers are included in the OSKAR package. OSKAR was primarily
created to produce simulated data from aperture array-using telescopes, such
as those envisioned for the SKA. For an SKA-sized station’s aperture array,
OSKAR replicates digital beamforming. The simulator has been created as
a flexible framework to research various computational approaches to the
processing of the beamformer and their influence on the output beam quality
[Mort et al., 2010].

For maximum flexibility, a straightforward computational structure,
and quick switching between operational modes, OSKAR is built as a
beamforming scheme with stringent computational needs in mind. The
matrix-vector technique allows to keep this flexibility because it is assumed
that just a fraction of the beams, frequencies, or polarizations are required
for a specific observation.
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Figure 7.3: uv-coverage for 30 minutes observation.
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Figure 7.4: uv-density for the observation that has been taken into
consideration.
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7.1.2.1 OSKAR simulation

For an SKA-sized station’s aperture array, OSKAR replicates digital
beamforming. The simulator has been created as a flexible framework
to research various computational approaches to the processing of the
beamformer and their influence on the output beam quality. A flow chart of
the working of OSKAR simulator is shown in Figure 7.5.

Figure 7.5: The OSKAR simulator’s general architecture. The front end and
back end are separate components that communicate with one another using
a file interface. [Mort et al., 2010]

There are two primary parts to the simulator. The simulation settings,
including antenna installation, the sky model, and beam positions, are
set up using a front-end graphical interface. The front-end runs on the
user’s desktop or workstation and makes use of platform-neutral libraries.
A supercomputer cluster-optimized, modular MPI-parallel computational
back-end is used to run the actual beamforming simulation. Sky processing,
antenna signal creation, beamforming, and complex weights production are
all supported by modules. The modular design of OSKAR makes it simple to
test out various beamforming algorithms by implementing additional weights
generators. Data can be check-pointed at any level of the computational
pipeline for use in other simulations if necessary. By intercepting the data
stream, it is also possible to test out different hardware architectures.

The sky model is used by the antenna signal modules to generate a
stream of complex-valued dual-polarization signals for each antenna. For
each beam, the weights generators provide a set of complicated beamforming
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weights that specify the direction of interest. It is possible to compute
the weight coefficients away from the primary signal route since they
vary considerably more slowly than the signal sample rate, which is how
beam steering is accomplished. By merely performing multiply-accumulate
operations between both the antenna signals and complex weights, this
technique enables the computationally intensive beamforming modules to be
fairly straightforward. We chose to employ the matrix-vector method in the
OSKAR simulator for flexibility, but other beamforming techniques, such
as the use of the FFT, may be simply added to OSKAR. OSKAR has two
modes of operation: ‘beam-pattern’ mode and ‘end-to-end beamforming
simulation’ mode.

For the specified array configuration, a single snapshot of the directional
beam response is generated using the “beam-pattern” mode. The
beamforming weights are maintained constant for the direction of interest
while a test source with unit amplitude is swept across the model sky to assess
the station response at each position because there is no time dependence
in this mode. The effects of beam shaping, such as applying apodization or
imposing null steering, as well as experimenting with various array designs
and/or different antenna types, can all be studied in this mode.

The third mode of operation, called “end-to-end beamforming
simulation”, creates antenna signals for each component of the aperture
array using a point-source sky model. It is feasible to mimic beam tracking,
numerous beams per level, and add noise and other time-variable effects in
this mode because it models a full-size, genuine SKA station. This mode
is ideal for testing various beamforming algorithms while analysing their
performance and looking into the impacts of utilising a different processing
hierarchy.

7.1.2.2 Sky model used

We have used 21 cm signal model as input generated from the ReionYuga.
We converted the sky brightness temperature (K) to specific intensity or
brightness (Jy/beam) using the Rayleigh-Jean (RJ) formula. The RJ formaula
is given by:

𝑆 =
2𝑘𝐵𝑇
𝜆2 Ω (7.1)
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where the 𝑆 is the specific intensity,𝑘𝐵 is the Boltzmann constant and 𝜆 is
the wavelenght of the corresponding central frequency of the observation.
We have sliced the images from the third axis (along the line of sight or
frequency axis) and converted to comoving Mpc to an angular conversion
for radio observation. The formula for this conversion was taken from
[Giri et al., 2018b] which is as follows:

Δ𝜃 =
Δ𝑥

𝐷𝑐 (𝑧)
, (7.2)

where 𝐷𝑐 (𝑧) is the comoving distance to redshift 𝑧, and

Δ𝜈 =
𝜈0𝐻 (𝑧)Δ𝑥
𝑐(1 + 𝑧)2 (7.3)

where 𝜈0 is the rest frequency of the 21-cm line, 𝐻 (𝑧) the Hubble parameter
at redshift 𝑧 and c the speed of light. For example, at a redshift 𝑧 = 7.221,
the 714 comoving Mpc to angular resolution corresponds to 0.015 deg and
frequency resolution is 125 KHz. The slice, we used as an input and
the perform the simulation on OSKAR, and we retrieve the visibility. As
OSKAR uses an FFTW scheme for its operation it is better to use the input
sky model to have a volume of the order of 2𝑛. As we previously had maps
of 3003 grid units we needed to re-simulate new maps. For our particular
case we newly simulate 21-cm maps of 2563 grid units. We do this using
10243 particles of mass 1.089 × 108𝑀⊙ on a 20483 mesh grid. The final
reionization maps were generated by coarsening the initial mesh grid with
a factor of 8 resulting in a 2563 grid size. The simulation volume for this
realization is 143.363 Mpc in comoving length along each side of the cube.
We again tweak the parameter 𝑁𝑖𝑜𝑛 (as mentioned in Section 3.4 ) in such a
way that the reionization history remains consistent with the previous results
as found in our sampled data cubes of 3003 grid units. For this, we plot the
LCS vs 𝑥HI between the maps of 2563 grid units with the ones with 3003

grid units in Figure 7.6. We see that for the same condition of threshold, our
percolation transition point remains the same.

7.1.3 CASA

The Fourier relation between the primary beam patter 𝐴, sky intensity 𝐼
and the visibility 𝑉 observed with an interferometer which as given below:

𝐴(𝑙, 𝑚, 𝜈)𝐼 (𝑙, 𝑚) =
∫ ∫

𝑠𝑘𝑦

𝑉 (𝑢, 𝑣, 𝜈)𝑒𝑥𝑝 [2𝜋𝑖(𝑢𝑙 + 𝑣𝑚)]𝑑𝑢𝑑𝑣 (7.4)
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Figure 7.6: LCS vs 𝑥HI is plotted for maps of 3003 grid volume and 2563

grid volume. It can be seen that the percolation transition threshold remains
the same even though the simulation volumes are different.

In our case primary beam correction is not considered ,i.e. 𝐴(𝑙, 𝑚) = 1.
Radiosynthesis imaging of astronomical sources was revolutionized by the
invention of the CLEAN algorithm. This simple algorithm enabled synthesis
imaging of complex objects even with relatively poor coverage of the Fourier
plane, such as occurs with partial earth rotation synthesis or with arrays of
a small number of antennas. In CLEAN, the sky image is assumed to be
a collection of point sources. The algorithm is based on estimating the
brightness and position of all point sources in the sky from the image
in an iterative process. This is achieved in different ways in different
variants of CLEAN. Here we used the Cotton-Schwab variant of CLEAN. In
order to evaluate the Fourier transform of the measured visibilities, the
observed visibilities are weighted and plotted on regularly spaced grid
points. Two extreme weighting schemes are referred to as uniform and
natural weights, respectively. With natural weighting, all measured values
are weighted equally and added up. This type of weighting emphasizes
the part of the visibility plane where there are more measurements. Note
that when implementing a weighting scheme, the effective dirty beam is
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Figure 7.7: Iterative Image Reconstruction - Major and Minor Cycles. Image
from CASA tclean

to be viewed as the Fourier transform of the sampling function multiplied
by the weight kernel. As with most interferometers, baseline coverage is
reduced at lower values of |U| better, and the PSF derived from the naturally
weighted visibilities is wider but with fewer sidelobes. On the other hand,
in another weighting scheme, called uniform weighting, the visibilities are
weighted by the spatial density of measured visibilities before screening.
This type of weighting results in a narrower PSF but has higher power in
the sidelobes. The robust weighting scheme designed by [Briggs, 1995a]
attempts to combine natural and uniform weighting. An iterative weighting
scheme, called adaptive weighting, is discussed in [Yatawatta, 2014a] to
support high-bandwidth, high-dynamic-range imaging by minimizing PSF
variation across frequencies while maximizing sensitivity. The detailed
process of gridding, various weights and their effects are discussed in
[Thompson et al., 2017a].
We image the reweighted data using Multiscale Clean, which instead assumes
that the sky can be represented by a set of Gaussian functions rather than delta
functions. After using CASA CLEAN with Hogbom cleaning algorithm,
we find artefact at the boundaries of the maps as shown in Figure 7.10. We
suspect that this occurs due to the fact that our image size is not of the
order of 23𝑛. As OSKAR employs an FFTW scheme to do its operation, the
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Figure 7.8: The schematics representation of the CASA tclean weighting
and tapering summary. Image from CASA tclean

optimum size for our maps should be of the order of 23𝑛. For this reason, we
re-simulate maps of 2563 grid units as mentioned in Section 7.1.2.2.

Along with the edge effect, we also encounter the effect of the PSF which
is not properly deconvolved using hogbom cleaning. The artefacts rising due
to this is shown in figure 7.9. We suspect that incorrect weighting in the
extended sources lead to this kind of artefacts.

We go for a multiscale deconvolution algorithm scheme to mitigate these
effects and we manually adjust the weights for the extended sources and the
point sources. After doing so, we get a better-cleaned image as shown in
7.11 and can be verified with the original simulated image shown in above
in 7.11. Here, even the small ionized regions are resolved.

Afterwards, we change the natural weighting scheme to Briggs weighting
to recover the image cubes at high neutral fraction ( 𝑥HI ) values. We have
used the robust = 0.1 parameters to reconstruct the images from the actual
image. In case of actual radio observations, we will not have any reference
image to verify our cleaned images with. So, we have to use advanced
algorithms to figure out the images from the real radio observations.

In this work, we try to recover the ionized region to run the largest
cluster statistics. In figure 7.11, we have seen that the central part of the
image gets distorted because of incorrect weighting. For this work, we will
change the relative weights given to longer baselines. The default natural
weight gives zero weight to portions of the u-v plane without samples.
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Figure 7.9: Slice of the original Hi 21-cm signal map using ReionYuga at a
neutral fraction value of 𝑥HI ≈ 0.71 from an image cube of size 3003 grid
units. The image below shows artefacts due to incorrect weighing in the
extended source pixels in Hogbom CLEAN method with natural weighting.
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Figure 7.10: Comparision between the dirty image vs cleaned image slice
of the simulated Hi 21 -cm map at a neutral fraction 𝑥HI = 0.2

.

The Briggs weight interpolates between samples, giving more weight to the
interpolated regions for lower robustness values. We use Briggs weighting
with robust=0.1 parameter to recover the ionized bubble for running the
LCS. The Briggs weighting images are shown in figure 7.12.

7.1.4 Results obtained

Initially, after performing Hogbom CLEAN algorithm on the image
cubes of 3003 grid units, we perform multiscale cleaning and plot the LCS
with changing 𝑥HI in figure 7.13. We see that due to improper cleaning the
ionized regions at higher neutral fractions where 𝑥HI ≥ 0.6 SURFGEN2
fails to perform with Gradient descent. Even when SURFGEN2 works for
the neutral fraction values 𝑥HI ≤ 0.6, we see a behaviour in the LCS plot
that is erratic. We suspect that this may occur due to two reasons -

• Even after applying multiscale CLEAN to the images, as it is a manual
process, some slices may contain artefacts due to incorrect pixel-
weighing.

• As we have used the maps of 3003 grid volume, they still contain
the edge effect which SURFGEN2 might detect as neutral islands of
hydrogen and calculates LCS accordingly.
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Figure 7.11: Comparision between the slice of the original Hi 21-cm signal
map using ReionYuga and the simulated image after Multiscale CLEANing
at a neutral fraction value of 𝑥HI ≈ 0.71 from an image cube of size 3003

grid units. It can be compared from the simulated image shown above that
the features of the contrast difference could be recovered using Multiscale
CLEAN. 90



Figure 7.12: Comparison between the slice of the original Hi 21-cm signal
map and the simulated image after Multiscale CLEANing with the Briggs
weighting scheme. It is important to note that these images have a grid
volume of 2563 grid units.
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Figure 7.13: Effects of artefacts as seen in LCS vs 𝑥HI . Due to improper
cleaning we see a trend in the LCS which is not expected and very different
from our original case.
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After creating new Hi 21-cm cubes of gridsize 2563 grid units we
apply even more advanced CLEAN algorithm using Briggs weighing.
Along with this, we change our threshold in the following manner - we
choose ∼ 10% of the maximum pixel intensity value as our threshold
for each map to perform SURFGEN2. The details of this thresholding
is mentioned in section 6.2. After doing so, we calculate LCS and plot
it against changing neutral fraction ( 𝑥HI ) in Figure 7.14. The accuracy
of the 21-cm images and LCS estimates significantly depends on how the
dirty beam is removed from the observed data, as seen in Figure 7.14.
However, due to the uncertain knowledge of the point spread function
(PSF), recovering crucial features of the 21-cm maps that are necessary
for identifying the largest ionized region’s shape and volume is difficult.
The conventional Hogbom CLEAN algorithm [Cornwell, 2008] is biased
as it assumes that the sky emission is a set of delta functions. In contrast,
the Multiscale CLEAN algorithm [Cornwell, 2008] can address this issue
to some extent, but a non-trivial weighting scheme like Briggs weighting
[Briggs, 1995b, Yatawatta, 2014b, Thompson et al., 2017b] is needed for the
SURFGEN2 algorithm to be effectively applied to 21-cm images from the
early stages of reionization. Despite using this advanced deconvolution
algorithm, we find that LCS cannot be computed for the early stages of
EoR where 𝑥HI ≥ 0.7 because of the absence of long baselines in the
observations.This means that to be able to use LCS-like analyses, we need
to have a better and denser sampling in the 𝑢 − 𝑣 plane coverage at higher
baselines in the upcoming future SKA1-Low. To mitigate these issues we
need to search for a better thresholding algorithm which we discuss in Section
8.2.
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Figure 7.14: Estimated LCS for different neutral fractions using two
Multiscale CLEAN techniques: natural weighted and Multiscale weighted
with Briggs weighting (employing the robust parameter = 0.5). The LCS
estimated using Briggs weighted CLEAN is superior to the natural weighted
CLEAN in two ways. Firstly, we were able to calculate LCS values up
to almost 0.7, which was not feasible with the natural weighted CLEAN.
Secondly, the percolation transition was not shifted as significantly as in the
case of natural weighted CLEAN.
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Chapter 8

Summary and future work plan

8.1 Summary

• We first check the effect of instrumental noise by simulating a Gaussian
Noise of different rms values. We check the LCS vs 𝑥HI plot and see
that for a lower noise level of 3.10 mK we can recover the evolution
of the largest ionized region correctly. But, as we move to higher
noise level, we see that due to random fluctuations in the pixel values,
threshold determination using Gradient descent does not work. This
leads to us losing LCS features at higher neutral fraction for higher
noise rms values.

• After that we mimic the effect of the array synthesized beam of the
telescope using a 3D Gaussian filter of varying lengthscales of the
smoothing kernel. For this also, we check the LCS against changing
neutral fraction. We see that as smoothing comes into play the bimodal
feature of the 21-cm maps are lost and Gradient descent fails to
work. For higher smoothing lengthscales, the small ionized regions
get smoothened out to partially ionized regions leading to a confusion
for the SURFGEN2 code. Ultimately, this leads to an erratic behaviour
in the LCS plots for higher smoothing lengthscales.

• The effect of noise and smoothing were combined and SURFGEN2
was run using a threshold determined by Gradient descent algorithm.
Although some threshold could be determined, but due to the
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combined effect of noise and smoothing, the LCS vs 𝑥HI plot gets
heavily shifted. The percolation transition point shifts to a lower
neutral fraction value as proper threshold could only be determined
at lower neutral fractions. This leads to an incorrect inference of
the reionization history. Also, it necessitates the requirement of a
threshold algorithm independent of histogram.

• To test the robustness of LCS further we newly simulate 21-cm maps of
gridsize 2563 grid units and use it as an input sky-model for an SKA1-
low pipeline using OSKAR. After the visibility dataset was generated
from OSKAR, we perform an inverse fourier transform to get back
our brightness temperature maps. We use advanced CASA CLEAN
algorithm to deconvolve the array synthesized beam using existing
beam models and generate our final Hi 21-cm maps to run SURFGEN2
on them. To do this analysis we consider 10% of the maximum pixel
intensity as our chosen threshold. After we run SURFGEN2 and find
the variation of LCS against 𝑥HI . It is seen that after running our
maps through this realistic pipeline, the percolation threshold is again
shifted due to the effect of telescope. Which leads to the inference that
no correct interpretation for the reionization history could be done.
It would require denser sampling at higher baseline distances to have
better resolution images to resolve these issues.

8.2 Future work-plan

• Firstly, a threshold finding algorithm which is histogram-independent
has to be found. We explore the possibility of Superpixels and SegUnet
as mentioned in [Giri et al., 2018b] for this case.

• We would also be using advanced machine learning algorithms to
recover the true histograms from the corrupted histograms to get a
better threshold for SURFGEN2.

• We would like to simulate the effect of noise from OSKAR to
incorporate in the maps and check the robustness of LCS after we
find a better thresholding algorithm.
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• We would also like to incorporate the effect of Foregrounds and the
effect of ionosphere and see at what extent LCS-like analyses could
be valid.

• Finally, we would like to compare different telescope effects and check
validity of LCS-like analyses on the observational maps
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