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ABSTRACT
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For a second countable locally compact group �, let ⇢ be a unitary representation of

� acting on a separable Hilbert space H. Also for a collection of functions t't : t P N u
in H, where N is a �-finite measure space, considering the continuous frame of orbit:

t⇢p�q't : � P �, t P N u, we discuss the various dual frames of the same form, i.e.,

t⇢p�q t : � P �, t P N u for some  t P H. We provide various necessary and su�cient

conditions for the characterizations of dual frames. In particular, we concentrate on the

context of translation generated systems inH “ L2pG q, where translations are from closed

subgroup � of the locally compact group G . Our characterization results are based on the

Zak transform. When G becomes locally compact abelian (denoted by G), we discuss the

same using the fiberization map. At the end, we discuss our characterizations for the

SI{Z nilpotent Lie group G (denoted by G), which is considered to be a high degree of

non-abelian structure.
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CHAPTER 1

INTRODUCTION

One of the primary goals of signal analysis is to represent a signal/vector in terms

of the fundamental building blocks, often known as energy blocks. In particular, we are

interested in the following expression of a signal f :

(1.0.1) f “
ÿ

iPI
cifi,

where f 1
is are the fundamental building blocks. If the collection tfiuiPI is an orthonormal

basis then ci’s are predetermined. However, there are situations when additional desired

features are required to limit the projected noise level during transmission, which is not

possible using an orthonormal basis as the scalars ci’s are fixed. To overcome these

issues, the concept of frames was proposed by Du�n and Schae↵er in the study of non-

harmonic Fourier analysis in 1952 [32]. Frames generalize the concept of bases so that

we have significantly more flexibility in the building of fi’s and plentiful options for ci’s.

For a frame tfiuiPI , every element in a Hilbert space H has a representation as a linear

combination of the frame elements, i.e., there exist coe�cients tcipfquiPI such that (1.0.1)

holds. The coe�cients ci have the form: cipfq “ xf, giy for some gi P H, by the Riesz

representation theorem. The collection tgiuiPI is called the dual frame which has numerous

uses in noise reduction and data reconstructions. Additionally, the theory of dual frames

has been applied to the investigation and construction of oversampled filter banks and

error correction codes [21].

Recently, the conventional idea of frames has been extended to subspace frames,

i.e., frames on subspaces. In this case, the frame decomposition (1.0.1) becomes f “
∞

iPI cipfqfi for f P X , where X is a closed subspaces of H (see [37, 43, 44, 46]). The

vectors tfiuiPI and tgiuiPI are still required to be frames, but only for subspace X and

a possibly di↵erent subspace S, respectively, such that H “ X ‘ SK, where SK denotes

the orthogonal complement of S in H. Then tgiuiPI is known as oblique dual frame. By

choosing S “ X “ H, we recover the conventional dual frames.



Frames are not necessarily linearly independent and have the feature that any vector

in the space can be expanded in terms of the elements from it. The recent surge in

interest in frames is due to the fact that they are useful in studying wavelet expansions

and possess robustness qualities [30,41,69,70]. Dual frames are valuable construction tools

for series expansion in a Hilbert space, where the series coe�cients may not be unique.

Recently, numerous linkages between frame theory and signal processing techniques have

been identified and developed. Wavelet frames and Gabor frames are utilized in quantum

mechanics and numerous other branches of theoretical physics.

1.1. Oblique duals for a frame

Ali, Antoine, and Gazeau [4] and Kaiser [53] all came up with the idea of a continuous

frame on their own. By sampling the continuous frames, we can get discrete frames that

have wide applications due to their computational simplicity. The discretization problem

for continuous frames was studied by many authors, including Freeman and Speegle [35].

Let H be a complex Hilbert space, and let pM ,
∞

M
, µM q be a measure space, where

⌃M denotes �-algebra and µM the non-negative measure. A family of vectors tfkukPM in

H is called a continuous frame (simply call as, frame) for H with respect to pM ,
∞

M
, µM q

if k fiÑ fk is weakly measurable, i.e., the map k fiÑ xf, fky is measurable for each f P H,

and there exist constants 0 † A § B, called frame bounds, such that

(1.1.1) A}f}2 §
ª

M

|xf, fky|2 dµM pkq § B}f}2 for all f P H.

The frame tfkukPM is called tight frame when A “ B. If we choose A “ B “ 1,

it is Parseval frame (also known as coherent state). When the inequality on the right

hand side in (1.1.1) holds, the family tfkukPM is called Bessel with bound B. In case of

countable set M and counting measure µM , the continuous frame reduces to the usual

discrete frame. Here, it can be noted that the above weak measurability condition can be

replaced by strong measurability in view of the Pettis’ lemma since we consider separable

Hilbert spaces.

Given a Bessel family X “ tfkukPM with respect to the measure space pM ,
∞

M
, µM q

in a Hilbert space H, we define a bounded linear operator TX : H Ñ L2pM , µM q, known
2



as analysis operator, by

TX phqpkq “ xh, fky for all k P M , h P H,

and its adjoint operator T ˚
X
: L2pM , µM q Ñ H, known as synthesis operator, by

xT ˚
X
', y “

ª

M

'pkqxfk, y dµM pkq for all  P H, ' P L2pM , µM q,

in the weak sense. Then, SX :“ T ˚
X
TX : H Ñ H is a frame operator given by

SXf “
ª

M

xf, fkyfk dµM pkq for all f P HX ,

while the other side composition TXT ˚
X
: L2pM , µM q Ñ L2pM , µM q is known as Gramian

operator.

At this juncture, it can be noted that the Bessel family X “ tfkukPM is a continuous

frame for HX :“ spantfkukPM Ä H with bounds 0 † A § B if and only if the frame

operator SX on HX is positive, bounded and invertible with AIHX § SX

ˇ̌
HX

§ BIHX ,

where IHX denotes the identity operator on H which is restricted on HX . The inverse

of frame operator SX on HX satisfies 1
B IHX § pSX

ˇ̌
HX

q´1 § 1
AIHX and the family X̃ :“

tpSX

ˇ̌
HX

q´1fkukPM is also a continuous frame for HX , known as canonical dual frame for

X in HX , which satisfies the following reproducing formula for all f P HX in the weak

sense:

(1.1.2) f “
ª

M

xf, pSX

ˇ̌
HX

q´1fkyfk dµM pkq “
ª

M

xf, fkypSX

ˇ̌
HX

q´1fk dµM pkq.

That is, we have H
X̃
:“ spanpX̃ q “ spanpX q “ HX , and T ˚

X
T
X̃

ˇ̌
HX

“ T ˚
X̃
TX

ˇ̌
HX

“ IHX .

Since the frame operator SX on H need not be invertible, we call the family X̃: :“
tS:fkukPM as canonical dual frame for X in H, where : is the pseudo-inverse of the

bounded operator SX with closed range. The reproducing formula (1.1.2) gives an idea to

find a new Bessel family, say tgkukPM “: Y in H, such that the following decomposition

formula holds (weak sense) for a given Bessel family tfkukPM in HX ,

f “
ª

M

xf, gkyfk dµM pkq for all f P HX , i.e., T ˚
X
TY

ˇ̌
HX

“ IHX ,

where Y need not be a subset of HX .

When the duals of a frame are considered outside of the space HX , one of the benefits

is that it is sometime possible for the dual function to have improved localization prop-

erties in both the time and frequency domains. This is one of the advantages of defining

3



alternate, oblique, type-I, and type-II duals. The following definitions will be helpful

to extend the idea for continuous frames, including the classical definitions of discrete

setup [44, 46].

Definition 1.1.1. Let X “ tfkukPM and Y “ tgkukPM be two families in H and let

HX “ spanpX q such that the family X is a continuous frame for HX and Y is Bessel with

respect to the measure space pM ,
∞

M
, µM q. We say the family Y is

(a) an alternate dual for X if T ˚
X
TY

ˇ̌
HX

“ IHX .

(b) an oblique dual for X if T ˚
X
TY

ˇ̌
HX

“ IHX , Y is a continuous frame for HY , and

T ˚
Y
TX

ˇ̌
HY

“ IHY , where HY “ spanpYq.
(c) a type-I dual for X if T ˚

X
TY

ˇ̌
HX

“ IHX , and rangepT ˚
Y

q Ä rangepT ˚
X

q.
(d) a type-II dual for X if T ˚

X
TY

ˇ̌
HX

“ IHX , and rangepTYq Ä rangepTX q.
(e) a dual frame for X if T ˚

X
TY

ˇ̌
HX

“ IHX , and HX “ H.

Here, IHX denotes the identity operator on H which is restricted on HX . The operator

T ˚
X
TY is known as the mixed frame operator. When the linear operator T ˚

X
TY is thought

of as a matrix, it is often referred to as the mixed dual Gramian of X and Y . We also call

type-I (type-II) dual as dual of type-I (type-II).

Note that the canonical dual frame X̃ is a special case of (a), (b), (c), and (d). The

Definition (e) is the usual concept of the dual frame in a Hilbert space, and the notions

(a), (b), (c), and (d) are identically the same in this case. Additionally, observe that the

oblique dual is a special case of alternate dual while type-I and type-II duals are special

cases of oblique dual.

1.2. Motivation

Let ⇢ be a unitary representation of a locally compact group G on a separable Hilbert

space H. Then for a set of vectors A in H, one of the most attractive research problems

in harmonic analysis lies towards the investigation of Bessel, Riesz basis, or frame prop-

erties of the orbit EpA q “ t⇢pxq' : ' P A , x P G u in H [9, 10, 12, 19, 49, 50, 63]. The

problem is intricately linked to a number of di↵erent aspects of functional analysis such

as wavelets, frames and harmonic analysis, time-frequency analysis, spectral theory, etc.

Many researchers have explored the topics of frame theory for such systems, including

4



Bownik et al. [19] and Iverson [49]. The next level of discussion is made with two basic

questions:

(Q1) What are the necessary and su�cient conditions to build a dual frame pair EpA q
and EpA 1q for various sets of generators A and A

1 ?

(Q2) When is the dual frame unique ?

In this dissertation, we attempt to address the aforementioned two questions. This

research seeks to establish a connection between the continuous and discrete theories of

translation-invariant systems. When this is accomplished, the “unified strategy” proposed

in [63] will be implemented and applied to a considerably broader range of scenarios. In

addition to this, the new theory will incorporate intermediate stages, and it will do so in

the context of a large number of square-integrable functions on locally compact groups.

Particularly, by studying Gabor systems as a particular case, it is possible to obtain the

standard conclusions for describing both the discrete and continuous systems (Section

4.3).

1.3. Translation-invariant spaces

Both (Q1) and (Q2) are the subject of an extensive investigation in the context of

shift-invariant spaces where they were first introduced. According to the representation

theory, the shift-invariant spaces are derived from the action of Zn on L2pRnq by the shift

operator Lk : L2pRnq Ñ L2pRnq defined by Lkfpxq “ fpx ´ kq for k P Z
n, x P R

n. The

orbits associated with this action are tLk'i : k P Z
n, i P Iu. They are used extensively in

Gabor systems, multiresolution analysis, signal analysis, spline systems, approximation

theory, and wavelets. The subspaces that are invariant under this representation are

referred to as shift-invariant or SI for short. A closed subspace V of L2pRnq is called

shift-invariant if Lkf P V for all f P V, k P Z
n.

One of the most attractive areas of research in harmonic analysis is to reproduce

a function from a given set of functions via a formula known as reproducing formula

[51]. Gabor, wavelet, and shift-generated systems are notable platforms for studying

such formulas in the Euclidean and locally compact abelian (LCA) group setup due to

their wide use in various areas: time-frequency analysis, mathematical physics, quantum

mechanics, quantum optics, etc. [13,26,30,37,41,42,46]. In general, the researchers have

5



considered the system t'ip¨ ´kq : k P Z
n, i P Iu having countable functions in L2pRnq and

tried to characterize  i’s in L2pRnq such that the following reproducing formula

f “
ÿ

iPI,kPZn

xf, ip¨ ´ kqy'ip¨ ´ kq for all f P spant'ip¨ ´ kqui,k,

holds true provided both the systems t'ip¨ ´ kqui,k and t ip¨ ´ kqui,k are Bessel. The

system t ip¨ ´ kqui,k is known as an alternate dual for t'ip¨ ´ kqui,k, where t'ip¨ ´ kqui,k
is a frame sequence satisfying the above formula. It can be noted that the above stable

decomposition of f allows the flexibility of choosing di↵erent types of duals for the frame

t'ip¨´kqui,k. When the frame sequence t'ip¨´kqui,k becomes Riesz basis, the choice of  i

is unique and the system t ip¨´kqui,k is biorthogonal dual to t'ip¨´kqui,k. In general, the

researchers consider spant'ip¨ ´ kqui,k “ spant ip¨ ´ kqui,k but sometimes choosing  i’s

outside the space spant'ip¨´kqui,k provides better localization properties in both the time

and frequency domains. Such kind of requirements motivates researchers to define various

duals for a frame, like oblique dual, type-I and type-II duals, etc. We refer [37,43,44,46]

for more details.

The discussion on the characterization of the dual frame was initiated by Ron and

Shen [61, Section 4]. Later on, Bownik’s revolutionary paper [16] appeared. But they

did not classify duals into further categories. The classification of type-I and type-II dual

first time appeared through [36]. In this paper, Gabardo and Han categorized the duals

for the Gabor system. At the same time, Christensen and Eldar popularize the concepts

of the oblique dual frame for a given frame sequence tfkukPI of a subspace V on a shift-

invariant space [26,33]. Later, they generalized the same for multi-generators in [25]. The

classification of oblique, type-I, and type-II and their existence and uniqueness appeared

in [46]. Following that, Heil et al. [44] classified those types of duals for the Hilbert spaces.

In this line of research, our focus will be to investigate the characterizations of duals for the

translation generated continuous frame systems by the action of locally compact groups.

Throughout the dissertation, let us assume a second countable locally compact group

G (not necessarily abelian) and a closed abelian subgroup � of G , and consider a �-

translation generated (�-TG) system E�pA q and its associated �-translation invariant

(�-TI) space S�pA q for a family of functions A Ñ L2pG q by the action of �, i.e.,

E�pA q :“ tL�' : � P �,' P A u, and S�pA q :“ spantL�' : � P �,' P A u,(1.3.1)

6



where for ⌘ P G , the left translation L⌘ on L2pG q is defined by

pL⌘fqp�q “ fp⌘´1�q, � P G .

By �-translation invariant (�-TI) space V, we mean L⇠f P V for all f P V and ⇠ P �,

where V is a closed subspace of L2pG q. In this scenario, the main goal of this dissertation

is to provide a compendious study of duals for a continuous frame E�pA q of S�pA q. The
study of frames for �-TG system was initiated by Iverson [49] followed by Bownik and

Iverson [19].

Our aim is to characterize a collection A
1 in L2pG q such that the �-TG system E�pA 1q

satisfies the following reproducing formula:

f “
ª

 PA 1

ª

'PA

ª

�P�
† f, L� ° L�' dµ� dµA dµA 1 for all f P S�pA q,(1.3.2)

which is defined weakly in terms of the Pettis integral, where µ�, µA and µA 1 denote the

corresponding measures. We call E�pA 1q to be a �-TG dual for a continuous frame E�pA q
of S�pA q. It can be noted that the above stable decomposition of f allows the flexibility of

choosing di↵erent types of duals for a continuous frame E�pA q. For developing standard

dual results authors consider S�pA q “ S�pA 1q in general [19], but sometimes choosing

a �-TG dual E�pA 1q outside the space S�pA q provides better opportunities. For this,

di↵erent types of duals for a discrete frame have been discussed by many authors, including

Bownik [17], Gabardo and Han [36], Han and Larson [43], Heil, Koo, and Lim [44], and

Hemmat and Gabardo [37, 46]. To unify such results related to the duals for a frame,

we study alternate (oblique) �-TG dual, �-TG dual of type-I and type-II, and �-TG

dual frame for a continuous frame E�pA q of S�pA q in L2pG q, by the action of a closed

abelian subgroup � of G . We obtain characterizations of these duals in terms of the Zak

transform for the pair pG ,�q. Further, we characterize the uniqueness of these duals in

terms of the Gramian or dual Gramian operators, which become a discrete frame or Riesz

sequence in L2pG q. One of the benefits of such study on the pair pG ,�q is to access the

various number of previously inaccessible pairs, like pRn,Zmq, pRn,Rmq, pG,⇤q, pQp,Zpq,
etc., where n • m, ⇤ (not necessarily co-compact, i.e., G{⇤-compact, or uniform lattice)

is a closed subgroup of the second countable locally compact abelian (LCA) group G,

and Zp is the p-adic integer in the p-adic number Qp. Such advantages become possible

due to the involvement of the Zak transform, which was independently introduced by
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Iverson [49] and Barbieri, Hernández, and Paternostro [47]. In the case of the pair pG,⇤q
of LCA groups, we provide the characterizations of these duals in terms of the fiberization

operators. Along with the counterexamples using the fiberization, we also illustrate the

results for the abelian and non-abelian groups.

In this continuation, we generalize the concept of alternate dual and name it K-

subspace dual for a subspace K in H (Chapter 5). Further, we provide a detailed study

of S�pA q-subspace duals of a Bessel family/frame E�pA q in L2pG q due to its wide uses.

Our results have so many predecessors related to the work on subspace and alternate

duals and orthogonal Bessel pair [19, 25, 26, 30, 39–41, 44, 46, 54, 73]. The purpose of this

study is devoted to characterizing a pair of orthogonal frames and subspace dual of a

Bessel family/frame generated by the �-TG system E�pA q in L2pG q. When E�pA q is a

Riesz basis, then there is an associated biorthogonal system, which forms a unique dual

and it is called biorthogonal dual. A brief study of the biorthogonal system with discrete

translations is discussed. We characterize such results using the Zak transform Z for

the pair pG ,�q defined in (4.1.1). For the case of a locally compact abelian group G, we

use the fiberization map T , which unifies the classical results related to the orthogonal

and duals of a Bessel family/frame associated with a TI space. This study of orthogonal

frames enables us to discuss dual for the super Hilbert space ‘NL2pG q. In the past, the

Zak transform was mostly used for the case of Gabor systems; however, we now apply it

for the translation-invariant systems. This study expands beyond the previously explored

realm of locally compact abelian groups with discrete translation to include non-abelian

groups with continuous translations.

1.4. Reproducing formula for nilpotent Lie groups

The discussion of frames for shift-invariant spaces on connected, simply connected

nilpotent Lie group was started by Ajita et al. [29] and later on by Barberi et al. for the

Heisenberg group [12].

Our main goal is to describe the reproducing formulas associated with the translation

generated continuous frame in L2pGq. In particular, we assume G to be a connected,

simply connected nilpotent Lie group with Lie algebra g and Z be the center of G. Then

G is an SI{Z group if almost all of its irreducible representations are square-integrable
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modulo the center Z. An irreducible representation ⇡ of G is called square integrable

modulo the center (SI{Z) if it satisfies the condition
ª

G{Z
|x⇡pgqu, vy|2 d 9g † 8 for all u, v.

Indeed, our work is a continuation of a chain of research carried out by Currey et al. [29]

for G, and Barbieri et al. [12] for Hd. The novelty of the current study is in two folds:

(i) For the first time, it encompasses the non-abelian setup of the nilpotent Lie group,

which is considered to be a high degree of non-abelian structure.

(ii) It includes non-discrete translations as well.

We briefly start by describing left translation generated systems in L2pGq as follows. For

a sequence of functions A “ t'k : k P Iu in L2pGq and a subset ⇤ of G, we define

⇤-translation generated (⇤-TG) system E⇤pA q and its associated ⇤-translation invari-

ant (⇤-TI) space S⇤pA q by the action of ⇤ from (1.3.1) E⇤pA q :“ tL�' : � P ⇤,' P
A u, and S⇤pA q :“ spanE⇤pA q. For an integer lattice ⇤0 in the center of G, we par-

ticularly consider ⇤ “ t�1�0 : �i P ⇤i, i “ 0, 1u, where ⇤1 is a subset (not necessarily

discrete) of G.

Due to the wide use of continuous frames, we discuss the reproducing formulas for

E⇤pA q associated with the general set ⇤1, not necessarily discrete. The current study

provides a compendious study of duals for a continuous frame E⇤pA q of S⇤pA q. We pro-

vide point-wise characterizations of alternate duals and their subcategories, like oblique,

type-I, and type-II duals for the continuous frame E⇤pA q and show that the global prop-

erties of duals can be transmitted into locally. The point-wise characterization results in

terms of the fibers will also depend upon ⇤1 unlike the Euclidean case [46].

We can get results for discrete frames by sampling the continuous frames which have

wide applications due to their computational simplicity. Further, for the discrete ⇤1, we

discuss reproducing formulas associated with the singly generated ⇤-TG systems E⇤p'q
and E⇤p q for ', P L2pGq having biorthogonal property.

At this juncture, we point out that the Plancherel transform is a standard tool for

such study in the Euclidean and LCA group setup. Unlike the Euclidean and LCA group

setup, the dual space of the nilpotent Lie groups replaces the frequency domain, and the

Plancherel transform of a function is operator-valued. Therefore the technique used in

the Euclidean and LCA groups is restrained.
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To illustrate the current work for the Heisenberg group H
d, we first note that Hd is

an SI{Z nilpotent Lie group identified with R
d ˆ R

d ˆ R. The d-dimensional Heisenberg

group, denoted by H
d, is an example of SI{Z group. The group H

d can be identified with

R
d ˆR

d ˆR under the group operation px, y, wq ¨ px1, y1, w1q “ px`x1, y`y1, w`w1 `x ¨yq,
x, x1, y, y1 P R

d, w, w1 P R, where “¨” stands for Rd scalar product. Using the fiberization

map on L2pHdq associated with the Schrödinger representations, we can convert all results

into the Heisenberg group H
d setup from the SI{Z nilpotent Lie group G in a natural

way. For this case, the integer lattice is ⇤0 “ Z, ⇤1 is a discrete set of the form AZdˆBZ
d,

where A,B P GLpd,Rq with ABt P Z, and N P N. As a consequence of our results for the

Heisenberg group, a reproducing formula associated with the orthonormal Gabor systems

of L2pRdq is obtained.

1.5. Structure of the thesis

The structure of the thesis is as follows:

The results of Chapter 2 and Chapter 4 are from our published material S. Sarkar,

N. K. Shukla, Translation generated oblique dual frames on locally compact groups,

Linear Multilinear Algebra, (2023), doi:10.1080/03081087.2023.2173718, 32 pages.

The Section 6.6 of Chapter 6 is a part of our published material S. Sarkar, N. K.

Shukla, Characterizations of extra-invariant spaces under the left translations on a Lie

group, Advances in Operator Theory, (2023), https://doi.org/10.1007/s43036-023-

00273-x.

Chapter 2 and Chapter 3 o↵er abstract machinery tools for the dual frames in

measure-theoretic abstraction as a preparation for the next chapters.

In Chapter 2, we characterize alternate (oblique) duals and duals of type-I and

type-II for a frame in multiplication invariant spaces on L2pX;Hq corresponding to the

pointwise conditions in H. This contains discussions on Plancherel transform on L2pXq
corresponding to a Parseval determining set in the measure-theoretic setup and then

providing a characterization result for the type-II dual. The results present a unified

theory connecting the discrete problems with a continuous setup. Besides, we characterize

these duals’ uniqueness using the Gramian/dual Gramian operators, which become a

discrete frame/Riesz basis for the associated range space.
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In Chapter 3, we discuss the construction of the dual frames and their uniqueness

for the multiplication generated frames on L2pX;Hq where X is a �-finite measure. A

necessary and su�cient condition of such duals associated with the infimum cosine angle

is obtained.

In Chapter 4, we obtain characterizations of alternate (oblique) �-TG duals and

�-TG duals of type-I in terms of the Zak transform for the pair pG ,�q and its uniqueness

using the Gramian/dual Gramian operators. In the case of a discrete abelian subgroup

� of G , �-TG duals of type-II and their uniqueness are characterized in terms of the

Zak transform. When G becomes an abelian group G, the fiberization map is used to

characterize these duals by the action of its closed subgroup ⇤. In Section 4.2, we provide

prototype examples on R
n, Qp along with counterexamples of duals. In conclusion, we

provide the characterizations of the duals for Gabor systems in Section 4.3. In Section

4.4, we additionally take into account the oblique dual frame characterizations and their

uniqueness associated with the orbit generated by dual integrable representations of LCA

groups. At the end, the construction techniques of new dual frames and their uniqueness

associated with the infimum cosine angle for the �-TG frame are also discussed in Section

4.5.

By an action of a closed abelian subgroup � of G on a collection of functions A in

L2pG q, we study S�pA q-subspace orthogonal and duals to a Bessel family/frame E�pA q
in Chapter 5, and obtain characterization results in terms of the Zak transform for the

pair pG ,�q and the Gramian operator. As an application, we study such subspace dual

and orthogonal frames for singly generated systems in Subsection 5.1.1 . An investigation

of a translation generated biorthogonal system and dual of a Riesz basis is carried out in

Section 5.2. In Section 5.3, we address the theory for a collection of generators indexed

by �-finite measure space (need not be countable) by the action of any closed abelian

subgroup � of G which unifies the broader class of continuous frames as well. This

chapter ends with an illustration of our results for the various potential applications such

as splines, Gabor systems, p-adic fields Qp, etc.

The Chapter 6, starts with a brief discussions about the Plancherel transform for the

SI{Z nilpotent Lie group (Section 6.1). Section 6.3 is devoted to construct reproducing

formulas associated with the continuous frames generated by the non-discrete translation
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of multiple functions using the range function. Employing the Plancherel transform fol-

lowed by periodization, we discuss various reproducing formulas for the singly generated

discrete systems E⇤p'q and E⇤p q having biorthogonal property in Section 6.4. We estab-

lish the proof of our main results Theorem 6.6.2, 6.6.7, 6.6.8 and 6.6.10 in Section 6.6.1

by involving the range function associated with a ⇤1⇤0-invarinat space.

In the context of a connected, simply connected nilpotent Lie group, whose repre-

sentations are square-integrable modulo the center, we find characterization results of

extra-invariant spaces under the left translations associated with the range functions.

Consequently, the theory is valid for the Heisenberg group H
d, a 2-step nilpotent Lie

group.

Finally, Chapter 7 deals with some concluding remarks and provides directions for

future studies.
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CHAPTER 2

MULTIPLICATION GENERATED OBLIQUE DUAL

FRAMES IN L2pX;Hq

In this chapter, we discuss duals of the multiplication generated systems as a measure-

theoretic abstraction in L2pX;Hq using the range functions. The results present a unified

theory connecting the discrete problems with a continuous setup. Besides, we characterize

the uniqueness of these duals using the Gramian/dual Gramian operators, which become

a discrete frame/Riesz basis for the associated range space.

2.1. Multiplication invariant spaces

Throughout this chapter, we fix separable Hilbert space H, and a positive, �-finite and

complete measure space pX,µXq such that L2pXq is separable. Now we define multiplica-

tion operator on L2pX;Hq, where

L2pX;Hq “
"
' | ' : X Ñ H is measurable such that

ª

X

}'pxq}2 dµXpxq † 8
*
,

is a Hilbert space with the inner product

x', y “
ª

X

x'pxq, pxqy dµXpxq for ', P L2pX;Hq.

Definition 2.1.1. For � P L8pXq, the operator M� on L2pX;Hq is defined by

pM�fqpxq “ �pxqfpxq a. e. x P X, f P L2pX;Hq,

is known as the multiplication operator.

This chapter is a part of the following manuscripts:

S. Sarkar, N. K. Shukla, Translation generated oblique dual frames on locally compact groups, Linear

Multilinear Algebra, (2023), doi:10.1080/03081087.2023.2173718, 32 pages.

S. Sarkar, N. K. Shukla, A characterization of MG dual frames using infimum cosine angle,

arXiv:2301.07448.



The operator M� is a bounded linear operator on L2pX;Hq satisfying }M�} “ }�}L8

provided X is a �-finite measure space. If X is not a �-finite measure space, then }M�}
need not be the same as }�}L8 [27, Theorem 1.5].

Next, we define the determining set introduced by Bownik and Ross [20].

Definition 2.1.2. A set D Ä L8pXq is called a determining set for L1pXq if for any

non-zero f in L1pXq, there exists a g P D such that
≥
X fpxqgpxq dµXpxq ‰ 0.

The determining set is a basis like family of functions in L8pXq. For example, if

G is a locally compact abelian group, the dual group pG (collection of all continuous

homomorphisms from G to T) is a determining set for L1pGq, and it is an orthonormal

basis for L2pGq when G is compact.

Now we define multiplication invariant spaces on L2pX;Hq associated with the deter-

mining set D Ä L8pXq.

Definition 2.1.3. Let V be a closed subspace of L2pX;Hq and D be a determining set

for L1pXq. We say V is a multiplication invariant (MI) space corresponding to D if

M�f P V for all � P D and f P V.

Given a family A Ä L2pX;Hq and a determining set D Ä L8pXq for L1pXq, we
define multiplication generated (MG) system EDpAq and its associated MI space SDpAq
as follows:

EDpAq :“ tM�' : � P D,' P Au and SDpAq :“ spanEDpAq.

For the characterization of MI spaces, the range function plays a crucial role. The

history of the range function traces back to the work of [19,20,45,49,71]. A range function

on X is a mapping J : X Ñ tclosed subspaces of Hu. Further, we say J is measurable

if for any u, v P H the mapping x fiÑ xPJpxqu, vy is measurable on X, where for x P X,

the orthogonal projection PJpxq : H Ñ H projects onto Jpxq. Next, we define a closed

subspace VJ corresponding to the projection-valued map J as follows:

VJ :“
 
' P L2pX;Hq : 'pxq P Jpxq for a.e. x P X

(
.(2.1.1)

The following result is a restatement of [20, Theorem 2.4].
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Theorem 2.1.4. Let pX,µq be a �-finite measure space, D be a determining set for L1pXq
and H be a separable Hilbert space. Then the following hold:

(i) If J is a measurable range function then M�VJ Ä VJ for � P D, where VJ is defined

in (2.1.1).

(ii) The mapping J fiÑ VJ from the collection of all measurable range functions which

are equal a.e. to the set of all MI subspaces of L2pX;Hq is a bijection.

(iii) For a collection of functions A in L2pX;Hq and for a countable dense subset A0 Ä
A, consider the range function Jpxq “ spant'pxq : ' P A0u (defined a.e.). Then,

VJ “ SDpA0q “ SDpAq.

At the end of this subsection, we define Parseval determining set for L1pXq which is

a special kind of determining set, introduced by Iverson [49]. It is a measure-theoretic

abstraction of characters for an abelian group G satisfying the Plancherel formula:
ª

pG

ˇ̌
ˇ̌
ª

G

fpxq�pxq dµGpxq
ˇ̌
ˇ̌
2

dµ pGp�q “
ª

pG

ˇ̌
ˇ pfp�q

ˇ̌
ˇ
2

dµ pGp�q(2.1.2)

“
ª

G

|fpxq|2 dµGpxq for f P L1pGq.

Definition 2.1.5. Let pM, µMq be a measure space. A set D “ tgs P L8pXq : s P
Mu is said to be a Parseval determining set for L1pXq if for each f P L1pXq, s fiÑ
≥
X fpxqgspxq dµXpxq is measurable on M and

ª

M

ˇ̌
ˇ̌
ª

X

fpxqgspxq dµXpxq
ˇ̌
ˇ̌
2

dµMpsq “
ª

X

|fpxq|2 dµXpxq.

2.2. Characterization results

Given a Parseval determining set D “ tgs P L8pXq : s P Mu for L1pXq (see Definition
2.1.5), and a family of functions A “ t't : t P N u having a countable dense subset A0 in

L2pX;Hq, we recall the MG system EDpAq and its associated MI space SDpAq in L2pX;Hq
associated with D, given by:

EDpAq :“ tMgs'tp¨q “ gsp¨q'tp¨q : s P M, t P N u and SDpAq :“ spanEDpAq,

where pM, µMq and pN , µN q are �-finite measure spaces. For a.e. x P X, we define the

range function JApxq and a set Apxq as follows:

JApxq :“ spant⌘pxq : ⌘ P A0u, and Apxq :“ t⌘pxq : ⌘ P Au.(2.2.1)
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Now in the sense of Definition 1.1.1, we define alternate (oblique) duals and its particular

cases for a continuous frame EDpAq of SDpAq in L2pX;Hq.

Definition 2.2.1. Given A,A1 Ä L2pX;Hq, assume that the MG system EDpAq is a

continuous frame for the MI space SDpAq over MˆN and EDpA1q is Bessel in L2pX;Hq
over M ˆ N . We call

(i) EDpA1q an alternate MG-dual for EDpAq if it is an alternate dual for EDpAq in the

sense of Definition 1.1.1 (a).

(ii) EDpA1q an oblique MG-dual for EDpAq if it is an oblique dual for EDpAq in the

sense of Definition 1.1.1 (b).

(iii) EDpA1q a type-I MG-dual for EDpAq if it is a type-I dual for EDpAq in the sense

of Definition 1.1.1 (c).

(iv) EDpA1q a type-II MG-dual for EDpAq if it is a type-II dual for EDpAq in the sense

of Definition 1.1.1 (d).

(v) EDpA1q an MG-dual frame for EDpAq if it is a dual frame for EDpAq in the sense

of Definition 1.1.1 (e).

In general, we write MG dual of type-I (type-II) instead of type-I (type-II) MG dual.

It is worthwhile to mention that the cannonical dual of an MG system EDpAq is

itself an MG system EDpÃq for any collection A “ t'tutPN in L2pX;Hq, where Ã :“
tpSEDpAq

ˇ̌
SDpAqq´1't : t P N u [19]. Further note that for a.e. x P X, Ãpxq is the canonical

dual for Apxq, where
”
pSEDpAq

ˇ̌
SDpAqq

´1't

ı
pxq “ pSApxq

ˇ̌
JApxqq

´1 p'tpxqq for a.e. x P X.(2.2.2)

In this chapter, we will characterize alternate, oblique, type-I and type-II MG du-

als corresponding to the point-wise conditions in H. For this, we begin with defining

Plancherel transform associated with the Parseval determining set. This is a variant of

Fourier transform introduced by Bownik and Iverson [19].

Definition 2.2.2. For f P L1pXq X L2pXq, we define Ff P L2pMq corresponding to the

Parseval determining set D “ tgs P L8pXq : s P Mu by

pFfqpsq “
ª

X

fpxqgspxq dµXpxq a.e. s P M.(2.2.3)
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The Plancherel transform associated with Parseval determining set D has a unique ex-

tension F : L2pXq Ñ L2pMq, which is linear and isometry.

Employing the Parseval determining set D for L1pXq and isometry of F , we have the

Plancherel’s relation and Parseval’s formula

}Ff}L2pMq “ }f}L2pXq and xFf,FhyL2pMq “ xf, hyL2pXq for all f, h P L2pXq,(2.2.4)

respectively.

We need the following result in the sequel to step ahead.

Lemma 2.2.3. For two Bessel families EDpAq and EDpA1q over M ˆ N in L2pX;Hq,
we have the following for all f, g P L2pX;Hq:

@
TEDpA1qf, TEDpAqg

D
“
ª

X

xTA1pxqfpxq, TApxqgpxqy dµXpxq,

where TEDpAq and TEDpA1q are the analysis operators associated with the Bessel families

EDpAq and EDpA1q, respectively. Moreover, we obtain

ª

M

ª

N

xf,Mgs ty xg,Mgs'ty dµN ptq dµMpsq “
ª

X

ª

N

xfpxq, tpxqy xgpxq,'tpxqy dµN ptq dµXpxq.

Proof. For f, g P L2pX;Hq, the analysis operators TEDpAq and TEDpA1q satisfy

pTEDpAqgqps, tq “ xg,Mgs'ty and pTEDpA1qfqps, tq “ xf,Mgs ty for all ps, tq P M ˆ N ,

and then we compute the following:

@
TEDpA1qf, TEDpAqg

D
“
ª

M

ª

N

xf,Mgs ty xg,Mgs'ty dµN ptq dµMpsq

“
ª

M

ª

N

ˆª

X

xfpxq, gspxq tpxqy dµXpxq
˙

ˆ
ˆª

X

xg, gspxq'tpxqy dµXpxq
˙

dµN ptq dµMpsq

“
ª

M

ª

N

ˆª

X

xfpxq, tpxqygspxq dµXpxq
˙

ˆ
ˆª

X

xgpxq,'tpxqygspxq dµXpxq
˙

dµN ptq dµMpsq.
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Choosing F tpxq “ xfpxq, tpxqy and G'tpxq “ xgpxq,'tpxqy for x P X and t P N , we have

@
TEDpA1qf, TEDpAqg

D
“
ª

M

ª

N

FF tpsqFG'tpsq dµN ptq dµMpsq

“
ª

N

ª

M

FF tpsqFG'tpsq dµMpsq dµN ptq

“
ª

N

xFF t ,FG'ty dµN ptq “
ª

N

xF t , G'ty dµN ptq

“
ª

N

ª

X

F tpxqG'tpxq dµXpxq dµN ptq

“
ª

N

ª

X

xfpxq, tpxqy xgpxq,'tpxqy dµXpxq dµN ptq,

using Parseval’s formula (2.2.4) on L2pXq. Note that, F t , G't P L2pX;Hq in the above

calculations by the fact that EDpAq is Bessel with bound B if and only if Apxq is Bessel

with bound B for a.e. x P X, and the following estimate

ª

X

ª

N

ˇ̌
ˇF tpxqG'tpxq

ˇ̌
ˇ dµXpxq dµN ptq §

ˆª

X

ª

N

|xfpxq, tpxqy|2 dµXpxq dµN ptq
˙ 1

2

ˆ
ˆª

X

ª

N

|xgpxq,'tpxqy|2 dµXpxq dµN ptq
˙ 1

2

§
?
BB1}f}}g},

using Cauchy-Schwarz inequality, where we assume EDpAq and EDpA1q are Bessel systems

with bounds B and B1, respectively. Therefore using Fubini’s theorem over N ˆ X, we

get

@
TEDpA1qf, TEDpAqg

D
“
ª

N

ª

X

xfpxq, tpxqy xgpxq,'tpxqy dµXpxq dµN ptq

“
ª

X

ª

N

TA1pxqpfpxqqptqTApxqpgpxqqptq dµN ptq dµXpxq

“
ª

X

xTA1pxqfpxq, TApxqgpxqy dµXpxq,

where TA1pxqpfpxqqptq “ xfpxq, tpxqy and TApxqpgpxqqptq “ xgpxq,'tpxqy for t P N .

Now, we state an abstract version of the results developed by many authors [17,

Theorem 7.3], [46, Theorem 5] and [44, Theorem 4.2] for discrete frames on Euclidean

spaces. The following results characterize the alternate (oblique) MG-duals, MG-duals of

type-I, and MG-dual frames associated with the range function JApxq for a.e. x P X.
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Theorem 2.2.4. Let A “ t't : t P N u be a collection of functions in L2pX;Hq such

that there exists a countable dense subset A0 of A and JApxq is defined for a.e. x P
X by (2.2.1), where pX,µXq and pN , µN q are �-finite measure spaces. For a Parseval

determining set D “ tgsusPM for L1pXq, let the MG system EDpAq be a continuous frame

for the MI space SDpAq over M ˆ N , where pM, µMq is a �-finite measure space. If

A1 “ t t : t P N u is a collection of functions in L2pX;Hq such that the MG system

EDpA1q is Bessel over M ˆ N in L2pX;Hq, then the following hold:

(i) EDpA1q is an alternate MG-dual for EDpAq in L2pX;Hq if and only if for a.e.

x P X, the system A1pxq is an alternate dual for the frame Apxq of JApxq in H.

Equivalently, T ˚
EDpAqTEDpA1q

ˇ̌
SDpAq “ ISDpAq if and only if T ˚

ApxqTA1pxq
ˇ̌
JApxq “ IJApxq

for a.e. x P X.

(ii) EDpA1q is an oblique MG-dual for EDpAq if and only if for a.e. x P X, A1pxq is an

oblique dual for the frame Apxq of JApxq.
(iii) EDpA1q is an MG-dual of type-I for EDpAq if and only if for a.e. x P X, A1pxq is

a type-I dual for the frame Apxq of JApxq.
(iv) EDpA1q is an MG-dual frame for EDpAq if and only if for a.e. x P X, A1pxq is a

dual frame for Apxq of JApxq.

Proof. (i) Assume that the MG system EDpA1q is an alternate MG-dual for EDpAq in

L2pX;Hq, i.e.,

T ˚
EDpAqTEDpA1q

ˇ̌
SDpAq “ ISDpAq.(2.2.5)

By Lemma 2.2.3, we get the the following for all f, g P SDpAq:
ª

X

xT ˚
ApxqTA1pxqfpxq, gpxqy dµXpxq “

ª

X

xfpxq, gpxqy dµXpxq.(2.2.6)

We have to show T ˚
ApxqTA1pxq

ˇ̌
JApxq “ IJApxq for a.e. x P X. For this, let txnunPN be a

countable dense subset of H and let PJApxq be an orthogonal projection onto JApxq for

a.e. x P X. Clearly for a.e. x P X, tPJApxqxnunPN is dense in JApxq. Next, for each

m,n P N, we define a set Sm,n as follows:

Sm,n “
!
x P X : ⇢m,npxq :“xT ˚

ApxqTA1pxqPJApxqxm, PJApxqxny

´ xPJApxqxm, PJApxqxny ‰ 0
)
.

19



Now we assume on the contrary T ˚
ApxqTA1pxq

ˇ̌
JApxq ‰ IJApxq on a Borel measurable subset Y

of X having positive measure. Then, there are m0, n0 P N such that Sm0,n0 X Y is a Borel

measurable subset of X having positive measure, and hence either real or imaginary parts

of ⇢m0,n0pxq are strictly positive or negative for a.e. x P Sm0,n0 X Y. First, we assume that

the real part of ⇢m0,n0pxq is strictly positive on Sm0,n0 XY. By choosing a Borel measurable

subset S of Sm0,n0 XY having positive measure, we define functions h1 and h2 as follows:

h1pxq “

$
’&

’%

PJApxqxm0 for x P S,

0 for x P XzS,
and h2pxq “

$
’&

’%

PJApxqxn0 for x P S,

0 for x P XzS.

Then, we have h1pxq, h2pxq P JApxq for a.e. x P X since tPJApxqxnunPN is dense in JApxq,
and hence we get h1, h2 P SDpAq using Theorem 2.1.4. Therefore, using f “ h1, g “ h2

in (2.2.6), we obtain
≥
S ⇢m0,n0pxq dµXpxq “ 0, which is a contradiction since the measure

of S is positive and the real part of ⇢m0,n0pxq is strictly positive on S. Other cases follow

in a similar way.

Conversely, suppose T ˚
ApxqTA1pxq

ˇ̌
JApxq “ IJApxq for a.e. x P X. Then we have the result

(2.2.5), follows from the computation

@
T ˚
EDpAqTEDpA1qf, g

D
“
ª

X

@
TA1pxqfpxq, TApxqgpxq

D
dµXpxq

“
ª

X

@
T ˚
ApxqTA1pxqfpxq, gpxq

D
dµXpxq

“
ª

X

xfpxq, gpxqy dµXpxq

for all f, g P SDpAq by Lemma 2.2.3.

(ii) From the part (i), T ˚
ApxqTA1pxq

ˇ̌
JApxq “ IJApxq for a.e. x P X is equivalent to (2.2.5), i.e.,

T ˚
EDpAqTEDpA1q

ˇ̌
SDpAq “ ISDpAq. Similarly, we can prove T ˚

A1pxqTApxq
ˇ̌
JA1pxq

“ IJA1pxq for a.e.

x P X is equivalent to

T ˚
EDpA1qTEDpAq

ˇ̌
SDpA1q “ ISDpA1q.

Therefore, we have the result by observing Definition 2.2.1.

(iii) Due to the part (i), we need to show range T ˚
EDpA1q Ñ range T ˚

EDpAq if and only if

range T ˚
A1pxq Ñ range T ˚

Apxq. Equivalently,

“
T ˚
EDpA1qpL2pM ˆ N qq

‰
X SDpA1q Ñ

“
T ˚
EDpAqpL2pM ˆ N qq

‰
X SDpAq,
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if and only if for a.e. x P X,
”
T ˚
A1pxqpL2pN qq

ı
X JA1pxq Ñ

”
T ˚
ApxqpL2pN qq

ı
X JApxq. It is

enough to verify only on generators 't, t for t P N . Therefore, the result follows by noting

that Mgs t P SDpAq for t P N and s P M if and only if for a.e. x P X,  t1pxq P JApxq for

t1 P N in view of Theorem 2.1.4.

(iv) follows easily.

Next, we will assure the existence of an oblique (type-II) MG-dual in L2pX;Hq while the
canonical dual always exists (see Theorem 2.2.6).

We first ensure the commutativity of the multiplication operator M� with the orthog-

onal projection on a closed subspace of L2pX;Hq. For the sake of completion we provide

a proof of the following lemma. The techniques of the proof follow from [27, Proposition

3.7].

Lemma 2.2.5. Let � P L8pXq and W be a closed subspace of L2pX;Hq. Then, the

multiplication operator M� commutes with PW if and only if W is invariant under both

the operators M� and M˚
� , where PW is an orthogonal projection on W and M˚

� is the

adjoint of bounded linear operator M�.

Proof. For each � P L8pXq, suppose M�PW “ PWM�. We need to show that M�f

and M˚
�g are members of W for each f, g P W. For this first note that we can write

L2pX;Hq “ W ‘ WK, and hence the bounded linear operator M� can be represented as

M� “

¨

˝A B

C D

˛

‚, where A : W Ñ W, B : WK Ñ W, C : WK Ñ W and D : WK Ñ WK

are bounded linear operators [27]. The orthogonal projection PW can also be represented

in the form of matrix as follows: PW “

¨

˝IW 0

0 0

˛

‚, where IW is an identity map on W.

Now by employing the matrix representations of M� and PW on M�PW “ PWM�, we get

B “ 0, C “ 0, and hence we have M� “

¨

˝A 0

0 D

˛

‚and also M˚
� “

¨

˝A˚ 0

0 D˚

˛

‚, where A˚

and D˚ are the adjoint operators of A and D, respectively. Therefore for any f, g P W,

we get M�

¨

˝f

0

˛

‚“

¨

˝Af

0

˛

‚and M˚
�

¨

˝g

0

˛

‚“

¨

˝A˚g

0

˛

‚which are members of W. Thus, W is

invariant under both M� and M˚
� .

Conversely, assume that the closed subspace W is invariant under both the operators

M� and M˚
� . Then observe that WK is also invariant under both operators M� and M˚

� ,
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follows by observing xg,M�hy “ xM˚
�g, hy “ 0 and xM˚

�h, gy “ xh,M�gy “ 0 for all

h P WK and g P W. Now for h P L2pX;Hq, we have PWh P W and then M�pPWhq P W

since W is invariant under M�. Therefore, we have

pM�PW qh “ PW pM�PW qh “ pPWM�PW qh.

Thus, we get PWM�PW “ M�PW . Similarly, due to the invariant property of WK under

M�, we have

pI ´ PW qM�pI ´ PW q “ M�pI ´ PW q,

where I is the identity operator on L2pX;Hq which gives PWM� “ PWM�PW by cancel-

lation property. Hence, we get PWM� “ M�PW since PWM�PW “ M�PW .

The following result is a slight modification of [44, Theorem 1.5].

Theorem 2.2.6. Let A “ t't : t P N u be a collection of functions in L2pX;Hq and let

D be a Parseval determining set for L1pXq such that for all g P D, we have g P D , where

gpxq “ gpxq for a.e. x P X, pX,µXq and pN , µN q are �-finite measure spaces. If the

MG system EDpAq is a continuous frame for the MI space SDpAq, then the following are

equivalent:

(i) L2pX;Hq “ SDpAq ‘ WK, for some closed subspace W of L2pX;Hq with M�W Ä
W for all � P D, where ‘ denotes the direct sum of closed subspaces whose inter-

section is zero.

(ii) There is a family A1 “ t tutPN in W such that W “ SDpA1q, and EDpA1q is an

MG-dual of type-II for EDpAq.
(iii) There is a family A1 “ t tutPN in W such that W “ SDpA1q, and EDpA1q is an

oblique MG-dual for EDpAq.

Proof. (i)ñ(ii). Let us assume (i). To prove (ii), we need to construct a family A1 “
t tutPN in W such that EDpA1q is a frame for W, and EDpA1q is an MG-dual of type-II

for EDpAq. Since L2pX;Hq “ SDpAq ‘ WK, the orthogonal projection P :“ PW |SDpAq :

SDpAq Ñ W is an isomorphism [15, 27], where PW is an orthogonal projection from

L2pX;Hq onto W. Hence, the collection PpEDpAqq is a continuous frame for W. Therefore

by using Lemma 2.2.5, we have

PEDpAq “ PW pEDpAqq “ EDpPWAq “ EDpPAq,
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since W is invariant under Mgs and M˚
gs “ Mgs for all gs P D by noting that D consists

of both gs and gs. Thus, the family EDpPAq is also a continuous frame for W.

Now we assume EDpÃPq is the canonical dual frame for EDpPAq in W, where ÃP :“
t'̃tutPN in L2pX;Hq. Then, EDpÃPq is an alternate MG-dual for EDpAq since

TEDpAqT ˚
EDpÃPq

ˇ̌
SDpAq “ ISDpAq, follows by observing

ª

M

ª

N

xf,Mgs'̃tyMgs't dµMpsq dµN ptq “ P´1

ˆª

M

ª

N

xf, PWMgs'̃tyPMgs't dµMpsq dµN ptq
˙

“ P´1

ˆª

M

ª

N

xPWf,Mgs'̃tyPMgs't dµMpsq dµN ptq
˙

“ P´1

ˆª

M

ª

N

xPf,Mgs'̃tyPMgs't dµMpsq dµN ptq
˙

“ P´1Pf “ f for f P SDpAq.

Next the relation SEDpPAq “ T ˚
EDpPAqTEDpPAq “ PT ˚

EDpAqTEDpAqP˚ “ PSEDpAqP˚, since

T ˚
EDpPAq “ PT ˚

EDpAq, implies

T ˚
EDpÃPq “ pSEDpPAq

ˇ̌
SDpPAqq

´1T ˚
EDpPAq “ pP˚q´1pSEDpAq

ˇ̌
SDpAqq

´1P´1PT ˚
EDpAq

“ pP˚q´1pSEDpAq
ˇ̌
SDpAqq

´1T ˚
EDpAq,

and hence Ker T ˚
EDpÃPq “ Ker T ˚

EDpAq. Thus, we obtain range TEDpÃPq “ range TEDpAq.

Therefore, (ii) follows.

(ii)ñ(iii) follows easily.

(iii)ñ(i). Suppose (iii) holds. Since the family EDpA1q is a continuous frame for SDpA1q “
W, we have range T ˚

EDpA1q “ W, and hence, we get pT ˚
EDpAqTEDpA1qq2 “ T ˚

EDpAqTEDpA1q,

rangepT ˚
EDpAqTEDpA1qq “ SDpAq and KerpT ˚

EDpAqTEDpA1qq “ WK.

Therefore, we have L2pX;Hq “ SDpAq‘WK [27, Proposition 3.2 (c)]. Thus (i) follows.

We need the following result for the characterization of MG-duals of type-II in order

to move on to the next step. It is a measure-theoretic abstraction of [46, Lemma 1].

Lemma 2.2.7. Let A “ t'tutPN be a family of functions in L2pX;Hq such that the col-

lection EDpAq is Bessel over MˆN in L2pX;Hq. For each t P N and 't P A, let p't be a

complex valued measurable function over XˆN such that }tp'tpxqupx,tqPXˆN }L2pX;L2pN qq †
8. Then following statements are equivalent for all f P SDpAq:
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(i)

ª

tPN

ª

xPX
xfpxq,'tpxqy p'tpxq dµXpxq dµN ptq “ 0.

(ii) For a.e. x P X,

ª

tPN
xfpxq,'tpxqy p'tpxq dµN ptq “ 0.

In particular, it holds for all f P L2pX;Hq.

Proof. For (ii) ùñ (i), first note that EDpAq is Bessel with bound B if and only if for a.e.

x P X, Apxq is so with same bound. Then for f P SDpAq, we have fpxq P JApxq for a.e.

x P X from Theorem 2.1.4, and hence by Cauchy-Schwarz inequality, we get

ª

xPX

ª

tPN
|xfpxq,'tpxqyp'tpxq| dµN ptq dµXpxq

(2.2.7)

§
ˆª

xPX

ª

tPN
|xfpxq,'tpxqy|2 dµN ptq dµXpxq

˙1{2 ˆª

xPX

ª

tPN
|p'tpxq|2 dµN ptq dµXpxq

˙1{2

§
ˆ
B

ª

xPX
}fpxq}2 dµXpxq

˙1{2 ˆª

xPX

ª

tPN
|p'tpxq|2 dµN ptq dµXpxq

˙1{2
† 8,

since f P L2pX;Hq and }tp'tpxqupx,tqPXˆN }L2pX;L2pN qq † 8. Using Fubini’s theorem, we

obtain

ª

xPX

ª

tPN
xfpxq,'tpxqy p'tpxq dµN ptq dµXpxq “

ª

tPN

ª

xPX
xfpxq,'tpxqyp'tpxq dµXpxq dµN ptq.

Thus, (i) holds true.

For (i) ùñ (ii), let txnunPN be a countable dense subset of H. Note that for a.e. x P X,

tPJApxqxnunPN is dense in JApxq. For each n P N, we define

Sn “
"
x P X : �npxq :“

ª

N

xPJApxqxn,'tpxqyp'tpxq dµNptq ‰ 0

*
.

If (ii) is false, there exists n0 P N and a Borel measurable set Y in X having positive

measure such that the measure of Sn0 XY is positive. There are four possible inequalities

for �n0pxq, viz., real part of �n0pxq ° 0, real part of �n0pxq † 0, imaginary part of

�n0pxq ° 0, and imaginary part of �n0pxqpxq † 0. For the case of real part of �n0pxq ° 0,

we choose a Borel measurable set S in Sn0 X Y having positive measure and then define

f P SDpAq by

fpxq “

$
’&

’%

PJApxqxn0 for x P S,

0 for x P XzS.
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Hence, we arrive on a contradiction
≥
S �n0pxq dµXpxq “ 0, since the measure of S is

positive and real part of �n0pxq ° 0. Other cases follow easily.

Due to the applications of the inverse of F for further nurture, we require surjectivity

of F defined in (2.2.3). In general, it is not surjective. For example, in the case of countable

sets X and M equipped with counting measures, F need not be surjective as it becomes

an analysis operator for the Parseval frame D. In general, a Parseval frame for L2pXq
consisting of functions in L8pXq need not be a Parseval determining set for L1pXq. Indeed,
for any f P L1pr0, 1sqzL2pr0, 1sq there is an orthonormal basis D “ tgsusPN Ñ Cpr0, 1sq for

L2pr0, 1sq such that D is not a Parseval determining set [49]. Also, observe that D “ pG is

a Parseval determining set for L1pGq in view of (2.1.2) but it need not be an orthonormal

basis for L2pGq. The set D “ pG becomes an orthonormal basis when G is compact [48].

As per our requirement and these discussions, let us define an orthonormal Parseval

determining set and F´1 as follows:

Definition 2.2.8. A set D “ tgmumPM Ñ L8pXq X L2pXq is said to be an orthonormal

Parseval determining set for L2pXq if it is a Parseval determining set for L1pXq as well

as orthonormal basis for L2pXq, where M is a countable set having counting measure.

Lemma 2.2.9. For an orthonormal Parseval determining set D “ tgmumPM, the map

F : L2pXq Ñ `2pMq associated with D defined by (2.2.3) is surjective (and hence, iso-

morphism), where µX † 8 and M is a countable set having counting measure. Moreover,

the map F´1 : `2pMq Ñ L2pXq defined by

pF´1pcqqpxq :“
ÿ

mPM
cpmqgmpxq, c “ tcpmqumPM P `2pMq, x P X

satisfies the following:

}F´1c} “ }c} and xF´1c,F´1dy “ xc, dy for all c, d P `2pMq,

where the above series is interpreted as its limit in L2pXq.

Proof. The range of F contains all the functions c “ tcpmqumPM in `2pMq such that

cpmq “ 0, except for finitely many terms, i.e., the range of F is dense in `2pMq. Since
F is an isometry it is a closed range. Hence, the isomorphism follows. Note that the

operator F is isometry and F´1 is the adjoint of F using the formula xFf, cy “ xf,F˚cy
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and from the following estimate

xFf, cy “
ÿ

mPM
Ffpmqcpmq “

ª

X

fpxq
˜

ÿ

mPM
gmpxqcpmq

¸
dµXpxq,

the remaining part follows.

We state an abstract version of a result developed in [46, Theorem 5]. The following

result characterizes MG-duals of type-II associated with the range function JApxq for a.e.
x P X.

Theorem 2.2.10. In addition to the hypotheses of Theorem 2.2.4, assume that the Par-

seval determining set D becomes an orthonormal Parseval determining set D “ tgmumPM

for L2pXq, where µX † 8 and M is the countable set equipped with counting measure.

Then the following are equivalent:

(i) EDpA1q is an MG-dual of type-II for EDpAq in L2pX;Hq.
(ii) For a.e. x P X, A1pxq is a dual of type-II for the frame Apxq of JApxq in H.

Proof. For (i) ùñ (ii), let T ˚
EDpAqTEDpA1q

ˇ̌
SDpAq “ ISDpAq and range TEDpA1q Ñ range TEDpAq.

Then, the analysis operator TEDpA1q is restricted on SDpAq and range TEDpA1q “ TEDpA1qpSDpAqq.
Therefore due to Theorem 2.2.4 (i), it is enough to show

range TA1pxq Ñ range TApxq, i.e., TApxqpHqK Ñ TA1pxqpJApxqqK in L2pN q

since T ˚
ApxqTA1pxq

ˇ̌
JApxq “ IJApxq for a.e. x P X. For this, let p :“ tptutPN P

“
TApxqpHq

‰K
in

L2pN q. Then for f P L2pX;Hq, we have fpxq P H a.e. x P X and hence

xTApxqfpxq, py “
ª

N

xfpxq,'tpxqypt dµN ptq “ 0 a. e. x P X.

For a fixed m P M, we choose p'tpxq “ gmpxqpt in Lemma 2.2.7, where gm P D Ä L2pXq,
and then by Fubini’s theorem (see (2.2.7)) we get the following

ª

X

ª

N

xfpxq,'tpxqygmpxqpt dµN ptq dµXpxq “0, i.e.,

ª

N

xf,Mgm'typt dµN ptq “ 0,

since tp'tu P L2pX;L2pN qq and EDpAq is a Bessel family in L2pX;Hq. Therefore for any

c “ tcmumPM P `2pMq, we can write

xTEDpAqf, tcmptumPM,tPN y “
ÿ

mPM

ª

N

xf,Mgm'tycmpt dµN ptq “ 0.
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Thus, the system tcmptumPM,tPN P rTEDpAqpL2pX;HqqsK X L2pM ˆ N q. Now by us-

ing the assumption rTEDpAqpL2pX;HqqsK Ñ rTEDpA1qpSDpAqqsK in L2pM ˆ N q, we get

tcmptumPM,tPN P rTEDpAqpSDpAqqsK and then for g P SDpAq, we have

0 “
ÿ

mPM

ª

N

xg,Mgm tycmpt dµN ptq “
ª

X

ª

N

xgpxq, tpxqy
˜

ÿ

mPM
gmpxqcmpt

¸
dµN ptq dµXpxq,

due to Fubini’s theorem. We can write the following using Lemma 2.2.9
ª

N

ª

X

xgpxq, tpxqy pt pF´1pcqq pxq dµN ptq dµXpxq “ 0.

Therefore by observing tptutPN P L2pN q, tcmumPM P `2pMq, and

}tpt
`
F´1pcq

˘
pxqutPN ,xPX}L2pNˆXq “ }c}`2pMq}tptutPN }L2pN q,

we have
ª

N

xgpxq, tpxqypt pF´1pcqq pxq dµN ptq “ 0 for a.e. x P X,

using Lemma 2.2.7. Thus for a.e. x P X, we get tptutPN P
“
TA1pxqpJApxqq

‰K
since

tcmumPM P `2pMq is an arbitrary element and gpxq P JApxq.
For (ii) ùñ (i), let T ˚

ApxqTA1pxq
ˇ̌
JApxq “ IJApxq and range TA1pxq Ñ range TApxq for a.e.

x P X. Then for a.e. x P X, the analysis operator TA1pxq is restricted on JApxq and

range TA1pxq “ TA1pxqpJApxqq. It su�ces to show

range TEDpA1q Ñ range TEDpAq, i.e., TEDpAqpL2pX;HqqK Ñ TEDpA1qpSDpAqqK in L2pMˆN q,

since T ˚
EDpAqTEDpA1q

ˇ̌
SDpAq “ ISDpAq. For this, let F :“ pf'tpmqqpm,tqPMˆN P rTEDpAqpL2pX;HqqsK

in L2pM ˆ N q. Then, we get the following for all f P L2pX;Hq

0 “
ÿ

mPM

ª

N

xf,Mgm'tyf'tpmq dµN ptq “
ÿ

mPM

ª

N

ª

X

xfpxq,'tpxqygmpxqf'tpmq dµXpxq dµN ptq

“
ª

N

ª

X

xfpxq,'tpxqy
˜

ÿ

mPM
f'tpmqgmpxq

¸
dµXpxq dµN ptq

“
ª

N

ª

X

xfpxq,'tpxqypF´1pf'tqpxqq dµXpxq dµN ptq,

using Fubini’s theorem and Lemma 2.2.9, and hence by Lemma 2.2.7, we obtain
ª

N

xfpxq,'tpxqypF´1pf'tqpxqq dµN ptq “ 0 a.e. x P X,
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since }tF´1pf'tqpxqupx,tq}L2pX;L2pN qq “ }tf'tutPN }L2pN q † 8. Thus, for a.e. x P X we get

tF´1pf'tqpxqutPN P
“
TApxqpHq

‰K
,

which implies tF´1pf'tqpxqutPN P
“
TA1pxqpJApxqq

‰K
in L2pN q due to our assumption. That

means for a.e. x P X and gpxq P JApxq, we have
ª

N

xgpxq, tpxqypF´1pf'tqpxqq dµN ptq “ 0,

and hence using Lemma 2.2.7, we obtain F “ pf'tpmqqpm,tqPMˆN P rTEDpA1qpSDpAqqsK,

i.e.,

ÿ

mPM

ª

N

xg,Mgm tyf'tpmq dµN ptq “ 0 for all g P SDpAq,

in view of Theorem 2.1.4 since EDpAq is a Bessel system in L2pX;Hq.

Remark 2.2.11. As a consequence of the above results for A “ t'u and A1 “ t u, the
MG system EDpA1q is an alternate MG-dual for EDpA1q if and only if for a.e. x P X

such that JApxq ‰ 0, we have x'pxq, pxqy “ 1. In addition if A “ A1, EDpAq is an

alternate MG-dual of itself if and only if }'pxq} “ 1 for a.e. x P X such that JApxq ‰ 0.

This generalizes the results [26, Theorem 4.1] and [44, Corollary 4.6] for the set theoretic

abstraction.

Example 2.2.12. LetA “ t'u andA1 “ t u be two collections of function in L2pr0, 1s; `2pZqq
such that

' “ t�r0,1{2sp. ´ kqukPZ and  “ t�r0,1{2sYr1,3{2sp. ´ kqukPZ.

Choose D “ te2⇡ik.ukPZ, which is a Parseval determining set for L1pr0, 1sq. This follows by
noting

ÿ

kPZ

ˇ̌
ˇ̌
ª 1

0

fpxqe´2⇡ikx dx

ˇ̌
ˇ̌
2

“
ÿ

kPZ

ˇ̌
ˇ pfpkq

ˇ̌
ˇ
2

“ } pf}2 “
ª 1

0

|fpxq|2 dx for f P L2pr0, 1sq.

Also }f}2 “ 8 and } pf}2 “ 8 for f P L1pr0, 1sqzL2pr0, 1sq.
Here the MG systems are EDpAq “ te2⇡ik.' : k P Zu and EDpA1q “ te2⇡ik. : k P Zu.

For a.e. x P r0, 1{2s the range function JApxq “ spant'pxqu “ spantp. . . , 0, 0, 1, 0, 0, . . . qu ‰
0, and the value of

x'pxq, pxqy “
ÿ

kPZ
�r0,1{2spx ´ kq�r0,1{2sYr1,3{2spx ´ kq “ 1 on r0, 1{2s.

Applying Remark 2.2.11 we say EDpA1q is an alternate MG-dual for EDpAq.
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Indeed, this singly generated MG system EDpAq is a Parseval frame (known as, Co-

herent State) for SDpAq whose associated canonical dual is unique alternate MG-dual.

Adopting the idea of this characterization associated with JApxq, next we concentrate on
the canonical dual when it becomes unique MG-dual for a discrete frame. Such duals are

associated with Riesz sequences which are always discrete [20].

2.3. Uniqueness of multiplication generated duals

For a countable sequence txiu in H, if there are 0 † C1 § C2 † 8 such that for all

tciu P `2 with ci ‰ 0 for only finitely many i,

C1 }tciu}2`2 §
›››››
ÿ

i

cixi

›››››

2

H

§ C2 }tciu}2`2 ,

txiu is known as Riesz sequence in H with bounds C1 and C2. It is known as Riesz

basis if spantxiu “ H. Note that a sequence txiu in H is a Riesz basis for H if and

only if it is a frame for H and it has a unique dual frame. In this section, our goal is to

find characterizations when alternate (oblique) MG-dual/ MG-dual of type-I and type-II/

MG-dual frame for EDpAq admits unique MG-dual.

Throughout this section, we assume M and N are countable sets having counting

measures, and the measure of X is finite. For two countable families A “ t'nunPN and

A1 “ t nunPN in L2pX;Hq and an orthonormal Parseval determining set D “ tgmumPM

for L2pXq, we observe that EDpA1q is an alternate MG-dual for EDpAq other than the

canonical dual EDpÃq if and only if the following fact holds for all f, g P SDpAq:
ÿ

mPM

ÿ

nPN
xf,Mgm⌘ny xMgm'n, gy “ 0,(2.3.1)

where ⌘n “  n ´ pSEDpAq
ˇ̌
SDpAqq´1'n, if and only if for a.e. x P X, A1pxq is an alter-

nate dual for Apxq other than the canonical dual Ãpxq if and only if for a.e. x P X,
∞

nPN xfpxq, ⌘npxqyx'npxq, gpxqy “ 0, where ⌘npxq “  npxq ´ pSApxq
ˇ̌
JApxqq´1'npxq for a.e.

x P X from (2.2.2). Observe that EDpA2q is Bessel in L2pX;Hq, whereA2 :“ t⌘n : n P N u,
and hence the system A2pxq is Bessel in H for a.e. x P X.

Next we mention characterization results for the uniqueness of alternate (oblique)

MG-dual, MG-dual of type-I and type-II, and MG-dual frame for EDpAq which are an

abstract version of some results of [36,37,42,44,46]. These results are also connected with
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the Gramian and the dual Gramian operators associated with Apxq “ t'npxq : n P N u.
Given a Bessel sequence Apxq in JApxq “ spant'npxq : n P N u for a.e. x P X, the

operator Gpxq “ ⇥pxq⇥˚pxq on `2pN q is the Gramian corresponding to Apxq, while

its dual operator ⇥pxq˚⇥pxq “: G̃pxq on JApxq is the dual Gramian operator, where

⇥pxq : JApxq Ñ `2pN q and its adjoint ⇥˚pxq : `2pN q Ñ JApxq are given as follows:

⇥pxqh “ txh,'npxqyunPN , and ⇥˚pxqpcq “
ÿ

nPN
cn'npxq

for h P JApxq and c “ tcnunPN having finitely many non-zero terms. Further, we can

obtain easily the following associated matrix for a.e. x P X:

Gpxq “ rx'ipxq,'jpxqysi,jPN and G̃pxq “
«

ÿ

iPN
xekpxq,'ipxqyxelpxq,'ipxqy

�

k,lPJ
,

(2.3.2)

where tekpxqukPJ (J -countable index set) is the standard orthonormal basis for H. The

entries of matrix G̃pxq are well defined if txekpxq,'ipxqyuiPN P `2pN q for k P J and a.e.

x P X. For a.e. x P X, JApxq “ 0 is equivalent to Gpxq “ 0 as well as G̃pxq “ 0.

The following result is a measure-theoretic abstraction of [36, Theorem 2.3] and [46,

Theorem 6].

Theorem 2.3.1. Let pX,µXq be a finite measure space, and M, N are two countable sets

having counting measures. For an orthonormal Parseval determining set D “ tgmumPM

for L2pXq, let A “ t'n : n P N u be a countable family in L2pX;Hq such that EDpAq is a

frame for SDpAq over M ˆ N with bounds A and B, and for a.e. x P X, JApxq defined

by JApxq “ spant'npxq : n P N u is non-zero. Then, the following are equivalent:

(i) An MG-dual of type-I for EDpAq is the only canonical dual frame in SDpAq with

bounds 1{B and 1{A.
(ii) EDpAq is a Riesz basis for SDpAq with some bounds C1 and C2.

(iii) For a.e. x P X, the dual of type-I for Apxq is the only canonical dual frame in

JApxq with bounds 1{B and 1{A.
(iv) For a.e. x P X, Apxq is a Riesz basis for JApxq with bounds C1 and C2.

(v) For a.e. x P X, the synthesis operator ⇥˚pxq (Gramian operator Gpxq) associated

with Apxq is injective.
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(vi) For a.e. x P X, the Gramian operator Gpxq associated with Apxq satisfies

C1I`2pN q § Gpxq § C2I`2pN q.

(vii) For f “ tf'nunPN in `2pN ;L2pXqq, we have

C1}f}2`2pN ;L2pXqq §
›››››

#
ÿ

nPN
f'npxq'npxq

+

xPX

›››››

2

L2pX;Hq
§ C2}f}2`2pN ;L2pXqq.

(viii) For any Riesz sequence D Ä L8pXq in L2pXq with bounds c1 and c2, EDpAq is a

Riesz basis for SDpAq with bounds c1C1 and c2C2.

Moreover, JApxq need not be non-zero, then (i) is equivalent to either JApxq “ 0 or (iv)

for a.e. x P X.

Proof. The equivalence of (i) and (ii) follows by SDpAq “ range T ˚
EDpAq “ range T ˚

EDpÃq “
SDpÃq from Theorems 3.6.2 and 6.3.1, and Theorem 1.2 of [44]. Similarly, (iii) and (iv)

are equivalent since JApxq “ range T ˚
Apxq “ range T ˚

Ãpxq “ J
Ã

pxq for a.e. x P X. Employing

Theorem 2.3 of [49], (ii), (iv), (vii) and (viii) are equivalent.

Further the equivalence between (iv) and (vi) follows by the definition of Riesz basis

and from the property of Gramian operator Gpxq “ ⇥pxq⇥˚pxq,

xGpxqc, cy “ x⇥˚pxqc,⇥˚pxqcy “
›››››

ÿ

nPN
cn'npxq

›››››

2

`2pN q

for a.e. x P X and for all c “ tcnunPN P `2pN q.
Next for (iv) ñ (v), assume (iv) is true. Then (v) follows by observing Ker Gpxq “

Ker ⇥˚pxq, and Ker ⇥˚pxq “ ttcnunPN P `2pN q : ∞nPN cn'npxq “ 0u “ t0u for a.e. x P X,

since C1

∞
nPN |cn|2 § }∞nPN cn'npxq}2 for some C1 ° 0. Conversely, assume (v) holds.

Since for a.e. x P X, Apxq is a frame for JApxq, the operator ⇥˚pxq is surjective, and

hence ⇥˚pxq is an isomorphism for a.e. x P X. If we fix an orthonormal basis tenunPN for

`2pN q, we have ⇥˚pxqen “ 'npxq for all n P N and for a.e. x P X. Therefore the result

(iv) follows by observing the isomorphism of ⇥˚pxq and an orthonormal basis tenunPN for

`2pN q.
Moreover part follows by observing the equivalence between (i) to (vi) for a Borel

measurable subset Y of X having positive measure such that JApxq ‰ 0 for a.e. x P Y.

The following result establishes the uniqueness of MG duals of type-II in L2pX;Hq.
It is an abstraction of [36, Theorem 2.3] and [46, Theorem 7] in measure-theoretic setup.
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Theorem 2.3.2. Under the standing hypotheses mentioned in Theorem 2.3.1, the follow-

ing are equivalent:

(i) An MG-dual of type-II for EDpAq is the only canonical dual frame in SDpAq with

bounds 1{B and 1{A.
(ii) EDpAq is a frame for SDpAq with bounds A and B, and SDpAq “ L2pX;Hq.
(iii) For a.e. x P X, the dual of type-II for Apxq is the only canonical dual frame in

JApxq with bounds 1{B and 1{A.
(iv) For a.e. x P X, Apxq is a frame for JApxq with bounds A and B and JApxq “ H.

(v) For a.e. x P X, the analysis operator ⇥pxq (dual Gramian operator G̃pxq) associated
with Apxq is injective.

(vi) For a.e x P X, the dual Gramian operator G̃pxq associated with Apxq satisfies

AIH § G̃pxq § BIH and H “ JApxq.

Moreover, JApxq need not be non-zero, then (i) is equivalent to either JApxq “ 0 or (iv)

for a.e. x P X.

Proof. Using Proposition 7.4 of [44], (i) and (ii) as well as (iii) and (iv) are equivalent.

Also the equivalence between (iv) and (vi) is obvious by noting the definition of frame

and the property of dual Gramian operator G̃pxq “ ⇥˚pxq⇥pxq given below

xG̃pxqh, hy “ x⇥pxqh,⇥pxqhy “
ÿ

nPN
|xh,'npxqy|2

for a.e. x P X and h P H. Next for (iv) ñ (v), assume (iv) holds. Then for a.e. x P X,

we have Ker ⇥pxq “ th P H : xh,'npxqy “ 0 for all n P N u “ JApxqK “ HK, and also

Ker G̃pxq “ Ker ⇥pxq “ JApxqK. Thus (v) follows while the converse part (iv) is obvious

by using the fact Ker ⇥pxq “ JApxqK.

Now it su�ces to show (i) ñ (iv). For (i) ñ (iv), assume on the contrary (iv) does

not hold. Since EDpAq is a frame for SDpAq, therefore there is a Borel measurable set

Y Ñ X with µXpY q ° 0 such that for a.e. x P Y, Apxq is a frame for JApxq and JApxq is

a non-trivial proper subspace of H, i.e., JApxqK X H ‰ t0u as JApxq ‰ t0u.
Fix an orthonormal basis tuju for H and let PJApxqKpxq be an orthogonal projection

from H onto JApxqK. Then for some Borel measurable set Y1 Ä Y with µXpY1q ° 0, there

exists j0 such that ⇢j0pxq :“ PJApxqKpxquj0 ‰ 0 for a.e. x P Y1. Further, we can also choose

some Borel measurable set Y2 Ä Y1 with µXpY2q ° 0 such that there is a function H in

32



SDpAq so that for a.e. x P Y2, cnpxq “ xHpxq,'npxqy ‰ 0 for some n P N . For each n P N

if we define �n P L2pX;Hq by

�npxq “

$
’&

’%

cnpxq⇢j0pxq for x P Y2,

0, otherwise,

then for a.e. x P XzY2, we have
∞

nPN |x�npxq, tcnunPN y|2 “ 0 while for a.e. x P Y2 and

u P H, we have

ÿ

nPN
|x�npxq, uy|2 “

ÿ

nPN
|cnpxq|2|x⇢j0pxq, uy|2 § }u}2

ÿ

nPN
|cnpxq|2 § B}u}2}H}2,

since Apxq is Bessel with bound B. Therefore, the system Bpxq :“ t�npxq : n P N u is

Bessel with bound B}H}2 for a.e. x P X, and hence the family EDpBq is also Bessel in

L2pX;Hq with same bound. Therefore for f P L2pX;Hq and n P N , the calculation

xfpxq, �npxqy “

$
’&

’%

x⌅pxq,'npxqy xfpxq, ⇢j0pxqy for x P Y2,

0 for x P XzY2,

implies range TBpxq Ñ range TApxq, and so, we have range TEDpBq Ñ range TEDpAq using

Theorem 2.2.10. Thus by using ⌘n “ �n mentioned in (2.3.1) for each n, the system

tMgmp⌘n ` pSEDpAq
ˇ̌
SDpAqq´1'nq : m P M, n P N u is another MG-dual of type-II for

EDpAq other than EDpÃq, follows by noting xfpxq, ⇢j0pxqy “ 0 for a.e. x P Y2, and

ÿ

mPM

ÿ

nPN
xf,Mgm�ny xg,Mgm'ny “

ª

Y2

ÿ

nPN
cnpxqxfpxq, ⇢j0pxqy xgpxq,'npxqy dµXpxq

for all f, g P SDpAq from Lemma 2.2.3. Thus we arrive on a contradiction.

Conversely for (iv) ñ (i), assume (iv) holds. Then due to the equivalence of (iii)

and (iv), dual of type-II for Apxq is the only canonical dual. Now by proceeding with

the contradiction of (i), assume that there is a countable family A1 “ t nunPN ‰ Ã in

L2pX;Hq such that EDpA1q is another MG dual of type-II for EDpAq. Then the system

EDpA2q is Bessel by (2.3.1), where A2 “ t⌘n “  n ´ pSEDpAq
ˇ̌
SDpAqq´1'nunPN , and hence

for a.e. x P X, A2pxq is Bessel in H “ JApxq. Using Theorem 2.2.10, the system A1pxq
is another type-II dual for Apxq for a.e. x P X. Thus the result follows. Moreover part

follows quickly by illustrating the equivalence of (i) to (vi) on a Borel measurable subset

X where JApxq is non-zero a.e. x P X.
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The following result summarized Theorem 2.3.1 and Theorem 2.3.2 for the uniqueness

of alternate duals in L2pX;Hq. This follows by observing that the canonical dual is both

type-I and type-II dual.

Theorem 2.3.3. Under the standing hypotheses mentioned in Theorem 2.3.1, the follow-

ing are equivalent:

(i) An alternate MG-dual for EDpAq is the only canonical dual frame in SDpAq with

bounds 1{B and 1{A.
(ii) EDpAq is a Riesz basis for SDpAq with some bounds C1 and C2 and SDpAq “

L2pX;Hq.
(iii) For a.e. x P X, the system Apxq is a Riesz basis for JApxq with bounds C1 and C2

and JApxq “ H.

(iv) For a.e. x P X, the alternate dual for Apxq is the only canonical dual frame JApxq
with bounds 1{B and 1{A.

(v) For a.e. x P X, the Gramian Gpxq and dual Gramian G̃pxq operators associated

with Apxq are injective.

(vi) For a.e. x P X, the Gramian Gpxq and dual Gramian G̃pxq operators associated

with Apxq satisfy C1I`2pN q § Gpxq § C2I`2pN q and AIH § G̃pxq § BIH.

(vii) For f “ tf'nunPN in `2pN ;L2pXqq, we have

C1}f}2`2pN ;L2pXqq §
›››››

#
ÿ

nPN
f'npxq'npxq

+

xPX

›››››

2

L2pX;Hq
§ C2}f}2`2pN ;L2pXqq.

(viii) For any Riesz sequence D Ä L8pXq in L2pXq with bounds c1 and c2, EDpAq is a

Riesz basis for SDpAq with bounds c1C1 and c2C2.

Till now, we have characterized various duals with their global and local behavior.

Next we are going to construct multiplication generated oblique dual frames in a multi-

plication invariant space. In this construction technique, we find the connection of the

infimum cosine angle between subspaces with oblique dual. The infimum cosine angle is

directly connected with the oblique projections and it further relates to oblique dual. In

the next chapter, we will talk about this briefly.
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CHAPTER 3

CONSTRUCTION OF OBLIQUE DUAL FRAMES IN L2pX;Hq

This chapter discusses the construction of dual frames and their uniqueness for a

multiplication generated frame on L2pX;Hq, where X is a �-finite measure. Various

necessary and su�cient conditions of such duals associated with the infimum cosine angle

are obtained [66].

3.1. Infimum cosine angles and oblique duals

In this section, our goal is to find characterization results for the MG duals EDpA1q of
a frame EDpAq associated with the infimum cosine angles between the closed subspaces

SDpA1q and SDpAq of L2pX;Hq, for some finite collections of functions A,A1 in L2pX;Hq.
The infimum cosine angle between two closed subspaces of Hilbert spaces [1] is defined as

follows:

Definition 3.1.1. Let V and W be closed subspaces of H. The infimum cosine angle

between V and W of H is defined by

RpV,W q “ inf
vPV zt0u

}PWv}
}v} ,

where PW is the projection on W.

In general, RpV,W q ‰ RpW,V q. If RpV,W q ° 0 and RpW,V q ° 0 then RpV,W q “
RpW,V q, and hence we can decompose the Hilbert space as H “ V ‘ WK (not necessarily

orthogonal direct sum), means, H “ V ` WK and V
ì

WK “ 0 [26]. In addition, if the

following reproducing formula holds :

f “
ÿ

kPI
xf, fkygk for all f P V,

This chapter is a part of the following manuscript:

S. Sarkar, N. K. Shukla, A characterization of MG dual frames using infimum cosine angle,

arXiv:2301.07448.



where tfkukPI and tgkukPI are Bessel sequences in H and W “ spantfku, then tfkukPI is an

oblique dual frame for tgkukPI on W , and tgkukPI is an oblique dual frame for tfkukPI on

V [26, Lemma 3.1]. Furthermore, tgkukPI and tPV fkukPI are dual frames in V and tfkukPI

and tPWgkukPI are dual frames in W. This decomposition is important to recover data

from a given set of samples. Tang in [72] studied the infimum cosine angles in connection

with oblique projections that leads to oblique dual frames, followed by Kim et al. for

the di↵erent contexts in [55, 56]. Further, Christensen and Eldar in [26], and Kim et al.

in [57] developed a connection of the infimum cosine angle with oblique dual frames for

shift-invariant (SI) spaces in L2pRnq. An existence of Riesz basis using infimum cosine

angle for the theory of multiresolution analysis in L2pRnq was discussed by Bownik and

Garrigós in [18]. We aim to continue the work in the context of set-theoretic abstraction.

Now we provide a characterization of an alternate dual associated with the Gramian

operators. Recalling the Gramian and dual Gramian operators from (2.3.2) as follows :

GApxq “ TApxqT ˚
A

pxq and G̃Apxq “ T ˚
A

pxqTApxq a. e. x P X,

where TApxq and T ˚
A

pxq are the analysis and synthesis operators corresponding to Apxq “
t'ipxquri“1. ForA “ t'iuri“1 andA1 “ t iuri“1, the operatorGA,A1pxq “ rx'jpxq, ipxqysi,jPt1,2,...,ru

is known as the mixed Gramian operator for a.e. x P X. The following result is a gener-

alization of [57, Theorem 4.1] and [46, Theorem 5(a)].

Proposition 3.1.2. Let A and A1 be two finite collections of functions having same

cardinality such that EDpAq and EDpA1q are Bessel. Let us assume EDpAq be a frame

for SDpAq. Then the system EDpA1q is an alternate MG-dual for EDpAq if and only if for

a.e. x P X the system A1pxq “ t pxq :  P A1u is an alternate dual for Apxq “ t'pxq :

' P Au, equivalently, the Gramian GApxq and mixed Gramian GA,A1pxq operators satisfy

the following relation:

GApxqGA,A1pxq “ GApxq for a.e. x P X.

The following result is a measure-theoretic abstraction of [57, Theorem 4.1] for oblique

dual frames associated with the rank of the mixed Gramian operator and the dimension

of range functions.

Proposition 3.1.3. In addition to the assumptions of Proposition 3.1.2, let us assume

EDpAq and EDpA1q be frames for SDpAq and SDpA1q, respectively, such that EDpA1q is an
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alternate MG-dual for EDpAq and

rank GA,A1pxq “ dim JApxq “ dim JA1pxq a.e. x P X,(3.1.1)

where JApxq “ spantfpxq : f P Au and JA1pxq “ spantgpxq : g P A1u. Then EDpA1q is an

oblique MG-dual for EDpAq.

Proof. Observing the proof of Proposition 3.1.2, we get A1pxq is an alternate dual for

Apxq for a.e. x P X since EDpA1q is an alternate MG-dual for EDpAq. Then for a.e.

x P X, we can write 'pxq “ ∞r
i“1x'pxq, ipxqy'ipxq for each ' P SDpAq. Further note

that P pxq :“ PJA1pxq |JApxq : JApxq Ñ JA1pxq is invertible in view of [57, Lemma 3.1] and

relation (3.1.1). Therefore for k “ 1, 2, . . . , r and a.e. x P X, we get

xP pxq'pxq, gkpxqy “ xPJA1pxq'pxq, gkpxqy “ x'pxq, PJA1pxqgkpxqy “ x'pxq, gkpxqy

“
C

x
rÿ

i“1

'pxq, ipxqy'ipxq, gkpxq
G

“
C
'pxq,

rÿ

i“1

xgkpxq,'ipxqy ipxq
G

“
C
P pxq'pxq,

rÿ

i“1

xgkpxq,'ipxqy ipxq
G

,

and hence gkpxq “ ∞r
i“1xgkpxq,'ipxqy ipxq since P pxq is invertible. Therefore the result

holds by noting Proposition 3.1.2.

The next result tells that the space L2pX;Hq can be decomposed with the help of

SDpAq and SDpA1q using the rank condition (3.1.1). We use the concept of angle between

two MI subspaces and their point-wise characterizations for its proof. From Definition

3.1.1, note that

pPSDpAq|SDpA1qfqpxq “ pPSDpAqPSDpA1qfqpxq “ PSDpA1qpxqPSDpAqpxqfpxq “ PSDpAqpxq|SDpA1qpxqfpxq,

and by [19, Theorem 4.1 (iii)], we have

inf

"}PSDpA1qf}
}f} : f P SDpAqzt0u

*
“ ess-inf

xPX

"}PSDpA1qpxqw}
}w} : w P JApxqzt0u

*
.
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Thus if we define �pSDpAqq :“ tx P X : JApxq ‰ 0u, then

RpSDpAq, SDpA1qq “

$
’&

’%

ess-infxP�pSDpAqq RpJApxq, JA1pxqq if µXp�pSDpAqqq ° 0,

1, otherwise.
.

(3.1.2)

Proposition 3.1.4. In addition to the assumptions of Proposition 3.1.2, the following

statements are equivalent:

(i) For a.e. x P X, the relation (3.1.1) holds, i.e., rank GA,A1pxq “ dim JApxq “
dim JA1pxq a.e. x P X, and there exists a constant C ° 0 such that

}pGApxqq1{2GA,A1pxq:pGA1pxqq1{2} § C a.e. x P tx P X : JApxq ‰ 0u :“ �pSDpAqq,

where GA,A1pxq: denotes the pseudo inverse of GA,A1pxq.
(ii) L2pX;Hq “ SDpAq ‘ SDpA1qK.

(ii) L2pX;Hq “ SDpA1q ‘ SDpAqK.

(iv) RpSDpAq, SDpA1qq ° 0 and RpSDpA1q, SDpAqq ° 0.

Proof. The result can be established easily following the steps of [19, Theorem 4.18] and

[57, Theorem 3.8].

At the end of this section, we provide a method to construct alternate (oblique) duals,

which is an abstraction version of [57, Lemma 5.1].

Proposition 3.1.5. For a �-finite measure space pX,µXq with µX † 8, consider the

assumptions of Proposition 3.1.2 and assume EDpAq to be a frame for SDpAq. Define a

class of functions Ã1 “ thiuri“1 associated with A1 “ t iuri“1 Ä L2pX;Hq by

hipxq “

$
’&

’%

∞r
j“1 GA,A1pxq:

i,j  jpxq if x P �pSDpAqq,

0, otherwise.
(3.1.3)

Then, EDpÃ1q is an alternate (oblique) MG-dual for EDpAq if the Proposition 3.1.4 (i)

rank condition holds and there exists a C ° 0 such that }GA,A1pxq:} § C a.e. x P
�pSDpAqq.
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Proof. Note that G
Ã1pxq “ GA,A1pxq:GA1pxqpGA,A1pxq:q˚ a.e. x P �pSDpAqq and G

Ã1pxq “
0, otherwise, }G

Ã1pxq} is bounded above due to Bessel property of A1pxq. By the Propo-

sition 3.1.2, we need to verify GApxqG
A,Ã1pxq “ GApxq which follows from the same

techniques of proof from [57, Lemma 5.3].

Now we provide our first main result which is a measure theoretic abstraction of [57,

Theorem 4.10] using range function.

Theorem 3.1.6. Let pX,µXq and pM, µMq be �-finite measure spaces such that µX † 8,

and the set D “ t�s P L8pXq : s P Mu is Parseval determining set for L1pXq. For
the finite collections of functions A “ t'iumi“1 and B “ t iuni“1 in L2pX;Hq, and for

a.e. x P X, assume the range functions JApxq “ spant'ipxq : i “ 1, 2, . . . ,mu and

JBpxq “ spant ipxq : i “ 1, 2, . . . , nu associated with the MI spaces SDpAq and SDpBq,
respectively. Then the following are equivalent:

(i) There exist A1 “ t'1
iuri“1 and B1 “ t 1

iuri“1 in L2pX;Hq such that EDpA1q and

EDpB1q are continuous frames for SDpAq and SDpBq, respectively, and they are

oblique duals to each other, i.e., the following reproducing formulas hold for g P
SDpAq and h P SDpBq:

g “
rÿ

i“1

ª

M

xg,M�s 
1
iyM�s'

1
i dµMpsq and h “

rÿ

i“1

ª

M

xh,M�s'
1
iyM�s 

1
i dµMpsq.(3.1.4)

(ii) The infimum cosine angles of SDpAq and SDpBq are greater than zero, i.e.,

RpSDpAq, SDpBqq ° 0 and RpSDpBq, SDpAqq ° 0.

(iii) There exist collections of functions t'1
iuri“1 and t 1

iuri“1 in L2pX;Hq such that for

a.e. x P X, the systems t'1
ipxquri“1 and t 1

ipxquri“1 are finite frames for JApxq
and JBpxq, respectively, and they are oblique duals, i.e., they satisfy the following

reproducing formulas for u P JApxq and v P JBpxq:

u “
rÿ

i“1

xu, 1
ipxqy'1

ipxq and v “
rÿ

i“1

xv,'1
ipxqy 1

ipxq a.e. x P X.(3.1.5)

(iv) For a.e. x P X, the infimum cosine angles of JApxq and JBpxq are greater than

zero, i.e.,

RpJApxq, JBpxqq ° 0 and RpJBpxq, JApxqq ° 0.
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Proof. (ii) ùñ (i). Assume that (ii) holds, then we have rank GA,Bpxq “ dim JApxq “
dim JBpxq a.e. x P X by Proposition 3.1.4 (iv). Considering the projection P pxq :“
PJApxq|Bpxq : JBpxq Ñ JApxq, we have GA,Bpxq “ TBpxqP pxqT ˚

A
pxq, and P pxq is invertible

by [57, Lemma 3.1]. Then the length of SDpAq “ length SDpBq since SDpAq and SDpBq
are finitely generated. Let r be the common length of SDpAq and SDpBq. Then using [20,

Theorem 2.6], there exist A# “ t'#
i uri“1 and K “ t #

i uri“1 such that SDpA#q “ SDpAq
and SDpB#q “ SDpBq. Hence RpSDpA#q, SDpB#qq ° 0 and RpSDpB#q, SDpA#qq ° 0.

Further, applying Proposition 3.1.4 (iv), there exists a positive constant C such that

}GA#pxq1{2GA#,B#pxq:GB#pxq1{2} § C a.e. x P �pSDpAqq.
For the class of functions A# “ t'#

i uri“1, define the new class of functions A1 “ t'1
iuri“1

by

'1
ipxq “

rÿ

j“1

ppGA#pxq:q1{2qi,j'#
j pxq for a.e. x P X, and for each i P t1, 2, . . . , ru.

Applying the singular value decomposition of the positive semidefinite matrix GA#pxq for
a.e. x P X,

GA#pxq “ QpxqDpxqQpxq˚,

where the diagonal entries of Dpxq are the non-zero eigenvalues of GA#pxq and Qpxq is

unitary. Also, note that

}'1
ipxq}2 “ pGA#pxq:q1{2GA#pxqpGA#pxq:q1{2qii “ 0 or 1.

For each i P t1, 2, . . . , ru, }'1
i}2 “

≥
X }'1

ipxq}2 dµpXq † 8, hence '1
i P L2pX;Hq. Also

GA1pxq “ pGA#pxq:q1{2GA#pxqpGA#pxq:q1{2 “ GA#pxq:GA#pxq a. e. x P X.

The eigenvalues of GA1pxq are 0 or 1. Thus EDpA1q is a frame for SDpA#q. Now we will

show SDpA1q “ SDpA#q. It is clear that SDpA1qpxq Ä SDpA#qpxq for a.e. x P X. Also,

dim JA1pxq “ rank GA1pxq “ rank GA#pxq “ dim JA#pxq.

Hence JA1pxq “ JA#pxq a.e. x P X, i.e., SDpA1q “ SDpA#q [49, Proposition 2.2 (iii)]. The

class EDpA1q is a tight frame for SDpA#q. In a similar way, we can show that there exists

a collection B1 “ t 1
iuri“1 such that EDpB1q is a tight frame for SDpB#q, and also we have

GA1,B1pxq “ pGB#pxq:q1{2GA#,B#pxqpGA#pxq:q1{2.

40



Since P pxq is invertible a.e. GA1,B1pxq: “ pGA#pxqq1{2GA#,B#pxq:pGB#pxqq1{2.Now }GA1,B1pxq:} “
}pGA#pxqq1{2GA#,B#pxq:pGB#pxqq1{2} § C a.e. x P �pSDpA#qq. By the Proposition 3.1.5,

EDpB1q is an oblique MG-dual for EDpA1q.
(i)ùñ(ii). Define a map ⌅ : L2pX;Hq Ñ SDpAq by ⌅f “ ∞r

i“1

≥
M

xf,M� 1
iyM�'1

i dµMpsq.
Then ⌅ is not necessarily an orthogonal projection. Therefor L2pX;Hq cab be decom-

posed as L2pX;Hq “ range ⌅ ‘Ker ⌅ “ SDpAq‘Ker ⌅. We now show Ker ⌅ “ SDpBqK.

Let ' P Ker⌅. Then ' “ f ´ ⌅f , f P L2pX;Hq. For  P SDpBq,

x', y “ xf ´ ⌅f, y “ xf, y ´ x⌅f, y “ xf, y ´
rÿ

i“1

ª

M

xf,M� 
1
iyxM�'

1
i, y dµMpsq

“ xf, y ´
C
f,

rÿ

i“1

ª

M

x ,M�'
1
iyM� 

1
i dµMpsq

G

“ xf, y ´ xf, y “ 0.

Hence ' P SDpBqK. On the other side, if ' P SDpBqK then ⌅' “ 0.

(i)ñ(iii). Since EDpA1q and EDpB1q are frames for SDpAq and SDpBq, respectively,
the systems A1pxq “ t'1

ipxq : i “ 1, . . . , ru and B1pxq “ t 1
ipxq : i “ 1, . . . , ru are frames

for JApxq and JBpxq, respectively, for a.e. x P X [49, Theorem 2.10] . The rest part of

the result follows by Proposition 3.1.2.

In a similar way, the converse part follows.

(iv)ùñ(iii). Assume (iv) holds, i.e., there exist frames t'1
ipxquri“1 and t 1

ipxquri“1 for

JApxq and JBpxq, respectively. We need to show thatRpJApxq, JBpxqq ° 0 andRpJBpxq, JApxqq °
0, which is equivalent to JApxq ‘ JBpxqK “ H [26, Lemma 2.1]. For this define a map,

⌅ : H Ñ JApxq by ⌅pfq “ ∞r
i“1xf, 1

ipxqy'1
ipxq. Then ⌅ need not be an orthogonal

projection. Hence

H “ range⌅ ‘ Ker⌅ “ JApxq ‘ Ker⌅.

Our aim is to prove Ker⌅ “ JBpxqK. Let u P Ker⌅. Then u “ f ´ ⌅f for some f. Let

h P JBpxq. Writing

xu, hy “ xf ´ ⌅f, hy “ xf, hy ´
C

rÿ

i“1

xf, 1
ipxqy'1

ipxq, h
G

“ xf, hy ´
rÿ

i“1

xf, 1
ipxqyx'1

ipxq, hy

“ xf, hy ´
C
f,

rÿ

i“1

xh,'1
ipxqy 1

ipxq
G

“ xf, hy ´ xf, hy “ 0,

we have u P JBpxqK, and if u P JBpxqK, then u P Ker⌅.
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(ii)ùñ (iv). If RpSDpAq, SDpBqq ° 0, we have RpJApxq, JBpxqq ° 0 for a.e. x P X.

The remaining part follows easily.

3.2. Riesz basis and its associated dual

The equations (3.1.4) and (3.1.5) explore the various possibilities of obtaining oblique

dual frames in the global and local setups, respectively. These duals and associated repro-

ducing formulas are not necessarily unique. But when EDpAq is a Riesz basis then the dual

is always unique. The following main result discusses the uniqueness of reproducing for-

mula, which is a measure-theoretic abstraction of [72, Corrollary 2.4] and [18, Proposition

2.13].

Theorem 3.2.1. Let pX,µXq be a �-finite measure space with µX † 8, and let V and W

be multiplication invariant subspaces of L2pX;Hq corresponding to an orthonormal basis

D of L2pXq. For a finite collection of functions A “ t'iuri“1, assume EDpAq is a Riesz

basis for V . Then the following holds:

(i) Global setup: If there exists A1 “ t'1
iuri“1 in L2pX;Hq such that EDpA1q is a

Riesz basis for W satisfying the following biorthogonality condition

xM�'i,M�1'1
i1y “ �i,i1��,�1 , i, i1 “ 1, 2, ¨ ¨ ¨ , r; �,�1 P D ,(3.2.1)

then the infimum cosine angles of V and W are greater than zero, i.e.,

RpV ,W q ° 0 and RpW ,V q ° 0.(3.2.2)

Conversely if (3.2.2) holds true, then there exists A1 “ t'1
iuri“1 in L2pX;Hq such

that EDpA1q is a Riesz basis for W satisfying the biorthogonality condition (3.2.1).

Moreover, the following reproducing formulas hold:

f “
ÿ

�PD

rÿ

i“1

xf,M�'
1
iyM�'i for all f P V , and g “

ÿ

�PD

rÿ

i“1

xg,M�'iyM�'
1
i for all g P W .

(ii) Local setup: If there exists A1 “ t'1
iuri“1 in L2pX;Hq such that for a.e. x P

X, t'1
ipxquri“1 is a Riesz sequence in H satisfying the following biorthogonality

condition

x'ipxq,'1
i1pxqy “ �i,i1 , i, i1 “ 1, 2, . . . , r,(3.2.3)
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then the infimum cosine angles of JApxq “ spant'ipxquri“1 and JA1pxq “ spant'1
ipxquri“1

are greater than zero, i.e.,

RpJApxq, JA1pxqq ° 0 and RpJA1pxq, JApxqq ° 0 a.e. x P X.(3.2.4)

Conversely if (3.2.4) holds, there exists A1 “ t'1
iuri“1 in L2pX;Hq such that for a.e.

x P X, t'1
ipxquri“1 is a Riesz sequence in H satisfying the biorthogonality condition

(3.2.3). Moreover, the following reproducing formulas hold for u P JApxq, and

v P JA1pxq:

u “
rÿ

i“1

xu,'1
ipxqy'ipxq, and v “

rÿ

i“1

xv,'ipxqy'1
ipxq for a.e. x P X.

Before moving towards the proof of Theorem 3.2.1, we need the concept of supremum

cosine angle [68]. For two subspaces V and W of a Hilbert space H, the supremum cosine

angle between them is:

SpV,W q “ sup
vPV zt0u

}PWv}
}v} .

The correlation between supremum and infimum cosine angle is related with the follow-

ing: RpV,W q “
a
1 ´ SpV,WKq2. One of the main uses of supremum cosine angle is

to determine whether the addition of two closed subspaces is again closed or not. The

sum of two closed subspaces V and W is again closed and V
ì

W “ t0u if and only if

SpV,W q † 1 [72, Theorem 2.1].

Proof. (i) Global Setup: Suppose EDpAq and EDpA1q are Riesz basis for V and W , with

constants A,B and A1, B1, respectively, and are biorthogonal. By [49, Theorem 2.3], we

have Apxq “ t'ipxq : i “ 1, 2, . . . , ru and A1pxq “ t'1
ipxq : i “ 1, 2, . . . , ru are Riesz bases

for JApxq and JA1pxq for a.e. x P X. It su�ces to show RpV ,W q “ RpW ,V q ° 0. The dual

Riesz basis for EDpAq in V is of the form EDpA#q, whereA# “ t'#
i : i “ 1, 2, . . . , ru Ñ V .

Therefore the orthogonal projection PV onto V can be expressed as

PV f “
rÿ

i“1

ÿ

�PD

xf,M�'
#
i yM�'i “

rÿ

i“1

ÿ

�PD

xf,M�'iyM�'
#
i for all f P L2pX;Hq.

Observe that PV M�'1
i “ '#

i for all � P D and i “ 1, 2, . . . , r. For f P W zt0u, we have

f “ ∞r
i“1

∞
�PD

c�i M�'1
i, where

A1
rÿ

i“1

ÿ

�PD

|c�i |2 § }f}2 § B1
rÿ

i“1

ÿ

�PD

|c�i |2.
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Then

PV f “
rÿ

i“1

ÿ

�PD

c�i M�'
#
i and

}PV f}2
}f}2 •

B´1
∞

i,� |c�i |2

B1 ∞
i,� |c�i |2

“ 1

BB1 ,

since EDpA#q is a Riesz basis with constants B´1, A´1. Hence RpV ,W q • pBB1q´1{2.

Conversely, Since RpW ,V q ° 0, then RpW ,V q}f} § }f} for all f P V . Also since

EDpAq is a Riesz basis for V , then the corresponding projection on W , that is, tPW M�'i :

� P D , i “ 1, 2, . . . , ru is a Riesz basis for W . Since RpV ,W q ° 0, we get spantPW M�'i :

� P D , i “ 1, 2, . . . , ru “ W , and by [19, Corrollary 5.14] there exists a dual Riesz basis

for spantPW M�'i : � P D , i “ 1, 2, . . . , ru of the multiplication generated form, i.e.,

tM�'1
i : � P D , i “ 1, 2, . . . , ru for some '1

i in W . Thus we have

xM�'j,M�1'1
iy “ xM�'j, PW M�1'1

iy

“ xPW M�'j,M�1'1
iy

“ ��,�1�i,j, where �,�1 P D and i, j P t1, 2, . . . , ru.

Therefore the result follows.

(ii) Local Setup: For a.e. x P X, let t'ipxquri“1 and t'1
ipxquri“1 be Riesz bases for

JApxq and JA1pxq, respectively, and they are biorthogonal. We now show this is equivalent

to

JA1pxq ‘ JApxqK “ H and JApxq ‘ JA1pxqK “ H for a.e. x P X.(3.2.5)

Since t'ipxquri“1 and t'1
ipxquri“1 are Riesz basis, then JApxq “ tu P H : u “ ∞r

i“1 ci'ipxqu
and JA1pxq “ tv P H : v “ ∞r

i“1 ci'
1
ipxqu. Let h P JApxqì JA1pxqK then

h “
rÿ

i“1

xh,'ipxqy'1
ipxq “ 0,

hence JA1pxqì JApxqK “ t0u. Let w P H, then Pw :“ ∞r
i“1xw,'ipxqy'1

ipxq P JA1pxq. By
the biorthogonal property of t'ipxquri“1 and t'1

ipxquri“1, we have xw ´ Pw,'ipxqy “ 0

for all i “ 1, . . . , r, i.e., w ´ Pw P JApxqK. So w “ Pw ` pw ´ Pwq P JA1pxq ` JApxqK

which implies JA1pxq ` JApxqK “ H. Combining, we have JA1pxq ‘ JApxqK “ H. In a

similar way, interchanging the roll of JApxq and JA1pxq in another part of (3.2.5), i.e.,

JApxq ‘ JA1pxqK “ H for a.e. x P X, can be shown.
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Since JApxq ` JA1pxqK is closed and JApxqì JA1pxqK “ t0u, by the [72, Theorem 2.1]

the supremum cosine angle

SpJApxq, JA1pxqKq :“ supt|xv, wy| : v P JApxq, w P JA1pxqK, }v} “ }w} “ 1u † 1.

Hence RpJApxq, JA1pxqq “
a
1 ´ SpJApxq, JA1pxqKq2 ° 0. Interchanging the roll of JApxq

and JA1pxq in the above argument RpJA1pxq, JApxqq ° 0.

For converse part, let RpJApxq, JA1pxqq ° 0. Then SpJApxq, JA1pxqKq † 1. Using [72,

Theorem 2.1], we have JApxq ` JA1pxqK is closed and JApxqì JA1pxqK “ t0u. In a sim-

ilar way when RpJA1pxq, JApxqq ° 0, then we can show JA1pxq ` JApxqK is closed and

JA1pxqì JApxqK “ t0u. Hence

JApxq ` JA1pxqK “ pJApxq ` JA1pxqKqKK “
´
JApxqK £

JA1pxq
¯K

“ H.

So H “ JApxq ‘ JA1pxqK. In a similar way, H “ JA1pxq ‘ JApxqK.

Assume JA1pxq À
JApxqK “ H. Let for a.e. x P X, t'ipxquri“1 and thipxquri“1 be the

dual Riesz bases for JA1pxq, i.e., x'ipxq, hjpxqy “ �i,j. Let S : JApxq Ñ JApxq be the frame

operator, then consider

 ipxq :“ S´1'ipxq, 1 § i § r.

Now the map PJApxq : H Ñ H by PJApxqf :“ ∞r
i“1xf,'ipxqy ipxq is the orthogonal

projection of H on JApxq. Consider P :“ PJApxq|JA1 pxq. If f P JA1pxq and Ppfq “ 0,

then f P JA1pxqì JApxqK “ t0u so P is injective and PpJA1pxqq “ PJApxqpJA1pxqq “
PJApxqpJA1pxq ` JApxqKq “ PJApxqpHq “ JApxq. Hence P is bounded invertible operator.

Define

'1
ipxq :“ P

´1p'ipxqq, 1 § i § r.

Then t'1
ipxquri“1 is the required Riesz basis for JA1pxq, satisfying the biorthogonality con-

dition.

The development of the theory of duals for a continuous frame on a locally compact

group (need not be abelian) translated by its closed abelian subgroup is the novel aspect

of general machinery developed for L2pX;Hq in this chapter and the earlier one. In the

next chapter, we will explore this topic and we will also demonstrate how our approach

towards a measure theoretic abstraction can help us to o↵er various characterizations of

duals for the locally compact groups.
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CHAPTER 4

DUAL FRAMES BY THE ACTION OF AN ABELIAN

GROUP

In this chapter, we characterize �-TG duals of a continuous frame on locally compact

group G by the action of its closed abelian subgroup �. We characterize such results

using the Zak transform Z for the pair pG ,�q. When G becomes an abelian group G, the

fiberization map is used to characterize these duals by the action of its closed subgroup

⇤. The vast majority of these traditional results for integer shifts were merely dependent

on the fiberization map [37, 42, 44, 46]. We are investigating the study of alternate duals

in the setup of general locally compact abelian and non-abelian groups in which we do

not require � to be discrete or ⇤ to be uniform lattice or co-compact (i.e., G{⇤-compact).

4.1. Translation generated duals of a frame

For a second countable locally compact group G (not necessarily abelian) and a closed

abelian subgroup � of G , let us recall a �-translation generated (�-TG) system E�pA q
and its associated �-translation invariant (�-TI) space S�pA q from (1.3.1) for a family

of functions A Ñ L2pG q by the action of �, i.e.,

E�pA q :“ tL⇠' : ' P A , ⇠ P �u and S�pA q :“ spanE�pA q,

where for ⌘ P G , the left translation L⌘ on L2pG q is defined by

pL⌘fqp�q “ fp⌘´1�q, � P G .

This chapter is a part of the following manuscripts:

S. Sarkar, N. K. Shukla, Translation generated oblique dual frames on locally compact groups, Linear

Multilinear Algebra, (2023), doi:10.1080/03081087.2023.2173718, 32 pages.

S. Sarkar, N. K. Shukla, A characterization of MG dual frames using infimum cosine angle,

arXiv:2301.07448.



By �-translation invariant (�-TI) space V, we mean L⇠f P V for all f P V and ⇠ P �,

where V is a closed subspace of L2pG q.
We now define the translation generated dual and its types in L2pG q.

Definition 4.1.1. LetN be a complete, �-finite measure space. Suppose A “ t'tutPN ,A 1 “
t tutPN are families of functions in L2pG q such that E�pA q is a continuous frame for

S�pA q, and E�pA 1q is Bessel. We call E�pA 1q,

(i) an alternate �-TG dual (simply, alternate TG-dual) for E�pA q if it is an alternate

dual for E�pA q in the sense of Definition 1.1.1 (a).

(ii) an oblique �-TG dual (simply, oblique TG-dual) for E�pA q if it is an oblique dual

for E�pA q in the sense of Definition 1.1.1 (b).

(iii) a �-TG dual of type-I (simply, type-I TG dual) for E�pA q if it is a type-I for E�pA q
in the sense of Definition 1.1.1 (c).

(iv) a �-TG dual of type-II (simply, type-II TG dual) for E�pA q if it is a type-II for

E�pA q in the sense of Definition 1.1.1 (d).

(v) a �-TG dual frame (simply, TG dual frame) for E�pA q if it is a dual frame for

E�pA q in the sense of Definition 1.1.1 (e).

For the stable decomposition and reproducing formula of a signal/image, we study

alternate (oblique) �-TG dual, �-TG dual of type-I and type-II, and �-TG dual frames

for a continuous frame E�pA q in L2pG q by the action of a closed abelian subgroup � of

G [see Theorems 4.1.2 - 4.1.6].

We now return to our primary objective to find a possible collection of functions which

generates a translation-invariant (TI) space in L2pG q such that the reproducing formula

(1.3.2) is satisfied. The system generated by translations of such collections need not

to be a frame for its associated TI space. We start the investigation by discussing the

Zak transform and fiberization [47,49]. By applying these operators, we obtain alternate

(oblique) TG-dual’s characterization for a continuous frame and its uniqueness in the TI

subspaces of L2pG q along with prototype examples.

4.1.1. Zak transform, fiberization and �-TI space

Let G be a second countable locally compact group (not necessarily abelian) with

Haar measure µG such that G contains a closed abelian subgroup �. For x P G , a right
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coset of � in G with respect to x is denoted by �x, and for a function f : G Ñ C, we

define a complex valued function f�x on � by

f�xp�q “ fp� ⌅p�xqq, � P �,

where the space of orbits �zG “ t�x : x P G u is the set of all right cosets of � in G , and

⌅ : �zG Ñ G is a Borel section for the quotient space �zG whose existence is guaranteed

by [60, Lemma 1.1]. Then for f�x P L1p�q, the Fourier transform is

yf�xp↵q “
ª

�

f�xp�q↵p�´1q dµ�p�q, ↵ P p�.

Therefore, the Zak transformation Z of f P L2pG q for the pair pG ,�q is defined by

(4.1.1) pZfqp↵qp�xq “ yf�xp↵q a.e. ↵ P p� and �x P �zG ,

which is a unitary linear transformation from L2pG q to L2pp�;L2p�zG qq [49]. Since the

space L2pp�;L2p�zG qq can be identified with the space L2pp�ˆ�zG q, we can interpret Z as

Z̃ from L2pG q to L2pp� ˆ �zG q by pZ̃fqp↵,�xq “ pZfqp↵qp�xq. When G becomes abelian

group G, then we also denotes the corresponding Zak transform as Z̃.

Note that the map Z is closely associated with the fiberization map T when G

becomes abelian. For a second countable LCA group G and its closed subgroup ⇤, the

fiberization T is a unitary map from L2pGq to L2p pG{⇤K;L2p⇤Kqq given by

pT fqp�⇤Kqp!q “ pfp! ⇣p�⇤Kqq, ! P ⇤K, � P pG

for f P L2pGq, where ⇤K :“ t� P pG : �p�q “ 1 for all � P ⇤u, ⇤Kz pG “ pG{⇤K and

⇣ : pG{⇤K Ñ pG is a Borel section which maps compact sets to pre-compact sets. For more

details about the Zak transformation we refer [9, 10, 49].

Observe that Z intertwines the left translation with the multiplication operators, i.e.,

for f P L2pG q,

pZL�fqp↵q “pM��Zfqp↵q for a.e. ↵ P p� and � P �,(4.1.2)

where M�� is the multiplication operator on L2pp�;L2p�zG qq, ��p↵q “ ↵p�q and �� P
L8pp�q for each � P �. Therefore, our goal can be established by converting the problem

of �-TI space S�pA q into the MI space on L2pX;Hq with the help of Z, where X “ p�
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and H “ L2p�zG q. Similar situation will arise in case of abelian group G and its closed

subgroup ⇤ since the map T satisfies the following intertwining relation for f P L2pGq:

(4.1.3) pT L�fqp�⇤Kq “ pM��T fqp�⇤Kq for a.e. � P pG and � P ⇤,

where �� P L8p pG{⇤Kq given by ��p�⇤Kq “ �p�q and the multiplication operator M�� is

defined on L2p pG{⇤K;L2p⇤Kqq.
Now we modify the Theorem 2.1.4 in the setup of L2pp�;L2p�zG qq using the Zak

transform which will provide a classification of all �-TI spaces S�pA q in L2pG q. For a

family of functions A “ t'tutPN in L2pG q, we recall �-translation generated (�-TG)

system E�pA q by left action of � and its associated �-translation invariant (�-TI) space

S�pA q, i.e., E�pA q :“ tL�'t : � P �, t P N u and S�pA q :“ spantL�'t : � P �, t P N u,
where pN , µN q is a complete, �-finite measure space. In this setup, the range function is

J : p� Ñ tclosed subspaces of L2p�zG qu,

and the orthogonal projection for each ↵ P p� is PJp↵q : L2p�zG q Ñ Jp↵q, and hence the

associated closed subspace VJ given in (2.1.1) can be written as:

VJ “
!
f P L2pG q : pZfqp↵q P Jp↵q for a.e. ↵ P p�

)
.

Using the range function J and associated space VJ we can write Theorem 2.1.4. For �-TI

space S�pA q in L2pG q, the corresponding range function J is such that, for a.e. ↵ P p�,

Jp↵q is defined by

(4.1.4) Jp↵q “ spantpZfqp↵q : f P A0u “: JA p↵q,

for some countable dense subset A0 of A in L2pG q [Denote ZA :“ tZf : f P A u]. This
follows by noting that the set D defined by

D “
!
�� P L8pp�q : � P �,��p↵q “ ↵p�q for ↵ P p�

)
(4.1.5)

is a determining set for L1pp�q since for f P L1pp�q, we have 0 “
≥

p� fp↵q��p↵q dµp�p↵q “
≥

p� fp↵q↵p�q dµp�p↵q for all � P � which implies f “ 0. Note that t��u�P� is the collection

of all characters on p� using the identification between
pp� and � from Pontryagin Duality

theorem.
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For the abelian group G and its closed subgroup ⇤, the range function is J : pG{⇤K Ñ
tclosed subspaces of L2p⇤Kqu and its associated space VJ is

VJ “
!
f P L2pGq : pT fqp�⇤Kq P Jp�⇤Kq for a.e. �⇤K P pG{⇤K

)
.

Then, we can write Theorem 2.1.4 for an LCA group, where for the ⇤-TI space S⇤pA q,
the corresponding range function J is given by: for a.e. �⇤K P pG{⇤K the space Jp�⇤Kq is
defined by

(4.1.6) Jp�⇤Kq “ span
 

pT fqp�⇤Kq : f P A0

(
“: JG

A
p�⇤Kq,

for some countable dense subset A0 of A in L2pGq [Denote T A :“ tT f : f P A u]. The
determining set D for L1p pG{⇤Kq is given by

D “
!
�� P L8p pG{⇤Kq : � P ⇤,��p�⇤Kq “ �p�q for �⇤K P pG{⇤K

)
:“ DG.(4.1.7)

4.1.2. Characterization of �-TG duals for continuous frames

Now, we present the most important outcomes of our characterizations which are the

applications of the theory developed in Chapter 2.2.

The following Theorems 4.1.2, 4.1.4, 4.1.5, and 4.1.6 are generalizations to a locally

compact group of the results [44, Theorem 4.2] and [46, Theorem 5].

Theorem 4.1.2. Let A “ t'tutPN be a collection of functions in L2pG q such that the

TG system E�pA q is a continuous frame for the TI space S�pA q, and A has a countable

dense subset A0 for which JA p↵q is defined by (4.1.4) for each ↵ P p�, where pN , µN q
is a complete, �-finite measure space. If A

1 “ t t : t P N u is a collection of functions

in L2pG q such that the TG system E�pA 1q is Bessel in L2pG q, then the following are

equivalent:

(i) E�pA 1q is an alternate TG-dual for E�pA q, i.e., for all f P S�pA q, we have (in

the weak sense)

f “
ª

N

ª

�

xf, L� tyL�'t dµ�p�q dµN ptq.

(ii) For a.e. ↵ P p�, the system pZA
1qp↵q :“ tZ tp↵q : t P N u is an alternate dual for

the frame pZA qp↵q :“ tZ'tp↵q : t P N u of JAp↵q, i.e.,

h “
ª

N

xh,Z tp↵qyZ'tp↵q dµN ptq for all h P JA p↵q.
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When the pair pG ,�q becomes an abelian pair pG,⇤q, let JG

A
p�⇤Kq be defined by (4.1.6),

then the above (ii) is equivalent to the following:

(ii’) for a.e. �⇤K P pG{⇤K and h P JG

A
p�⇤Kq,

h “
ª

N

xh,T  tp�⇤KqyT 'tp�⇤Kq dµN ptq,

i.e., the system pT A
1qp�⇤Kq “ tT  tp�⇤Kq : t P N u is an alternate dual for the frame

pT A qp�⇤Kq “ tT 'tp�⇤Kq : t P N u of JG

A
p�⇤Kq.

Proof. For all f P S�pA q, the expression f “
≥
N

≥
�xf, L� tyL�'t dµ�p�q dµN ptq (in the

weak sense) is equivalent to the following :

Zf “
ª

N

ª

�

xZf,M��Z tyM��Z't dµ�p�q dµN ptq,

follows from the intertwining relation (4.1.2). Therefore from the part (i) of Theorem

2.2.4, the MG system EDpZA
1q is an alternate MG-dual for EDpZA q in L2pX;Hq if and

only if the system pZA
1qp↵q is an alternate dual for pZA qp↵q a.e. ↵ P p�. Here, X “ p�,

H “ L2p�zG q, and the set D defined by (4.1.5) is a Parseval determining set for L1pp�q,
follows by noting (2.1.2) and

ª

�

ˇ̌
ˇ̌
ª

p�
Hp↵q��p↵q dµp�p↵q

ˇ̌
ˇ̌
2

dµ�p�q “
ª

pp�

ˇ̌
ˇ̌
ª

p�
Hp↵q↵p�q dµp�p↵q

ˇ̌
ˇ̌
2

dµ�p�q

for H P L1pp�q due to Pontryagin Duality theorem.

The moreover part follows by replacing Z with the fiberization T , D with DG defined

in (4.1.7), and also choosing X “ pG{⇤K and H “ L2p⇤Kq in the above argument.

Remark 4.1.3. In case of A “ t'u and A
1 “ t u, the above result says that the TG

system E�pA 1q is an alternate TG-dual for E�pA q if and only if for a.e. ↵ P p� such that

JA p↵q ‰ 0, we have xZ'p↵q,Z p↵qy “ 1. In addition if A “ A
1 “ t'u, E�pA q is a

Parseval frame (coherent state) for S�pA q if and only if }Z'p↵q} “ 1 for a.e. ↵ P p� such

that JA p↵q ‰ 0. The same can be written for the pair pG,⇤q using a fiberization map.

Theorem 4.1.4. Under the standing hypotheses mentioned in Theorem 4.1.2, E�pA 1q is

an oblique TG-dual (TG-dual frame) for E�pA q if and only if for a.e. ↵ P p�, the system

pZA
1qp↵q is an oblique dual (dual frame) for the frame pZA qp↵q of JA p↵q.
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Moreover, for an abelian pair pG,⇤q, let JG

A
p�⇤Kq be defined by (4.1.6) then pT A

1qp�⇤Kq
is an oblique dual (dual frame) for the frame pT A qp�⇤Kq of JG

A
p�⇤Kq for a.e. �⇤K P

pG{⇤K.

Proof. This follows on the same line of proof of Theorem 4.1.2 along with parts (ii) and

(iv) of Theorem 2.2.4.

Theorem 4.1.5. Under the standard assumptions in Theorem 4.1.2, E�pA 1q is a TG-

dual of type-I for E�pA q if and only if for a.e. ↵ P p�, pZA
1qp↵q is a type-I dual for the

frame pZA qp↵q of JA p↵q.
Moreover, when the pair pG ,�q becomes an abelian pair pG,⇤q, let JG

A
p�⇤Kq be defined

by (4.1.6). Then, the last statement is equivalent to: for a.e. �⇤K P pG{⇤K the system

pT A
1qp�⇤Kq is a dual of type-I for the frame pT A qp�⇤Kq of JG

A
p�⇤Kq.

Proof. This follows on the same line of proof of Theorem 4.1.2 along with part (iii) of

Theorem 2.2.4 and the observation L� t P S�pA q if and only if ZL� t P SDpZA q for all

p�, tq P � ˆ N . Similarly, we can proof for the fiberization map.

Theorem 4.1.6. In addition to the standing hypotheses mentioned in Theorem 4.1.2, let

N and � be two countable families and discrete sets having counting measures, respectively.

Then, E�pA 1q is a TG-dual of type-II for E�pA q if and only if for a.e. ↵ P p�, pZA
1qp↵q is

a type-II dual for the frame pZA qp↵q of JA p↵q, where JA p↵q “ spantpZ'tqp↵q : t P N u.
Moreover, when the pair pG ,�q becomes an abelian pair pG,⇤q and let JG

A
p�⇤Kq be

defined by JG

A
p�⇤Kq “ spantpT 'tqp�⇤Kq : t P N u, then the above characterization is true

just by replacing the system pZA qp↵q with the system pT A qp�⇤Kq as well as JA p↵q with

JG

A
p�⇤Kq for a.e. �⇤K P pG{⇤K.

Proof. Observe that the Parseval determining set D for L1pp�q (defined by (4.1.5)) can be

identified with
pp�. Therefore, the set D is an orthonormal Parseval determining set since D

is an orthonormal basis for L2pp�q due to the discrete set �. Thus, we have the result on the

same line of the proof of Theorem 4.1.2 along with compactness of p�, Theorem 2.2.10, and

the observation TE�pA 1qpS�pA 1qq Ä TE�pA qpS�pA qq if and only if TEDpZA 1qpSDpZA
1qq Ä

TEDpZA qpSDpZA qq. The observation follows by noting txf, L� tyu�P�,tPN P range TE�pA q

for all f P SDpA 1q if and only if there exists g P SDpA q such that for all � P � and t P N ,
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we have

xf, L� ty “ xg, L�'ty, i.e., xZf,M��Z ty “ xZg,M��Z'ty.

Similarly, we can prove the moreover part.

Next, we are presenting the characterizations when TG duals for a frame become the

canonical dual frame in L2pG q. Note that the system E�pÃ q :“ tL�'̃t : � P �, '̃t “
pSE�pA q

ˇ̌
S�pA qq´1't, t P N u is the canonical dual for a frame E�pA q of S�pA q, follows by

the commutativity of the left translation operator L� and the frame operator SE�pA q
ˇ̌
S�pA q.

The following theorem is a generalization of [46, Theorems 6, 7 and 8] for a locally

compact group.

Theorem 4.1.7. Under the standing hypotheses mentioned in Theorem 4.1.6, and for a.e

↵ P p�, JA p↵q ‰ t0u, the following statements hold:

(i) An alternate (oblique) TG-dual (TG-dual frame) for E�pA q is the only canonical

dual frame of E�pA q if and only if for a.e. ↵ P p�, the system pZA qp↵q is a Riesz

basis for L2p�zG q.
(ii) A TG-dual of type-I for E�pA q is the only canonical dual frame of E�pA q if and

only if for a.e. ↵ P p�, the system pZA qp↵q is a Riesz basis for JA p↵q, where
JA p↵q “ spantpZ'tqp↵q : t P N u.

(iii) A TG-dual of type-II for E�pA q is the only canonical dual frame of E�pA q if and

only if for a.e. ↵ P p�, the system pZA qp↵q is a frame for L2p�zG q.
Moreover, in case of abelian pair pG,⇤q, the above characterizations are true just by re-

placing L2p�zG q with L2p⇤Kq, and the system pZA qp↵q with the system pT A qp�⇤Kq as

well as JA p↵q with JG

A
p�⇤Kq for a.e. �⇤K P pG{⇤K.

Proof. Since the set D is an orthonormal Parseval determining set as discussed in the

proof of Theorem 4.1.6, the results follow by observing Theorems 2.3.1, 2.3.2, and 2.3.3

on the line of Theorems 4.1.2, 4.1.4, 4.1.5, and 4.1.6.

Remark 4.1.8. (i) For the uniqueness, the remaining results of Theorems 2.3.1, 2.3.2

and 2.3.3 can be transformed for the locally compact group in a similar way.

(ii) Analogous to the Theorem 2.2.6, the existence of oblique TG-dual and TG-dual of

type-II can be obtained for the continuous frame E�pA q of S�pA q which will generalize

a result of Heil, Koo and Lim [44, Theorem 1.5].
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4.2. Examples

In this part, we will show our findings for a variety of experimental setups and present

counterexamples.

4.2.1. On the Euclidian space R
n by the action of integer shifts Z

n

Let G “ R
n and ⇤ “ Z

n. Then, pG “ R
n, ⇤K “ Z

n and the fundamental domain for

Z
n is pGz⇤K “ T

n. Then the fiberization map is

T : L2pRnq Ñ L2pTn; `2pZnqq defined by T fp⇠q “ t pfp⇠ ` kqukPZn , ⇠ P T
n.

Therefore by considering a countable family A in L2pRnq, we can obtain characterization

results of duals for a discrete frame sequence EZ
npA q using T that provide results of

references within [37, 46]. Indeed, our study covers duals for a continuous frame also.

4.2.2. On the p-adic group Qp by the action of p-adic integers Zp

For a prime number p, consider the group of p-adic numbersQp and its closed subgroup

Zp of p-adic integers. The p-adic group Qp is an LCA group and all its proper subgroups

H are compact and open, and hence G{H is not compact. Therefore, Qp does not have

any proper co-compact closed subgroup while the maximum literature for duals on LCA

groups was mainly based on the action by closed co-compact subgroups [52]. Note that

in our situation we require only a closed subgroup.

Let ⌦ be a fundamental domain for Zp which is a discrete set. Then for f P
L1pQpqìL2pQpq, the Zak transform is defined by

Z̃fpx, yq “
ª

Zp

fpy ` ⇠qe´2⇡ix⇠ dµZpp⇠q for x, y P ⌦.

Therefore, we can derive characterization results of duals for a continuous frame EZppA q
using Z̃ and Theorems 4.1.2-4.1.7.

4.2.3. Counter examples of duals in LCA groups

For a second countable LCA group G having closed co-compact subgroup ⇤, we can

write pG “ ⌦ ‘ ⇤K by the Pontryagin Duality theorem, where ⌦ is a fundamental domain.

Then, the system t⌦ ` � : � P ⇤Ku is a measurable partition of pG. Here we also fix an

automorphism A on pG such that A⌦ à ⌦ throughout the entire section. Now, we provide

counter examples using the fiberization, Remarks 4.1.3, 4.1.8, and Theorems 4.1.2-4.1.7.
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Example 4.2.1 (Alternate dual but not frame). Let ⌘1, ⌘2 P L2pGq be two functions

such that its Fourier transforms are defined by p⌘1p⇠q “ �A⌦p⇠q and p⌘2p⇠q “ �A⌦p⇠q `
a
gp⇠q�⌦zA⌦p⇠q for ⇠ P pG, where g is a real valued function on pG such that the restriction

map g
ˇ̌
⌦zA⌦

: ⌦zA⌦ Ñ p0, 1s is strictly decreasing and onto. Then, we conclude the

following:

(i) The system E⇤pt⌘1uq is a Parseval frame for S⇤pt⌘1uq since for a.e. ⇠ P A⌦, we have

}T ⌘1p⇠q}2 “ ∞
�P⇤K |p⌘1p⇠`�q|2 “ 1, by observing that the system t⌦ `� : � P ⇤Ku

is a measurable partition of pG, A⌦ Ä ⌦ and µ pGpA⌦XpA⌦`�qq “ 0 for � P ⇤Kzt0u.
(ii) E⇤pt⌘2uq is Bessel with bound 2 since for a.e. ⇠ P ⌦, we have }T ⌘2p⇠q} “

∞
�P⇤K |p⌘2p⇠ ` �q|2 § 2, by observing µ pGpA⌦ X pA⌦ ` �qq “ 0, µ pGpp⌦zA⌦q X

pp⌦zA⌦q ` �qq “ 0 for � P ⇤Kzt0u and also µ pGpA⌦ X pp⌦zA⌦q ` �qq “ 0 for

� P ⇤K since the measurable sets A⌦ and ⌦zA⌦ are disjoint subsets of ⌦.

(iii) E⇤pt⌘2uq is an alternate TG-dual for E⇤pt⌘1uq since

xT ⌘1p⇠q,T ⌘2p⇠qy “
ÿ

�P⇤K
p⌘1p⇠ ` �qp⌘2p⇠ ` �q “ �A⌦p⇠q for a.e. ⇠.

(iv) But E⇤pt⌘2uq is not a frame for S⇤pt⌘2uq since for a.e. ⇠ P ⌦, no lower bound of

}T ⌘2p⇠q} is greater than zero, follows by noting that the infimum of g
ˇ̌
⌦zA⌦

p⌦zA⌦q
is zero and

ÿ

�P⇤K
|p⌘2p⇠ ` �q|2 “ �A⌦p⇠q ` gp⇠q�⌦zA⌦p⇠q.

Example 4.2.2 (Alternate but not oblique dual). Let ⌘1, ⌘2 P L2pGq be such that

p⌘1 “ �A⌦ and p⌘2 “ �⌦. Then, E⇤pt⌘iuq is a frame for S⇤pt⌘iuq for i “ 1, 2, and E⇤pt⌘2uq
is an alternate TG-dual for E⇤pt⌘1uq since for a.e. ⇠ P ⌦,

∞
�P⇤K |p⌘1p⇠ ` �q|2 “ �A⌦p⇠q,

∞
�P⇤K |p⌘2p⇠ ` �q|2 “ �⌦p⇠q, and ∞

�P⇤K p⌘1p⇠ ` �qp⌘2p⇠ ` �q “ �A⌦p⇠q. Since A⌦ à ⌦, the

system E⇤pt⌘1uq is not an alternate TG-dual for E⇤pt⌘2uq, and hence the system E⇤pt⌘2uq
is not an oblique TG-dual for E⇤pt⌘1uq. Further note that it is neither type-I nor type-II

dual.

Example 4.2.3 (Oblique but not dual frame; Type-I but not Type-II dual). Let

A “ t⌘1, ⌘2u and A
1 “ t⇣1, ⇣2u be two families of functions in L2pGq such that p⌘1 “ X⌦ “

2 p⌘2 and p⇣1 “ X⌦, p⇣2 “ 0. Then for a discrete set ⇤, we get
∞
�P⇤K |p⌘1p⇠ ` �q|2 “ �⌦p⇠q “

2
∞
�P⇤K p⌘1p⇠ ` �qp⌘2p⇠ ` �q and

∞
�P⇤K |p⌘2p⇠ ` �q|2 “ 1

4�⌦p⇠q, and hence the Gramian

matrices GA p⇠q associated with A is rxT ⌘ip⇠q,T ⌘jp⇠qys1§i,j§2 (in view of (2.3.2)), which
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will be

»

–1 1
2

1
2

1
4

fi

fl . Similarly, the Gramian matrices GA 1p⇠q associated with A
1 is

»

–1 0

0 0

fi

fl

for ⇠ P ⌦. Therefore for ⇠ P ⌦, we conclude JA p⇠q “ JA 1p⇠q and Ker GA p⇠q ‰Ker GA 1p⇠q.
That means, we get S⇤pA q “ S⇤pA 1q, and Ker T ˚

E⇤pA q ‰ Ker TE⇤pA 1q. Thus, E⇤pA 1q is a
dual of type-I for E⇤pA q but not type-II dual. Also note that it is oblique but not dual

frame since S⇤pA q à L2pGq.

Example 4.2.4 (Unique Type-I dual but JA pxq “ 0 for a measurable set). Let

⌘1, ⌘2 P L2pGq and �0 P ⇤Kzt0u be such that p⌘1 “ �A⌦ and p⌘2 “ �pA⌦`�0q. Then for a.e.

⇠ P ⌦, we get
∞
�P⇤K |p⌘ip⇠ ` �q|2 “ �A⌦p⇠q for i “ 1, 2 and

∞
�P⇤K p⌘1p⇠ ` �qp⌘2p⇠ ` �q “ 0,

and hence the associated Gramian matrix Gp⇠q is

»

–1 0

0 1

fi

fl for ⇠ P A⌦ and

»

–0 0

0 0

fi

fl for

⇠ P ⌦zA⌦. Since for each ⇠ P ⌦, eitherGp⇠q is invertible orGp⇠q “ 0, the frame E⇤pt⌘1, ⌘2uq
admits unique TG-dual of type-I by Theorem 4.1.7 and Theorem 2.3.1.

Example 4.2.5 (Non-unique Type-I dual). Let ⌘1, ⌘2 P L2pGq be such that p⌘1 “ �A⌦

and p⌘2 “ �⌦zA⌦. Then for a.e. ⇠ P ⌦, we get
∞
�P⇤K |p⌘1p⇠ ` �q|2 “ �A⌦p⇠q, ∞�P⇤K |p⌘2p⇠ `

�q|2 “ �⌦zA⌦p⇠q, and ∞
�P⇤K p⌘1p⇠ ` �qp⌘2p⇠ ` �q “ 0, and hence the associated Gramian

matrix Gp⇠q is

»

–1 0

0 0

fi

fl for ⇠ P A⌦, and

»

–0 0

0 1

fi

fl for ⇠ P ⌦zA⌦. Since for each ⇠ P ⌦, Gp⇠q

is not invertible, the frame E⇤pt⌘1, ⌘2uq admits more than one TG-dual of type-I.

Example 4.2.6 (Type-II but not Type-I dual). Let ⌘1, ⌘2 P L2pGq and �0 P ⇤Kzt0u
be such that p⌘1 “ �A⌦ and p⌘2 “ �A⌦YpA⌦`�0q. Then for a uniform lattice ⇤, E⇤pt⌘2uq is

an oblique TG-dual for E⇤pt⌘1uq follows by noting
∞
�P⇤K p⌘ip⇠ ` �qp⌘jp⇠ ` �q “ �A⌦p⇠q for

1 § i, j § 2. Thus, it is a dual of type-II since for a.e. ⇠ P ⌦, Ker T ˚
t⌘1up⇠q “ Ker T ˚

t⌘2up⇠q
but not type-I dual since Jt⌘1up⇠q ‰ Jt⌘2up⇠q.

Example 4.2.7 (Unique TG-dual of Type-II). Let ⌘1, ⌘2 P L2pGq and �0 P ⇤K be

such that p⌘1 “ �⌦ and p⌘2 “ �⌦`�0 . Then, for a uniform lattice ⇤, for a.e. ⇠ P ⌦ and

i “ 1, 2, we get
∞
�P⇤K |p⌘ip⇠ ` �q|2 “ �⌦p⇠q, and ∞

�P⇤K p⌘1p⇠ ` �qp⌘2p⇠ ` �q “ 0, and hence

the system E⇤pt⌘1, ⌘2uq is an orthonormal basis for S⇤pt⌘1, ⌘2uq. Therefore, it is a Riesz

basis for S⇤pt⌘1, ⌘2uq.
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Example 4.2.8 (Non-unique Type-II dual). For a uniform lattice ⇤ and � P ⇤K,

let ⌘� P L2pGq be such that p⌘� “ �⌦`B�, where B is an automorphism on pG such that

B⇤K à ⇤K. Then for a.e. ⇠ P ⌦, the dual Gramian matrix

G̃p⇠q “
«

ÿ

�P⇤K
p⌘�p⇠ ` �1qp⌘�p⇠ ` �2q

�

�1,�2P⇤K

“
«

ÿ

�P⇤K
�⌦`B�p⇠ ` �1q�⌦`B�p⇠ ` �2q

�

�1,�2P⇤K

is non-zero and non-invertible matrix, follows by noting that all the terms of columns of

G̃p⇠q with respect to �2 is identically non-zero when �1 P B⇤K, while it is identically zero

for �1 R B⇤K. Also note that the Gramian matrix Gp⇠q “ rxT ⌘�1p⇠q,T ⌘�2p⇠qys�1,�2P⇤K is

an identity matrix. Therefore, the frame E⇤pt⌘�u�P⇤Kq admits more than one TG-dual of

type-II.

Next, we start the continuous Gabor system due to its importance into various appli-

cations. The characterizations established here generalize various results available in the

literature including [8, 17, 24, 49,52].

4.3. Duals for a continuous Gabor frame

For a second countable LCA group G having closed subgroup ⇤ and a family A in

L2pGq, let us consider a Gabor system (also known as, p⇤,⇤Kq-translation modulation

generated (TMG) system) GpA ,⇤,⇤Kq given by

GpA ,⇤,⇤Kq :“
 
L�E!' : � P ⇤,! P ⇤K,' P A

(
,

and its associated p⇤,⇤Kq-translation modulation invariant (TMI) space

SpA ,⇤,⇤Kq :“ spanGpA ,⇤,⇤Kq,

where for ! P pG, themodulation operator E! on L2pGq is defined by pE!fqpxq “ !pxqfpxq, x P
G, f P L2pGq. By a TMI space V, we mean it is closed subspace of L2pGq such that

L�E!f P V for all f P V and p�,!q P p⇤,⇤Kq.
Since the Zak transform satisfies the relation pZ̃L�E!fqp�, x⇤q “ M��,!pZ̃fqp�, x⇤q,

for f P L2pGq, p�,!q P p⇤,⇤Kq and p�, x�q P pp⇤,G{⇤q, where ��,!p�, xq “ �p�´1q!pxq,
therefore the set D “ t��,! P L8pp⇤ ˆ G{⇤qup�,!qPp⇤,⇤Kq is a Parseval determining set for

L1pp⇤ ˆ G{⇤q follows by the isomorphism between groups pp⇤ ˆ G{⇤q^ and ⇤ ˆ ⇤K due to

Pontryagin Duality theorem.
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For a Borel subset B Ä p⇤ ˆ G{⇤, consider VB “ tf P L2pGq : pZ̃fqp�,⇤xq “
0 for a.e. p�,⇤xq R Bu. Then the map B fiÑ VB is a bijection and corresponding to

the p⇤,⇤Kq-TMI system SpA ,⇤,⇤Kq “ SpA0,⇤,⇤Kq, the set B is given by

B “ tp�,⇤xq P p⇤ ˆ G{⇤ : pZ̃fqp�,⇤xq ‰ 0 for some f P A0u,(4.3.1)

where A0 is a countable dense subset of A [17, Theorem 3.1], [23, Theorem 4.1].

Now we state the following characterization results of duals (alternate (oblique) TMG-

dual, TMG-dual of type-I (type-II), TMG-dual frame in the sense of Definition 1.1.1) for

a continuous frame GpA ,⇤,⇤Kq of p⇤,⇤Kq-TMI space SpA ,⇤,⇤Kq in view of Theorems

2.3.1, 2.3.2 and 2.3.3. It is a generalization of [17, Theorem 7.3] and [36, Theorem 2.3]

for a locally compact abelian group.

Theorem 4.3.1. Let A “ t'tutPN be a collection of functions in L2pGq such that

GpA ,⇤,⇤Kq is a continuous frame for SpA ,⇤,⇤Kq, and B is defined by (4.3.1), where

pN , µN q is a complete, �-finite measure space. If A
1 “ t tutPN is a collection of functions

in L2pGq such that GpA ,⇤,⇤Kq is Bessel in L2pGq, then we have the following:

(i) GpA 1,⇤,⇤Kq is an alternate (oblique) TMG-dual (dual frame) (dual of type-I) for

GpA ,⇤,⇤Kq if and only if for a.e. p�, x⇤q P B, the system pZ̃A
1qp�,⇤xq :“

tZ̃ tp�,⇤xq : t P N u is an alternate (oblique) dual (dual frame) (dual of type-I)

for the frame pZ̃A qp�,⇤xq :“ tZ̃ tp�,⇤xq : t P N u.
(ii) For a countable family N and discrete set ⇤ having counting measures, GpA 1,⇤,⇤Kq

is a TMG-dual of type-II for GpA ,⇤,⇤Kq if and only if for a.e. p�, x⇤q P B,

pZ̃A
1qp�, x⇤q is a dual of type-II for the frame pZ̃A qp�, x⇤q.

Proof. Using the Parseval determining set D “ t��,! P L8pp⇤ˆG{⇤qup�,!qPp⇤,⇤Kq for L1pp⇤ˆ
G{⇤q, and the intertwining relation pZ̃L�E!fqp�, x⇤q “ M��,!pZ̃fqp�, x⇤q, we can get

the results similar to Theorems 4.1.2-4.1.6.

Example 4.3.2. Let G “ R
n, ⇤ “ Z

m where m § n, considering Z
m as a subgroup of

R
n by fixing the first m entries are non-zero and remaining are 0 in n-tuple, then the Zak

transform Z̃ : L2pGq Ñ L2pp⇤ ˆ ⇤zGq takes of the form :

Z̃ : L2pRnq Ñ L2pr0, 1qm ˆ r0, 1qm ˆ R
n´mq
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by pZ̃fqpu, v, xq “ ∞
kPZm fpv ` k, xqe´2⇡k.u for pu, v, xq P R

m ˆ R
m ˆ R

n´m, f P L2pRnq.
Then for two countable collections of functions A “ t'tutPN , A

1 “ t tutPN in L2pRnq we
can state the Theorem 4.3.1 for the discrete translations in Euclidean setup.

4.4. Duals associated with the orbit of a representation

The present section overwhelms with a deep connection between frame theory and

representation theory. Such study in connection with discrete as well as continuous frames

has been done by many researchers including Hernández, Šikic, Weiss and Wilson [47],

Barbieri and Hernández and Parcet [9], Iverson [49], and Bownik and Iverson [19]. A

representation (unitary) ⇢ of a second countable LCA group G is a homomorphism from

G to UpHq, where UpHq denotes collection of the unitary operators on a Hilbert space

H, such that the map x fiÑ ⇢pxqv is continuous from G to H for any v P H. We simply

call p⇢,G,Hq as a representation of G. Further, we call p⇢,G,Hq as a dual integrable

representation if there is a bracket map r¨, ¨s : H ˆ H Ñ L1p pGq satisfying

xf, ⇢pxqgy “
ª

pG
rf, gsp�q�pxq dµ pGp�q, x P G and f, g P H.

Note that the translation and modulation representations are dual integrable acting on

H “ L2pGq and H “ L2p pGq, respectively. Through out this section p⇢,G,Hq denotes a

dual integrable representation acting on a separable Hilbert space H.

For a dual integrable representation p⇢,G,Hq and a family A “ t'tutPN Ñ H, we

define its orbit under ⇢ by

OGpA q :“ t⇢pxq' : x P G,' P A u,

and its associated ⇢-invariant space SGpA q “ spanOGpA q. By a ⇢-invariant space we

mean a closed subspace V of H such that ⇢pxq' P M for all ' P V and x P G. Since

we are interested to discuss duals viz. alternate (oblique) dual, dual frame, type-I and

type-II duals for the frame OGpA q of SGpA q, we require the isometry T between H and

L2p pG; `2pIqq defined by

T pfqp�q “
˜

rf, ⇣isp�q
r⇣i, ⇣is

1
2 p�q

�⌦ip�q
¸

iPI
for f P H, � P pG,

where t⇣iuiPI Ñ H is the orthogonal generators for ⇢, i.e., H “ ‘iPI spant⇢pxq⇣iuxPG,

and ⌦i “ t� P pG : r⇣i, ⇣is ‰ 0u. Then from [47, 49], note that it satisfies the following
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intertwining properties with representation, i.e., T p⇢pxq'q “ M�xT p'q for all ' P H

and x P G, where �xp�q “ �pxq, � P pG. Therefore, the set D “ t�x : x P Gu is a

Parseval determining set for L1p pGq by Pontryagin Duality theorem. Analogous to the

previous case, we notice that for � P pG, the space Jp�q associated to the range function

J : pG Ñ tclosed subspaces of `2pIu is defined by

(4.4.1) Jp�q “ spantpT fqp�q : f P A0u “: JA p�q

for some countable dense subset A0 of A in H.

Now we state the following characterization results of duals (in the sense of Definition

1.1.1) for a continuous frame OGpA q of SGpA q:

Theorem 4.4.1. Let p⇢,G,Hq be a dual integrable representation and let A “ t'tutPN
be a collection of functions in H such that OGpA q is a continuous frame for SGpA q, and
the associated range function is defined by p4.4.1q, where pN , µN q is a complete, �-finite

measure space. If A
1 “ t tutPN is an another collection of functions in H such that

OGpA 1q is Bessel in H, then we have the following:

(i) OGpA 1q is an alternate dual (oblique dual, dual frame, dual of type-I) for OGpA q if
and only if for a.e. � P pG the system pT A

1qp�q :“ tT  tp�q : t P N u is an alternate

dual (oblique dual, dual frame, dual of type-I) for the frame pT A qp�q :“ tT  tp�q :
t P N u of JA p�q.

(ii) For a countable family N and a discrete set G having counting measure, OGpA 1q
is a dual of type-II for OGpA q if and only if for a.e. � P pG, pZ̃A

1qp�q is a dual of

type-II for the frame pT A qp�q of JA p�q.

Proof. By noting the Parseval determining set D “ t�x : �xp�q “ �pxq, � P pG, x P Gu
for L1p pGq, and the intertwining relation T p⇢pxq'q “ M�xT p'q for all ' P H and x P G,

the results can be proved in a similar way of Theorems 4.1.2, 4.1.4, 4.1.5, and 4.1.6 using

the linear isometry T : H Ñ L2p pG; `2pIqq maps SGpA q unitarily onto SDpT A q, sending
OGpA q to EDpT A q.

Similarly we can prove the following using Theorems 2.3.1, 2.3.2 and 2.3.3 and Theorem

4.1.7.
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Theorem 4.4.2. In addition to hypotheses of the Theorem 4.4.1, let N and G be a

countable family, and a discrete set having counting measure, respectively, such that for

a.e. � P pG, JA p�q is defined by JA p�q “ spantpT 'tqp�q : t P N u ‰ t0u. Then, we have

(i) an alternate dual (oblique dual, dual frame) of OGpA q is the only canonical dual

frame of OGpA q if and only if for a.e. � P pG, pT A qp�q is a Riesz basis for H.

(ii) a dual of type-I for OGpA q is the only canonical dual frame of OGpA q if and only

if for a.e. � P pG, pT A qp�q is a Riesz basis for JA p�q.
(iii) a dual of type-II for OGpA q is the only canonical dual frame of OGpA q if and only

if for a.e. � P pG, pT A qp�q is a frame for JA p�q.

At the end of this section we discuss dual integrable representations associated with

the dilation map in view of the importance of wavelet theory.

Example 4.4.3. For an LCA group G acting on a �-finite measure space pX , µq and

g P G, we define a dilation map Dg : G Ñ L2pX q by Dgfpxq “ pJgpxqq 1
2 fpg.xq, where

Jgpxq “ dµpg.xq
dµpxq and “¨” is an action of G on X . Then it is a dual integrable unitary

representation of G on L2pX , µq [47]. Now for a collection A Ä L2pX q, if we consider

the system OGpA q “ tDg' : g P G,' P A u, then we can discuss the local dual frame

property applying Theorem 4.4.1 and their uniqueness from Theorem 4.4.2 in terms of

suitable Zak transform.

In the next section, we are going to provide new oblique dual frames for given TI

spaces.

4.5. Existence of oblique duals and infimum cosine angle

The following result is a generalization of [57, Theorem 4.10 ] for the locally compact

group.

Theorem 4.5.1. Let G be a locally compact group having a discrete abelian subgroup �,

then for the finite collections of functions A “ t'iumi“1 and B “ t iuni“1 in L2pG q, and
for a.e. ↵ P p�, assume the range functions JA p↵q “ spantZ'ip↵q : i “ 1, 2, . . . ,mu and

JBp↵q “ spantZ ip↵q : i “ 1, 2, . . . , nu associated with �-TI spaces S�pA q and S�pBq,
respectively. Then the following are equivalent:
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(i) There exist A
1 “ t'1

iuri“1 and B
1 “ t 1

iuri“1 in L2pG q such that E�pA 1q and E�pB1q
are continuous frames for S�pA q and S�pBq, respectively, satisfying the following

reproducing formulas for g P S�pA q and h P S�pBq:

g “
rÿ

i“1

ª

�

xg, L�g1
iyL�'1

i dµ�p�q, and h “
rÿ

i“1

ª

�

xh, L�'1
iyL� 1

i dµ�p�q.

(ii) The infimum cosine angles of S�pA q and S�pBq are greater than zero, i.e.,

RpS�pA q,S�pBqq ° 0 and RpS�pBq,S�pA qq ° 0.

(iii) There exist collections of functions t'1
iuri“1 and t 1

iuri“1 in L2pG q such that for a.e.

↵ P p�, the systems tZ'1
ip↵quri“1 and tZ 1

ip↵quri“1 are finite frames for JA p↵q and

JBp↵q, respectively, satisfying the following reproducing formulas for u P JA p↵q
and v P JBp↵q:

u “
rÿ

i“1

xu,Z 1
ip↵qyZ'1

ip↵q, and v “
rÿ

i“1

xv,Z'1
ip↵qyZ 1

ip↵q a.e. ↵ P p�.

(iv) For a.e. ↵ P p�, the infimum cosine angles of JA p↵q and JBp↵q are greater than

zero, i.e.,

RpJA p↵q, JBp↵qq ° 0 and RpJBp↵q, JA p↵qq ° 0.

Proof. Since Z is an unitary operator, RpS�pA q,S�pA 1qq “ RpZS�pA q,ZS�pA 1qq using
Definition 3.1.1. Hence we have the desired result using Theorem 3.1.6.

Next we state the following result which is a generalization to the locally compact

group in case of Riesz basis [18, Proposition 2.13].

Theorem 4.5.2. Let G be a locally compact group having a discrete abelian subgroup �

and V , W be �-TI subspaces of L2pG q. For the finite collection of functions A “ t'iuri“1,

assume E�pA q is a Riesz basis for V . Then the following holds:

(i) Global setup: If there exists A
1 “ t'1

iuri“1 in L2pG q such that E�pA 1q is a Riesz

basis for W satisfying the biorthogonality condition xL�'i, L�1f 1
i1y “ �i,i1��,�1 , i, i1 “

1, 2, . . . , r; �, �1 P �, then the infimum cosine angles of V and W are greater than

zero, i.e.,

RpV ,W q ° 0 and RpW ,V q ° 0.(4.5.1)
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Conversely if (4.5.1) holds true, then there exists A
1 “ t'1

iuri“1 in L2pG q such that

E�pA 1q is a Riesz basis for W satisfying the biorthogonality condition. Moreover,

the following reproducing formulas hold:

f “
ÿ

�P�

rÿ

i“1

xf, L�'1
iyL�1'i for all f P V , and g “

ÿ

�P�

rÿ

i“1

xg, L�'iyL�'1
i for all g P W .

(ii) Local setup: If there exists A
1 “ t'1

iuri“1 in L2pG q such that for a.e. ↵ P p�,

tZ'1
ip↵quri“1 is a Riesz sequence in L2p�zG q satisfying the following biorthogonality

condition

xZ'ip↵q,Z'i1p↵qy “ �i,i1 , i, i1 “ 1, 2, . . . , r, a.e. ↵ P p�,(4.5.2)

then the infimum cosine angles of JA p↵q “ spantZ'ip↵quri“1 and JA 1p↵q “ spantZ'1
ip↵quri“1

are greater than zero, i.e.,

RpJA p↵q, JA 1p↵qq ° 0 and RpJA 1p↵q, JA p↵qq ° 0 a.e. ↵ P p�.(4.5.3)

Conversely if (4.5.3) holds, there exists A
1 “ t'1

iuri“1 in L2pG q such that for a.e.

↵ P p�, tZ'1
ip↵quri“1 is a Riesz sequence in L2p�zG q satisfying the biorthogonality

condition (4.5.2). Moreover, the following reproducing formulas hold for u P JA p↵q,
and v P JA 1p↵q:

u “
rÿ

i“1

xu,Z'1
ip↵qyZ'ip↵q, and v “

rÿ

i“1

xv,Z'ip↵qyZ'1
ip↵q for a.e. ↵ P p�.

The similar results can be deduced for locally compact abelian group G using the

fiberization map T .

Example 4.5.3. Let G “ R
n, ⇤ “ R

m where m § n, considering R
m as a subgroup of

R
n by fixing the first m entries are non-zero and remaining are 0 in n-tuple, then the Zak

transform Z̃ : L2pGq Ñ L2pp⇤;L2p⇤zGqq takes of the form :

Z̃ : L2pRnq Ñ L2pRm ˆ L2pRn´mqq

by pZ̃fqpuqpyq “
≥
Rm fpx, yqe´2⇡iu.x dx for u P R

m, y P R
n´m. Then for the finite collections

of functions A “ t'iumi“1 and B “ t iuni“1 in L2pRnq we can state the Theorem 4.5.1 for

the continuous translations in Euclidean setup. Similarly, Theorem 4.5.2 can be stated.
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Example 4.5.4. Recall Example 4.2.2, the Gramian matrices corresponding to the system

⌘1 “ �A⌦ and ⌘2 “ �⌦, where A⌦ à ⌦ are

G⌘1p↵q “

$
’&

’%

I2 for ↵ P A⌦,

0, otherwise,
and G⌘2p↵q “

$
’&

’%

I2 for ↵ P ⌦,

0, otherwise,

G⌘1,⌘2p↵q “

$
’&

’%

I2 for ↵ P A⌦,

0, otherwise.

RpJ⌘1p↵q, J⌘2p↵qq “ }G⌘1p↵qG⌘1,⌘2p↵q:G⌘2p↵q} ° 0 only when ↵ P A⌦. Hence the dual is

not oblique.

Example 4.5.5. When A⌦ “ ⌦, then RpJ⌘1p↵q, J⌘2p↵qq ° 0 for all ↵ P p�. Hence the dual

is oblique in this case.

We have discussed various duals for the translation generated systems in L2pG q. Or-

thogonality of frames is a key concept to generalize these duals for the super Hilbert space

L2pG q ‘ ¨ ¨ ¨ ‘ L2pG q (N-copies) or ‘NL2pG q [43]. In the next chapter, we characterize

orthogonal frame pairs and generalize the dual frames for the super Hilbert spaces.
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CHAPTER 5

SUBSPACE DUAL AND ORTHOGONAL FRAMES BY

ACTION OF AN ABELIAN GROUP

In this chapter, we discuss subspace duals of a frame of translates by an action of a

closed abelian subgroup � of a locally compact group G . These subspace duals are not

required to lie in the space generated by the frame. We characterize translation generated

subspace duals of a frame/Riesz basis involving the Zak transform for the pair pG ,�q. We

continue our discussion on the orthogonality of two translation generated Bessel pair using

the Zak transform, which allows us to explore the duals of super-frames. As an example,

we extend our findings to splines, Gabor systems, p-adic fields Qp, locally compact abelian

groups through the ways of the fiberization [64].

5.0.1. Orbit generated by a representation of a locally compact group

Let G be a second countable locally compact group with a Haar measure µG and K

be a closed subspace of a separable Hilbert space H. By a unitary representation ⇡ of

G , we mean it is a strongly continuous group homomorphism ⇡ : G Ñ U pHq, where
U pHq “ tU : U is a unitary operator on Hu. Then for a �-finite measure space N with

measure µN , and a family of functions A “ t'tutPN in H, an orbit EpA q generated by a

unitary representation p⇡,Hq of G given by

EpA q :“ t⇡pxq'tuxPG ,tPN

is said to be a continuous K-subspace frame (simply, call as K-subspace frame) if the map

px, tq fiÑ xf, ⇡pxq'ty from pG ˆ N q to C is measurable and there exist 0 † A § B † 8
such that

(5.0.1) A}f}2 §
ª

N

ª

G

|xf, ⇡pxq'ty|2 dµG pxq dµN ptq § B}f}2 for all f P K.

This chapter is a part of the following preprint:

S. Sarkar, N. K. Shukla, Subspace dual and orthogonal frames by action of an abelian group, submitted.



If K “ H, then the orbit EpA q is a frame for H, and it is Bessel in H when only upper

bound holds in (5.0.1), and complete when spanEpA q “ H.

Definition 5.0.1. For two Bessel families EpA q and tgx,tuxPG ,tPN in H, if they satisfy the

following reproducing formula:

(5.0.2)

ª

N

ª

G

xf, gx,ty⇡pxq't dµG pxq dµN ptq “ f for all f P K Ä H,

then tgx,tuxPG ,tPN is called a K-subspace dual to the orbit EpA q.

Note that EpA q need not be a K-subspace dual to tgx,tuxPG ,tPN , but the family tgx,t `
hx,tuxPG ,tPN is a K-subspace dual to EpA q provided

(5.0.3)

ª

N

ª

G

xf, hx,ty⇡pxq't dµG pxq dµN ptq “ 0 for all f P K,

where thx,tuxPG ,tPN is Bessel in H. Such thx,tuxPG ,tPN satisfying (5.0.3) is known as K-

subspace orthogonal to the orbit EpA q.
Every frame or a Bessel family is associated with an analysis operator, the range of

which carries out a lot of information of a signal/image or function. Given a Bessel family

EpA q in H we define a bounded linear operator TEpA q : H Ñ L2pG ˆ N q, known as

analysis operator, by

(5.0.4) TEpA qpfqpx, tq “ xf, ⇡pxq'ty for all px, tq P G ˆ N , and f P H,

and its adjoint operator T ˚
EpA q : L

2pG ˆ N q Ñ H, known as synthesis operator, by

(5.0.5) T ˚
EpA q “

ª

N

ª

G

 px, tq⇡pxq't dµG pxq dµN ptq for all  P L2pG ˆ N q,

in the weak sense. For two Bessel families EpA q and Y :“ tgx,tuxPG ,tPN in H, the operator

T ˚
EpA qTY : H Ñ H given by f fiÑ

≥
N

≥
G

xf, gx,ty⇡pxq't dµG pxq dµN ptq is known as mixed

dual Gramian.

Definition 5.0.2. Let EpA q and Y be frames for spanEpA q “ SpA q Ñ H, and spanY ,

respectively.

(i) If T ˚
EpA qTY “ ISpA q on SpA q “ spanY then EpA q and Y are dual frame to each

other, where ISpA q is an identity operator on SpA q.
(ii) If T ˚

EpA qTY “ 0 on SpA q “ spanY , EpA q and Y are orthogonal frame pair.
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Orthogonal frame pair plays a prominent role to generalize dual frames for super

Hilbert spaces [73]. For more details on orthogonal Bessel families, we refer [19, 39, 40,

54, 73] . Next for the case of K-subspace dual (5.0.2) and K-subspace orthogonal (5.0.3)

to the orbit EpA q, we can write T ˚
EpA qTY

ˇ̌
K

“ IK and T ˚
EpA qTZ

ˇ̌
K

“ 0, respectively, where

Z “ thx,tuxPG,tPN is Bessel family in H. In particular, if the orbit EpA q is a K-subspace

frame for K “ spanEpA q, and T ˚
EpA qTY

ˇ̌
K

“ IK, then Y is an alternate dual to the orbit

EpA q. We refer [26, 44, 46] for more details on alternate duals.

5.0.2. Transformation of the orbit to a translation generated system

For a sequence A “ t'iui in H, there is a correspondence between the orbit EpA q and
a translation-invariant system generated by a sequence of functions tfiui in L2pG q with the

action of �, where � is a closed abelian subgroup of a locally compact group G [19] . Infact,

there is a unitary map U : spanEpA q Ñ spant⇡LpxqfiuxP�,i such that U⇡pxq'i “ ⇡Lpxqfi,
for all i and x P �, where the left regular representation ⇡L : G Ñ U pL2pG qq is defined

by

r⇡Lpxqsfpyq “ fpy´1xq “: pLxfqpyq for all f P L2pG q and x, y P G .

The left regular representation ⇡L is unitary. Using the information that has been provided

so far, we build a translation-invariant system that is indexed by a �-finite measure space

called N in order to cover the extensive class of EpA ).

For a closed abelian subgroup � of a second countable locally compact group G (not

necessarily abelian), we recall, the �-translation generated (TG) system E�pA q and its

associated �-translation invariant space S�pA q from (1.3.1):

E�pA q :“ tL�' : � P �,' P A u, and S�pA q :“ spantL�' : � P �,' P A u.

By a �-translation invariant (�-TI) space V, we mean L⇠f P V for all f P V and ⇠ P �,

where V is a closed subspace of L2pG q. For A “ t'u, we denote E�pA q and S�pA q by

E�p'q and S�p'q, respectively. In this scenario, our main goal is to provide a detailed

study of S�pA q-subspace duals of a Bessel family/frame E�pA q in L2pG q due to its wide

use in the various areas like harmonic analysis, mathematical physics, etc. Our results

have so many predecessors related to the work on subspace and alternate duals, orthogonal

Bessel pair, etc. [19, 25, 26, 39, 40, 44, 46, 54, 73]. The purpose of this section is devoted

to characterize a pair of orthogonal frames, and subspace dual of a Bessel family/frame
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generated by the �-TG system E�pA q in L2pG q.When E�pA q is a Riesz basis then there is

a associated biorthogonal system, which forms a unique dual and it is called biorthogonal

dual. A brief study of biorthogonal system with discrete translation is discussed here. We

characterize such results using the Zak transform Z for the pair pG ,�q defined by (4.1.1).

For the case of locally compact abelian group G, we use the fiberization map T which

unifies the classical results related to the orthogonal and duals of a Bessel family/frame

associated with a TI space. This study of frames for their orthogonality also enable us to

discuss dual for the super Hilbert space ‘NL2pG q.

5.1. Subspace dual of a frame by a discrete abelian group action

Throughout the section we assume that � is a closed discrete abelian subgroup of a

second countable locally compact group G . In this section we study S�pA q-subspace duals
of a Bessel/frame sequence E�pA q in L2pG q in terms of the Zak transform for the pair

pG ,�q. Such study on the pair pG ,�q allows to access the various number of previously

inaccessible pairs, like pRn,Zmq, pZn,Zmq, pZn
N ,Z

m
Nq, etc., where n • m and ZN is a group

modulo N. In the setup of discrete group �, the Zak transform Z for the pair pG ,�q can

be rewritten from (4.1.1) as follows, for f P L1pG q X L2pG q,

pZfqp↵,�xq “ yf�xp↵q “
ÿ

�P�
f�xp�q↵p�´1q for ↵ P p� and �x P �zG .

In the present section we discuss subspace dual and orthogonal frames for �-TI spaces

generated by a countable number of functions A “ t't : t P N u in L2pG q, where N is

a �-finite measure space having counting measure. We refer [14, 25, 54, 73] regarding the

orthogonality and dual frame related results of a frame in the Euclidean spaces and LCA

groups using Fourier transform. We begin with the notion of matrix elements for the left

regular representation [34, Section 5.2].

Definition 5.1.1. For ', P L2pG q, let W' : � Ñ C be a function defined by

pW' qp�q “ x , ⇡Lp�q'y “ x , L�'y , � P �.

Then M' is known as a matrix element of the left regular representation ⇡L associated

with ' and  .
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In the sequel we require the discrete-time Fourier transform of W' at a point of p�.

Recall, a discrete-time Fourier transform pzp↵q of a sequence z “ pzp�qq P `2p�q at a point

↵ P p�, defined by pzp↵q “ ∞
�P� zp�q↵p�q. The convergence of series is interpreted as its

limit in L2pp�q. Next we describe the discrete-time Fourier transform of W' in terms of

the Zak transform associated with the right cosets in �zG .

Lemma 5.1.2. Let ', P L2pG q be such that the associated matrix element W' is a

member of `2p�q. Then the discrete-time Fourier transform of W' at ↵ P p� is

{pW' qp↵q “ rZ ,Z'sp↵q,

provided rZ ,Z'sp¨q P L2pp�q, where the complex valued function rZ ,Z'sp¨q on p� is

given by

(5.1.1) rZ ,Z'sp↵q :“
ª

�zG
Z p↵,�xq Z'p↵,�xq dµ�zG p�xq for ↵ P p�.

Moreover, for a Bessel sequence E�p'q “ tL�' : � P �u in L2pG q, W' and rZ ,Z'sp¨q
are members of `2p�q and L2pp�q, respectively, and hence the above result holds true.

Proof. Since Z is unitary, the discrete-time Fourier transform of tW' p�qu�P� P `2p�q at

↵ P p� is,

{pW' qp↵q “
ÿ

�P�
x , L�'y↵p�´1q “

ÿ

�P�
xZ ,ZpL�'qyL2p�̂ˆ�zG q ↵p�´1q.

Employing the intertwining property of Zak transform Z on the left translation with

modulation, i.e., for f P L1pG q X L2pG q, � P �, ↵ P p�, x P G , and using (4.1.1),

ZpL�fqp↵,�xq “
ÿ

�P�
pL�fq�xp�q↵p�´1q “

ÿ

�P�
fpp�´1�q⌅p�xqq↵p�´1q

“
ÿ

�P�
f�xp�´1�q↵p�´1q “ ↵p�´1qZfp↵,�xq.

Then we obtain

{pW' qp↵q “
ÿ

�P�
↵p�´1q

ª

p�
�p�qxZ p�q,Z'p�qyL2p�zG q dµp�p�q “

ÿ

�P�
↵p�´1q⇣p�q,(5.1.2)

where for � P �, the function ⇣p�q :“
≥

p� �p�qxZ p�q,Z'p�qy dµp�p�q is identical with

W' p�q. The sequence t⇣p�qu�P� P `2p�q since tW' p�qu�P� P `2p�q. Further, we can
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write (5.1.2) for ↵ P p� as follows:

{pW' qp↵q “
ÿ

�P�
↵p�´1q⇣p�q “

ÿ

�P�

ˆª

p�
�p�qxZ p�q,Z'p�qy dµp�p�q

˙
↵p�´1q

“
ÿ

�P�

ˆª

p�
�p�q

ˆª

�zG
Z p�,�xqZ'p�,�xq dµ�zG p�xq

˙
dµp�p�q

˙
↵p�´1q

“
ÿ

�P�

ˆª

p�
rZ ,Z'sp�q�p�q dµp�p�q

˙
↵p�´1q,

where for � P p�, rZ ,Z'sp�q is defined by rZ ,Z'sp�q “
≥
�zG Z p�,�xqZ'p�,�xq dµ�zG p�xq.

Also by identifying � to
pp� as � fiÑ p� and noting that

pp� is an orthonormal basis for L2pp�q,
we can write

{pW' qp↵q “
ÿ

�P�

ˆª

p�
rZ ,Z'sp�qp�p�q dµp�p�q

˙
p�p↵q

“
ÿ

�P�

A
rZ ,Z'sp¨q, p�p¨q

E
p�p↵q “ rZ ,Z'sp↵q,

provided rZ ,Z'sp¨q P L2pp�q.
For the moreover part, assume that the �-TG system E�p'q is Bessel. Then for all

f P L2pG q we have the inequality ∞
�P� | † f, L�' ° |2 § B}f}2 for some constant B ° 0,

and hence by choosing f “  , we get W' as a member of `2p�q. Also the Bessel property

of E�p'q implies rZ',Z'sp↵q § B a.e. ↵ P p� [49], and hence using the Cauchy-Schwarz

inequality

ª

p�

ˇ̌
ˇrZ ,Z'sp↵q

ˇ̌
ˇ
2

dµp�p↵q “
ª

p�

ˇ̌
ˇ
ª

�zG
Z p↵,�xqZ'p↵,�xq dµ�zG p�xq

ˇ̌
ˇ
2

dµp�p↵q

§
ª

p�

ˆª

�zG

ˇ̌
ˇZ p↵,�xq

ˇ̌
ˇ
2

dµ�zG p�xq
˙ ˆª

�zG

ˇ̌
ˇZ'p↵,�xq

ˇ̌
ˇ
2

dµ�zG p�xq
˙
dµp�p↵q

“
ª

p�
rZ ,Z sp↵qrZ',Z'sp↵q dµp�p↵q

§B

ª

p�
rZ ,Z sp↵q dµp�p↵q “ B}Z }2 “ B} }2.

When the locally compact group G becomes abelian, denoted by G, the groups pG{⇤K

and yG{⇤ are topologically isomorphic to p⇤ and ⇤K, respectively [34], where ⇤ is a closed

discrete subgroup of G. Instead of the Zak transform Z for the pair pG ,�q, we will use
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the fiberization map T : L2pGq Ñ L2p pG{⇤K;L2p⇤Kqq for the pair pG,⇤q which is unitarily

defined by

pT fqp!⇤Kqp⇠q “ pfp⇥pw⇤Kq⇠q,

for f P L2pGq w⇤K P pG {⇤K and ⇠ P ⇤K, where the Borel section ⇥ : pG{⇤K Ñ pG sends

compact sets to pre-compact sets.

For any ', P L2pGq, next we obtain a relation between rZ ,Z'sp¨q and rT  ,T 'sp¨q
in the setup of locally compact abelian (LCA) group G and its closed discrete subgroup

⇤, where

(5.1.3) rT  ,T 'sp!⇤Kq :“
ª

⇤K
T  p!⇤Kqp⇠qT 'p!⇤Kqp⇠q dµ⇤Kp⇠q for !⇤K P pG{⇤K,

which is a reminiscence of [49]. Since rZ ,Z'sp¨q P L1pp⇤q from (5.1.2) the Fourier

transform F of rZ ,Z'sp¨q at � P ⇤ can be written as

FrZ ,Z'sp�q “
ª

p⇤
rZ ,Z'sp�q�p�q dµp⇤p�q

“
ª

p⇤

ˆª

⇤zG
Z p�,⇤xqZ'p�,⇤xq dµ⇤zG

˙
�p�q dµp⇤p�q

“
ª

p⇤
xZ p�q,Z'p�qy�p�q dµp⇤p�q

“
ª

p⇤
xZpL� qp�q,Z'p�qy dµp⇤p�q

“ xL� ,'y.

Since rT  ,T 'sp¨q P L1p pG{⇤Kq, from the similar calculations of (5.1.2), and the groups

pG{⇤K and p⇤ are topologically isomorphic, the Fourier transform F of rT  ,T 'sp¨q at

� P ⇤ can be written as follows:

FrT  ,T 'sp�q “
ª

p⇤
rT  ,T 'sp!⇤Kq!p�q dµp⇤p!|⇤q

“
ª

p⇤

ˆª

⇤K
T  p!⇤Kqp⇠qT 'p!⇤Kqp⇠q dµ⇤Kp⇠q

˙
!p�q dµp⇤p!|⇤q

“
ª

p⇤
xT  p!⇤Kq,T 'p!⇤Kqy!p�q dµp⇤p!|⇤q

“
ª

pG{⇤K
xT  p!⇤Kq,T 'p!⇤Kqy!p�q dµ pG{⇤Kpw⇤Kq.
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Employing the unitary property of the fiberization map T , we have

FrT  ,T 'sp�q “
ª

pG{⇤K
xT L� p!⇤Kq,T 'p!⇤Kqy dµ pG{⇤Kp!⇤Kq “ xL� ,'y,

since the fiberization map T intertwines left translation with modulation, i.e.,

T L�fp!⇤Kqp⇠q “{pL�fqp⇥p!⇤Kq⇠q “ ⇥p!⇤Kqp�´1q⇠p�´1qT fp!⇤Kqp⇠q “ !p�´1qT fp!⇤Kqp⇠q,

as Fourier transform intertwines left translation with modulation and ⇥ : pG{⇤K Ñ pG is a

Borel section ⇥p!⇤Kq “ !⌘ for some ⌘ P ⇤K and ⌘p�´1q “ ⇠p�´1q “ 1. Therefore for all

� P ⇤, we have FrZ ,Z'sp�q “ FrT  ,T 'sp�q which implies

rZ ,Z'sp!|⇤q “ rT  ,T 'sp!⇤Kq a.e. ! P pG,(5.1.4)

since the Fourier transform F : L1pp⇤q Ñ C0p⇤q is injective. Thus by using the relation

(5.1.4), we state the following result analogous to Lemma 5.1.2 for the case of an LCA

group G and its closed discrete subgroup ⇤ in terms of the fiberization. In particular the

same result can be realized for the case of uniform lattice ⇤. By a uniform lattice ⇤, we

mean it is a closed discrete subgroup of an LCA group G such that G{⇤ is compact.

Lemma 5.1.3. Let G be a locally compact abelian group and ⇤ be a closed discrete sub-

group of G. If ', P L2pGq such that the matrix element W' is a member of `2p⇤q, then
the discrete-time Fourier transform of W' in terms of the fiberization for the abelian

pair pG,⇤q is

{pW' qp!|⇤q “ rT  ,T 'sp!⇤Kq, !⇤K P pG{⇤K,

provided rT  ,T 'sp¨q P L2p pG{⇤Kq, where the complex valued function rT  ,T 'sp¨q on

pG{⇤K is given by (5.1.3). Moreover, for a Bessel sequence E⇤p'q in L2pGq, W' and

rT  ,T 'sp¨q are members of `2p⇤q and L2p pG{⇤Kq, respectively, and hence the above result

holds true.

The following result plays an important role to study the duals of a �-TG system

using the Zak transform. As an additional point of reference, it expresses the transition

from the role of � to p�.

Lemma 5.1.4. Let ' and  be two functions in L2pG q be such that the corresponding

�-TG systems defined as in (1.3.1), E�p'q “ tL�' : � P �u and E�p q “ tL� : � P �u
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are Bessel. Then for all f, g P L2pG q, we have

ÿ

�P�
xf, L�'y xL� , gy “

ª

p�
rZf,Z'sp↵qrZ ,Zgsp↵q dµp�p↵q.

Moreover, when the pair pG ,�q is an abelian pair pG,⇤q for f, g P L2pGq and a.e. !⇤K P
pG{⇤K,

ÿ

�P⇤
xf, L�'y xL� , gy “

ª

pG{⇤K
rT f,T 'sp!⇤KqrT  ,T gsp!⇤Kq dµ pG{⇤Kp!⇤Kq,

in terms of the fiberization T .

Proof. For all f P L2pG q and from (5.1.1),

xf, L�'y “ xZf,ZL�'y “
ª

p�
xZfp↵q,Z'p↵qy↵p�q dµp�p↵q “

ª

p�
rZf,Z'sp↵q↵p�q dµp�p↵q.

Since the �-TG system E�p'q is Bessel, we have rZf,Z'sp¨q P L2pp�q from Lemma 5.1.2,

and hence using the inverse Fourier transform rZf,Z's_p�q at � P �, the above expression

can be written as follows:

xf, L�'y “ rZf,Z's_p�q.

Similarly, we have xL� , gy “ rZ ,Zgs_p�q for � P � and g P L2pG q. Further, note that

the sequences trZf,Z's_p�qu�P� and trZ ,Zgs_p�qu�P� are members of `2p�q follow from

Lemma 5.1.2. Hence the result follows by observing the Parseval formula on `2p�q in the

following calculation,

ÿ

�P�
xf, L�'yxL� , gy “

ÿ

�P�
prZf,Z's_p�qq prZ ,Zgs_p�qq “ xrZf,Z's_, rZg,Z s_y`2p�q

“ xrZf,Z'sp¨q, rZg,Z sp¨qyL2pp�q “
ª

p�
rZf,Z'sp↵qrZ ,Zgsp↵q dµp�p↵q.

The moreover part follows from the same argument as above by substituting the Zak

transform Z for the pair pG ,�q with the fiberization T for the pair pG,⇤q by the Lemma

5.1.3.

The next result connects analysis and synthesis operators with the pre-Gramian

operator in terms of the Zak transform for the pair pG ,�q. We recall �-TG system

E�pA q “ tL�'u�P�,'PA and its associated �-TI space S�pA q “ spanE�pA q from (1.3.1),

for a countable collection A “ t't : t P N u in L2pG q. If E�pA q is a Bessel family in L2pG q,
then from (5.0.4), the associated analysis operator TE�pA q : L2pG q Ñ `2p� ˆN q is defined
by f fiÑ txf, L�'tyu�P�,tPN and the synthesis operator is T ˚

E�pA q : `2p� ˆ N q Ñ L2pG q
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defined by thtp�qutPN ,�P� fiÑ ∞
tPN

∞
�P� htp�qL�'t from (5.0.5). Since E�pA q is Bessel

in L2pG q, the system tZ'tp↵q “ tZ'tp↵,�xqu�xP�zG utPN is also Bessel in L2p�zG q for

a.e. ↵ P p� [49], and hence the associated pre-Gramian operator JA p↵q correspond-

ing to the Bessel system E�pA q is defined by JA p↵q : `2pN q Ñ L2p�zG q, ⌘ “ t⌘tutPN fiÑ
t∞tPN ⌘tZ'tp↵,�xqu�xP�zG , which is a well defined bounded linear operator due the Bessel

system ZA p↵q. Further, we define its adjoint operator JA p↵q˚ : L2p�zG q Ñ `2pN q by

⌫ fiÑ tx⌫,Z'tp↵qyutPN . Recall the Gramian operator GA p↵q “ JA p↵q˚JA p↵q from `2pN q
to `2pN q is also bounded linear operator for a.e. ↵ P p�. For two Bessel systems E�pA q
and E�pA 1q, the associated mixed dual-Gramian operator G̃A ,A 1p↵q “ JA p↵qJA 1p↵q˚ :

L2p�zG q Ñ L2p�zG q is defined by xG̃A ,A 1p↵qv1, v2y “ ∞
tPN xv1,Z tp↵qy xv2,Z'tp↵qy for

a.e. ↵ P p�, where v1, v2 P L2p�zG q and A
1 “ t t : t P N u Ä L2pG q. This terminology and

the following proposition can be deduced using the fiberization map T for the abelian

pair pG,⇤q.

Proposition 5.1.5. Let A “ t'tutPN and A
1 “ t tutPN be two countable collections of

functions in L2pG q such that E�pA q and E�pA 1q are Bessel. Then the following are true:

(i) For each t P N and f P L2pG q, the Fourier transform of pTE�pA qfqt is given by

{pTE�pA qfqtp↵q “ rZf,Z'tsp↵q, and
!

{pTE�pA qfqtp↵q
)

tPN
“ JA p↵q˚tpZfqp↵,�xqu�xP�zG ,

for a.e. ↵ P p�, where pTE�pA qfqt “ txf, L�'tyu�P� .

(ii) For h “ thtp�qutPN ,�P� P `2p� ˆ N q, the Zak transform of pT ˚
E�pA qhq at p↵,�xq P

p� ˆ �zG is
”
ZpT ˚

E�pA qhq
ı

p↵,�xq “ ∞
tPN phtp↵q Z'tp↵,�xq.

Moreover, we have

!”
ZpT ˚

E�pA qhq
ı

p↵,�xq
)

�xP�zG
“ JA p↵q

!
phtp↵q

)

tPN
for a.e. ↵ P p�.

(iii) For f P L2pG q and a.e. ↵ P p�,

!
Z

´
T ˚
E�pA qTE�pA 1qf

¯
p↵,�xq

)

�xP�zG
“ JA p↵qJA 1p↵q˚ tZfp↵,�xqu�xP�zG

“ G̃A ,A 1p↵q tpZfqp↵,�xqu�xP�zG .

Proof. (i) The Fourier transform of pTE�pA qfqt at ↵ P p�, {pTE�pA qfqtp↵q “ rZf,Z'tsp↵q,
follows by Lemma 5.1.2 and pTE�pA qfqt “ txf, L�'tyu�P� “ tpW'tfqp�qu�P� for each t P N
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and f P L2pG q. Further,
!

{pTE�pA qfqtp↵q
)

tPN
“ trZf,Z'tsp↵qutPN “

"ª

�zG
pZfqp↵,�xqZ'tp↵,�xq dµ�zG p�xq

*

tPN

“ txZfp↵q,Z'tp↵qyutPN “ JA p↵q˚tpZfqp↵,�xqu�xP�zG a.e. ↵ P p�.

(ii) Let h “ thtp�qutPN ,�P� P `2p� ˆ N q. Employing the Zak transform on the synthesis

operator pT ˚
E�pA qhq at p↵,�xq P p�ˆ�zG and the discrete-Fourier transform on the sequence

thtp�qu�P� at ↵ P p�, we obtain

ZpT ˚
E�pA qhqp↵,�xq “ Z

˜
ÿ

tPN

ÿ

�P�
htp�qL�'t

¸
p↵,�xq “

˜
ÿ

tPN

ÿ

�P�
htp�qZpL�'tq

¸
p↵,�xq

“
ÿ

tPN

˜
ÿ

�P�
htp�q↵p�q

¸
Z'tp↵,�xq “

ÿ

tPN
phtp↵qZ'tp↵,�xq.

Then in terms of pre-Gramian operator for a.e. ↵ P p�, we get

!
ZpT ˚

E�pA qhqp↵,�xq
)

�xP�zG
“

#
ÿ

tPN
phtp↵qZ'tp↵,�xq

+

�xP�zG
“ JA p↵q

!
phtp↵q

)

tPN
.

(iii) From the above (i) and (ii) parts and for a.e. ↵ P p�, we get the following by combining

both the analysis and synthesis operators for f P L2pG q:
!
ZpT ˚

E�pA qTE�pA 1qfqp↵,�xq
)

�xP�zG
“ JA p↵q

!
{pTE�pA 1qfqtp↵q

)

tPN

“ JA p↵qJA 1p↵q˚ tZfp↵,�xqu�xP�zG .

Now, we state main results of this section to characterize subspace orthogonal and dual

to a Bessel family having multiple generators. Theorem 5.1.6 is a successor of the results

of [25,73] studied for L2pRnq. Theorem 5.1.8 characterizes orthogonal frames E�pA q and

E�pA 1q in terms of pre-Gramian and mixed-dual Gramian operators for locally compact

groups by action of its abelian subgroup. The result has so many predecessors by action

of integer translates in L2pRnq and uniform lattices in L2pGq [39,40,54,73], where G is an

LCA group.

Theorem 5.1.6. For a �-finite measure space N having counting measure, consider two

sequences of functions A “ t'tutPN and A
1 “ t tutPN in L2pG q such that the �-TG

systems E�pA q and E�pA 1q are Bessel. Then the following hold:
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(i) E�pA 1q is an S�pA q-subspace dual to E�pA q if and only if for all t1 P N , we have

pZ't1qp↵,�xq “
ÿ

tPN
rZ't1 ,Z tsp↵q pZ'tqp↵,�xq for a.e. ↵ P p�, �x P �zG .

Equivalently, for t1 P N , tpZ't1qp↵,�xqu�xP�zG “ JA p↵q trZ't1 ,Z tsp↵qutPN for

a.e. ↵ P p�.

(ii) E�pA 1q is an S�pA q-subspace orthogonal to E�pA q if and only if for f P S�pA q
and g P L2pG q,
ÿ

tPN
rZf,Z tsp↵qrZ't,Zgsp↵q “ 0 “

A
G̃A ,A 1p↵qpZfp↵qq,Zgp↵q

E
a.e. ↵ P p�.

Moreover, when the pair pG ,�q is an abelian pair pG,⇤q, then (i) and (ii) become (i’) and

(ii’) as follows:

(i’) E⇤pA 1q is an S⇤pA q-subspace dual to E⇤pA q if and only if for all t1 P N ,

pT 't1qp!⇤Kqp⇠q “
ÿ

tPN
rT 't1 ,T  tsp!⇤Kq T 'tp!⇤Kqp⇠q

for a.e. !⇤K P pG{⇤K and ⇠ P ⇤K.

(ii’) E⇤pA 1q is an S⇤pA q-subspace orthogonal to E⇤pA q if and only if for all f P S⇤pA q
and g P L2pGq ,

ÿ

tPN
rT f,T  tsp!⇤KqrT 't,T gsp!⇤Kq “ 0

for a.e. !⇤K P pG{⇤K.

Proof. (i) Let E�pA 1q be an S�pA q-subspace dual to E�pA q. Then for f P S�pA q, we
can write f “ ∞

tPN
∞
�P�xf, L� tyL�'t. By choosing f “ L⌘'t1 for ⌘ P � and t1 P N ,

and applying the Zak transformation Z on both the sides, we have ZpL⌘'t1qp↵,�xq “
Z

´∞
tPN

∞
�P�xL⌘'t1 , L� tyL�'t

¯
p↵,�xq for a.e. ↵ P p� and �x P �zG . Thus we get the

result by noting ZpL⌘'t1qp↵,�xq “ ↵p⌘´1qZ't1p↵,�xq, and Proposition 5.1.5 (iii),

ZpT ˚
E�pA qTE�pA1qL⌘'t1qp↵,�xq “ JA p↵qJA 1p↵q˚ tZL⌘'t1p↵,�xqu�xP�zG

“
ÿ

tPN
rZpL⌘'t1q,Z tsp↵qZ'tp↵,�xq

“ ↵p⌘´1q
ÿ

tPN
rZ't1 ,Z tsp↵qZ'tp↵,�xq.

Conversely, assume pZ't1qp↵,�xq “ ∞
tPN rZ't1 ,Z tsp↵q pZ'tqp↵,�xq a.e. ↵ P p�, �x P

�zG and t1 P N . Then, we have L⌘'t1 “ ∞
tPN

∞
�P�xL⌘'t1 , L� tyL�'t in view of the

78



above calculations for ⌘ P � and t1 P N . Therefore for f P spanE�pA q, we can write

f “ ∞
tPN

∞
�P�xf, L� tyL�'t which is also valid for all f P S�pA q since the function

f fiÑ ∞
tPN

∞
�P�xf, L� tyL�'t from S�pA q to L2pG q is continuous due to the Bessel

systems E�pA q and E�pA 1q. Thus the result holds.

For the equivalent part, trZ't1 ,Z tsp↵qutPN is a members of `2pN q for a.e. ↵ P p�,

follows from

ÿ

tPN

ª

p�
|rZ't1 ,Z tsp↵q|2 dµp�p↵q “

ÿ

tPN

ª

p�

ˇ̌
ˇ {pW t't1qp↵q

ˇ̌
ˇ
2

dµp�p↵q “
ÿ

tPN

ÿ

�P�
|pW t't1qp�q|2

“
ÿ

tPN

ÿ

�P�
|x't1 , L� ty|2 § B}'t1}2

for some B ° 0, since E�pA 1q is Bessel. Using the definition of JA p↵q we get the result.

(ii) Suppose E�pA 1q is an S�pA q-subspace orthogonal to E�pA q, then for f P S�pA q and
g P L2pG q, we have

∞
tPN

∞
�P�xf, L� yxL�', gy “ 0 from (5.0.3), and hence we can get

the following easily

ÿ

tPN

ª

p�
rZf,Z tsp↵qrZ't,Zgsp↵q dµp�p↵q “ 0(5.1.5)

by considering countable functions in Lemma 5.1.4 . Therefore for a.e. ↵ P p�, we need to

prove
∞

tPN rZf,Z tsp↵qrZ't,Zgsp↵q “ 0, i.e.,
∞

tPN xZfp↵q,Z tp↵qy xZ'tp↵q,Zgp↵qy “
0 for a.e. ↵. For this, let peiqiPZ be an orthonormal basis for L2p�zG q and P p↵q be an

orthogonal projection of L2p�zG q on spanttZ'tp↵,�xqu�xP�zG : t P N u for a.e. ↵ P p�.

Assume on the contrary, there exists i0 P Z such that

hp↵q “
ÿ

tPN
xP p↵qei0 ,Z'tp↵qy xZ tp↵q,Zgp↵qy ‰ 0,

on a measurable set E Ñ p� with µp�pEq ° 0. Then one of the four sets must have positive

measure:

E1 “ t↵ P E : Re hp↵q ° 0u, E3 “ t↵ P E : Im hp↵q ° 0u,

E2 “ t↵ P E : Re hp↵q † 0u, E4 “ t↵ P E : Im hp↵q † 0u.

Suppose µp�pE1q ° 0, and choosing f P S�pA q such that for all �x P �zG , Zfp↵,�xq “
P p↵qei0 for a.e. ↵ P E1 and zero for other ↵’s. Then the estimate

Re

#
ÿ

tPN

ˆª

p�
rZf,Z tsp↵qrZ't,Zgsp↵q dµp�p↵q

˙+
° 0
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due to µp�pE1q ° 0, which contradicts the fact that the integration is zero by (5.1.5).

Similarly, we can discuss for the other sets E2, E3 and E4, and will arrive on the same

conclusion. The converse part follows immediately by Lemma 5.1.4. The remaining part

follows easily from the definition of G̃A ,A 1p↵q for a.e. ↵ P p�.

The following immediate consequence can be observed easily by Theorem 5.1.6.

Corollary 5.1.7. For t, t1 P N , let rZ't1 ,Z tsp↵q “ �t,t1 for a.e. ↵ P p� along with the

assumptions of Theorem 5.1.6. Then E�pA 1q is an S�pA q-subspace dual to E�pA q.

The following result describes few more properties of orthogonal frames using mixed

dual-Gramian operator.

Theorem 5.1.8. Let A “ t'tutPN and A
1 “ t tutPN be two sequences of functions in

L2pG q such that E�pA q and E�pA 1q are S�pA q and S�pA 1q-subspace frames, respectively.

If S�pA q “ S�pA 1q, then the following are equivalent:

(i) E�pA q and E�pA 1q are orthogonal pair.

(ii) JA p↵qJA 1p↵q˚JA 1p↵q “ 0 for a.e. ↵ P p�.

(iii) GA p↵qGA 1p↵q “ 0 for a.e. ↵ P p�.

Additionally, when S�pA q “ S�pA 1q “ L2pG q, then E�pA q and E�pA 1q are orthogonal

pair if and only if G̃A ,A 1p↵q “ 0 for a.e. ↵ P p�.

We proceed by decomposing any �-TI space as an orthogonal direct sum of S�p'iq’s
up to countable, where E�p'iq is a frame for S�p'iq with bounds A “ 1 and B “ 1, for

each i. Our procedure is motivated by DeBoor, DeVore, and Ron [31] and Bownik [16].

Their analysis relied on the Fourier transform, whereas ours based on the Zak transform.

Proposition 5.1.9. For ' P L2pG q, a function f P S�p'q if and only if for a.e. ↵ P p�,

and �x P �zG , Zfp↵,�xq “ mp↵qZ'p↵,�xq, where m is a member of the weighted space

L2
´

p�, rZ',Z's
¯
.

Moreover, if V is a �-TI subspace of L2pG q then there are at most countably many

'1
ns in V such that f P V can be decomposed as follows:

(5.1.6) Zfp↵,�xq “
ÿ

nPN
mnp↵qZ'np↵,�xq for all �x P �zG and ↵ P p�,

where mn P L2pp� X ⌦'nq and ⌦'n “ t↵ P p� : rZ'n,Z'ns ‰ 0u.
80



Proof. For f P spanE�p'q, a representation of f is of the form f “ ∞
�P� c�L�', where

only finitely many c�’s are non-zero, and hence by applying the Zak transform on both

the sides, we obtain,

pZfqp↵,�xq “
ÿ

�P�
c�Z'p↵,�xq↵p�q “ Z'p↵,�xq

ÿ

�P�
c�↵p�q “ mp↵qZ'p↵,�xq

for a.e. ↵ P p�, and �x P �zG , where m : p� fiÑ C, mp↵q :“ ∞
�P� c�↵p�q. Conversely, we

can recover f P spanE�p'q from the above relation. It only remains to generalize it for

f P S�p'q. For this define an operator U : spanE�p'q Ñ P by U f “ m, where P is the

collection of all trigonometric polynomials, which is an isometry and onto, follows by

}f}2 “
ª

p�

ª

�zG
|mp↵qZ'p↵,�xq|2 dµ�zG p�xq dµp�p↵q

“
ª

p�
|mp↵q|2rZ',Z'sp↵q dµp�p↵q “ }m}2

L2pp�,rZ',Z'sq.(5.1.7)

Therefore, there exists a unique isometry Ũ : S�p'q Ñ P “ L2pp�, rZ',Z'sq. The more-

over part follows by observing orthogonal projections Pn’s on S�p'nq and the following

calculation for every f P V :

Zfp↵,�xq “
ÿ

nPN
ZpPnfqp↵,�xq “

ÿ

nPN
mnp↵qZ'np↵,�xq, mn P L2pp� X ⌦'nq

a.e. ↵ P p� and �x P �zG . Thus the result follows.

Proof of Theorem 5.1.8. The �-TG systems E�pA q and E�pA 1q are orthogonal if and

only if T ˚
E�pA qTE�pA 1qf “ 0 for f P S�pA q. Equivalently,

0 “ }ZpT ˚
E�pA qTE�pA 1qqf}2 “

ª

p�
rZpT ˚

E�pA qTE�pA 1qqf,ZpT ˚
E�pA qTE�pA 1qqf sp↵q dµp�p↵q

“
ª

�zG

ª

p�
|ZT ˚

E�pA qTE�pA 1qfp↵,�xq|2 dµp�p↵q dµ�zG p�xq.

Further, it is equivalent to

tZpT ˚
E�pA qTE�pA 1qqfp↵,�xqu�xP�zG “ 0 for a.e. ↵ P p�.

Since
!
ZpT ˚

E�pA qTE�pA 1qfqp↵,�xq
)

�xP�zG
“ JA p↵qJ˚

A 1p↵q tZfp↵,�xqu�xP�zG by Proposi-

tion 5.1.5, and also from Proposition 5.1.9, f P S�pA 1q if and only if tZfp↵,�xqu�xP�zG “
t∞tPN mtp↵qZ tp↵,�xqu�xP�zG “ JA 1p↵q tmtp↵qutPN for a.e. ↵ P p�. Therefore we get

!
ZT ˚

E�pA qTE�pA 1qfp↵,�xq
)

�xP�zG
“ JA p↵qJA 1p↵q˚JA 1p↵q tmtp↵qutPN a.e. ↵ P p�.
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Thus (i) is equivalent to (ii) follows by observing that f is an arbitrary member of S�pA q.
The equivalence of (ii) and (iii) follows immediately by just observing frame property of

E�pA q.
When S�pA q “ L2pG q, JA 1p↵q˚ has bounded inverse on the range of JA 1p↵q, and

hence the result follows.

Next, we observe that a new orthogonal pair can be constructed from the given or-

thogonal pair by involving �-periodic functions. A function f : G Ñ C is said to be

�-periodic if fpx ` �q “ fpxq for all � P �, and x P G .

Proposition 5.1.10. Under the assumptions of Theorem 5.1.6, let E�pA 1q be an S�pA q-
subspace orthogonal to E�pA q. If h is a �-periodic function on G , E�phA

1q is also S�pA q-
subspace orthogonal to E�pA q, where hA

1 “ th :  P A
1, ph qpxq “ hpxq pxq, x P G u.

Proof. The result follows by observing
∞

tPN
∞
�P�xf, tpx ´ �qy'tpx ´ �q “ 0, and

ÿ

tPN

ÿ

�P�
xf, ph tqpx ´ �qy'tpx ´ �q “ hpxq

ÿ

tPN

ÿ

�P�
xf, tpx ´ �qy'tpx ´ �q

for x P G and f P L2pG q.

5.1.1. Application to singly generated system

For a function ' P L2pG q, we recall the �-TG system E�p'q and its associated �-

TI space S�p'q from (1.3.1). The following consequences of Theorem 5.1.6 state about

S�p'q-subspace duals/ orthogonal to E�p'q. The pedigree of our results traces back to the

seminal works of many articles including [24–26, 44] for L2pRnq by the action of integer

translations, and [51, 52] for LCA group setup.

Corollary 5.1.11. Let ' and  be two functions in L2pG q such that the corresponding

�-TG systems E�p'q and E�p q are Bessel. Assume a measurable set ⌦' defined by

⌦' :“
!
↵ P p� : rZ',Z'sp↵q ‰ 0

)
. Then, the following are true:

(i) E�p q is an S�p'q-subspace dual to E�p'q if and only if rZ',Z sp↵q “ 1 a.e. ↵ P
⌦'.

(ii) E�p q is an S�p'q-subspace orthogonal to E�p'q if and only if rZ',Z sp↵q “
0 a.e. ↵ P ⌦'. In this case, we have rZ',Z sp↵q “ 0 for a.e. ↵ P p�, which implies

E�p'q is also an S�p q-subspace orthogonal to E�p q.
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Moreover, the same can be deduced in terms of the fiberization T for an abelian pair

pG,⇤q.

Proof. The result follows easily by choosing 't “ ', and  t “  for every t in Theorem

5.1.6 and f “ g “ 't.

Next assume that rZ',Z sp↵q “ 0 for a.e. ↵ P ⌦'. Then first note that rZ',Z'sp↵q “
0 on a.e. p�z⌦', and hence using the Cauchy-Schwarz inequality in the following estimate:

for a.e. ↵ P p�,

|rZ',Z sp↵q| §
ª

�zG

ˇ̌
ˇZ'p↵,�xqZ p↵,�xq

ˇ̌
ˇ dµ�zG p�xq

§
ˆª

�zG
|Z'p↵,�xq|2 dµ�zG p�xq

˙1{2 ˆª

�zG
|Z p↵,�xq|2 dµ�zG p�xq

˙1{2

“ prZ',Z'sp↵qq1{2prZ ,Z sp↵qq1{2,(5.1.8)

we get rZ',Z sp↵q “ 0 on a.e. p�z⌦'. Thus we have rZ',Z sp↵q “ 0 for a.e. ↵ P p�.

The moreover part follows from the same argument as above by replacing the Zak

transform Z for the pair pG ,�q with the fiberization T for the pair pG,⇤q

The part (ii) in Corollary 5.1.11 motivates to elaborate more regarding the symmetry of '

and  . For part (i), a counter example is provided in Example 5.1.13. We provide various

necessary and su�cient conditions on the �-TG systems to become orthogonal pairs.

Theorem 5.1.12. Let ' and  be two functions in L2pG q such that the �-TG systems

E�p'q and E�p q are Bessel. Then the following are true:

(i) Assume rZ',Z'sp↵qrZ ,Z sp↵q “ 0 for a.e. ↵ P p�. Then rZ',Z sp↵q “ 0 a.e.

↵, and hence E�p q is an S�p'q-subspace orthogonal to E�p'q.
(ii) If E�p q is an S�p'q-subspace orthogonal to E�p'q, then E�p ̃q is also so for all

 ̃ P S�p q.
(iii) If S�p q “ S�p'q and E�p q is an S�p'q-subspace orthogonal to E�p'q, then E�p'q

is also an S�p'q-subspace orthogonal to E�p q, and hence E�p q and E�p'q are

orthogonal pair.

(iv) Assume that S�p q “ S�p'q. Then E�p q and E�p'q are orthogonal pair if and

only if for a.e. ↵ P p�,

rZ',Z'sp↵qrZ ,Z sp↵q “ 0.
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(v) If the functions ' and  satisfy psuppZ'q X psuppZ q “ 0 a.e., then E�p q is an

S�p'q-subspace orthogonal to E�p'q, where suppZ' denotes the support of Z' by

considering the map Z' : p� Ñ L2p�zG q.

Proof. (i) The expression rZ',Z sp↵q “ 0 follows by observing the estimate from (5.1.8)

for a.e. ↵ P p�,

|rZ',Z sp↵q| §
ª

�zG

ˇ̌
ˇZ'p↵,�xqZ p↵,�xq

ˇ̌
ˇ dµ�zG p�xq § prZ',Z'sp↵qq1{2prZ ,Z sp↵qq1{2

using Cauchy-Schwarz inequality. From Corollary 5.1.11, E�p q is an S�p'q-subspace
orthogonal to E�p'q.
(ii) For  ̃ P S�p q, we can write Z ̃p↵,�xq “ mp↵qZ p↵,�xq for a.e. ↵ P p�, and �x P
�zG due to Proposition 5.1.9, wherem is a member of the weighted space L2pp�, rZ ,Z sq.
Then, we get rZ',Z ̃sp↵q “ mp↵qrZ',Z sp↵q, and hence the result follows since the

system E�p q is an S�p'q-subspace orthogonal to E�p'q, equivalently, rZ',Z sp↵q “ 0

a.e. ↵ P p� by Corollary 5.1.11.

(iii) This follows easily by Corollary 5.1.11.

(iv) It is enough to show the orthogonality of the Bessel pair E�p'q and E�p q implies the

expression rZ',Z'sp↵qrZ ,Z sp↵q becomes zero for a.e. ↵ in view of Corollary 5.1.11

and part (i). For this, we proceed similar to the part (i) of Corollary 5.1.11 by considering
∞
�P�xf, L� yL�' “ 0 for all f P S�p'q “ S�p q. Then we get rZ ,Z sp↵qZ'p↵,�xq “ 0

by choosing f “  and hence, we obtain either rZ ,Z sp↵q “ 0 or rZ',Z'sp↵q “ 0 for

a.e. ↵ P p�. This proves the result.

(v) Observe that the set t↵ P p� : tZ'p↵,�xqu�xP�zG ‰ 0u is same as the set t↵ P
p� : }tZ'p↵,�xqu�xP�zG } ‰ 0u which is further equal to t↵ P p� : rZ',Z'sp↵q ‰ 0u.
Therefore, the support of Z' is same as the support of rZ',Z's. Hence psupp Z'q X
psupp Z q “ 0 a.e. implies psupp rZ',Z'sq X psupp rZ ,Z sq “ 0 a.e. Thus, we get

rZ',Z'sp↵qrZ ,Z sp↵q “ 0 for a.e. ↵ P p�. Now from part (i), the result follows.

Now we provide some examples to illustrate our results.

Example 5.1.13. For a second countable LCA group G having uniform lattice ⇤, we

can write pG “ ⌦ ‘ ⇤K due to the Pontryagin Duality theorem, where ⌦ is a fundamental

domain. Then, the system t⌦ ` � : � P ⇤Ku is a measurable partition of pG. Note that ⌦

is a Borel section of pG{⇤K. Let ⌘1, ⌘2 P L2pGq be such that p⌘1 “ �⌦1 and p⌘2 “ �⌦2 , where
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µ pGp⌦1 X ⌦2q “ 0 and for each i “ 1, 2, the system t⌦i ` � : � P ⇤Ku is a measurable

partition of pG. Then for each i “ 1, 2, the system E⇤p⌘iq is an S⇤p⌘iq-subspace frame

since rT ⌘i,T ⌘isp⇠q “ 1 for a.e. ⇠ P ⌦i. Further note that E⇤p⌘2q is an S⇤p⌘1q-subspace
orthogonal to E⇤p⌘1q since for a.e. ⇠ P ⌦1, rT ⌘2,T ⌘1sp⇠q “ ∞

�P⇤K p⌘2p⇠`�qp⌘1p⇠ ` �q “ 0.

Similarly, E⇤p⌘1q is also an S⇤p⌘2q-subspace orthogonal to E⇤p⌘2q.

Example 5.1.14. First we recall Example 5.1.13 and also fix an automorphism A on pG

such that A⌦ à ⌦. Let A “ t⌘1, ⌘2u Ä L2pGq be such that p⌘1 “ �A⌦ and p⌘2 “ �⌦zA⌦.

Then the associated Gramian matrix GA p⇠q is

»

–1 0

0 0

fi

fl for ⇠ P A⌦, and

»

–0 0

0 1

fi

fl for

⇠ P ⌦zA⌦ by noting
∞
�P⇤K |p⌘1p⇠ ` �q|2 “ �A⌦p⇠q, ∞kP⇤K |p⌘2p⇠ ` �q|2 “ �⌦zA⌦p⇠q, and

∞
�P⇤K p⌘1p⇠ ` �qp⌘2p⇠ ` �q “ 0.

Further, let A
1 “ t⇣1, ⇣2u P L2pGq be such that p⇣1 “ �⌦zA⌦ and p⇣2 “ �A⌦ for a.e.

⇠ P ⌦. Then the associated Gramian matrix GA 1p⇠q is

»

–0 0

0 1

fi

fl for ⇠ P A⌦, and

»

–1 0

0 0

fi

fl

for ⇠ P ⌦zA⌦. Since GA p⇠qGA 1p⇠q “ 0 for a.e. ⇠ P ⌦, the systems E⇤pA q and E⇤pA 1q
are orthogonal pair by Theorem 5.1.8. From the Corollary 5.1.7, note that E⇤pA q and

E⇤pA 1q are S⇤pA q and S⇤pA 1q-subspace dual to itself, respectively.

Example 5.1.15. Let  P L2pG q be such that E�p q is an S�p q-subspace frame. Assume

that ', '̃ P L2pG q which are defined in terms of the Zak transform for a.e. ↵ P p�,

pZ'qp↵,�xq “ mp↵qpZ qp↵,�xq and pZ'̃qp↵,�xq “ m̃p↵qpZ qp↵,�xq for all �x P �zG ,

where m, m̃ P L2
´

p�, rZ ,Z s
¯
are bounded functions. Then E�p'q is an S�p'q-subspace

frame as S�p'q “ S�p q and rZ',Z'sp↵q “ |mp↵q|2rZ ,Z sp↵q for a.e. ↵ P p�. Similarly,

E�p'̃q is also an S�p'̃q-subspace frame. Also note that

rZ',Z'̃sp↵q “ mp↵qm̃p↵qrZ ,Z sp↵q for a.e. ↵ P p�.

By the Corollary 5.1.11, E�p'q is an S�p'̃q-subspace dual to E�p'̃q if and only if

mp↵qm̃p↵q “ 1

rZ ,Z sp↵q on
!
↵ P p� : rZ ,Z sp↵q ‰ 0

)
.

In this case, both E�p'q and E�p'̃q are dual frames to each other. The condition gives

various choices of subspace dual frames. Also, E�p'q is an S�p'̃q-subspace orthogonal to

E�p'̃q if and only if mp↵qm̃p↵q “ 0 a.e. ↵ P p�. Then E�p'q and E�p'̃q are orthogonal pair.
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The Example 5.1.15 also concludes that there is a unique ' P S�p q such that E�p'q
is an S�p q-subspace dual frame to E�p q, where ' “ S: (pseudo inverse). Since

rZ ,Z'sp↵q “ mp↵qrZ ,Z sp↵q “ 1 a.e. on ⌦ , the function m is unique except on the

set t↵ P p� : rZ ,Z sp↵q “ 0u as various choices of m is possible on this set. But note

that whatever choices we have for m, we always have Z'p↵,�xq “ mp↵qZ p↵,�xq “ 0

on
!
↵ P p� : rZ ,Z sp↵q “ 0

)
. So Z' is uniquely defined and hence ' is so.

The next result discusses an existence of an S�p'q-subspace dual to a frame E�p'q
and provide a condition to get unique dual (upto a scalar multiplication). This theorem

generalizes a result provided for the case of L2pRnq [24, Theorem 4.3].

Theorem 5.1.16. Let ', P L2pG q be such that E�p'q and E�p q are S�p'q and

S�p q-subspace frames, respectively. If for some positive constant C, the expression

|rZ',Z sp↵q| • C holds for a.e. ↵ P ⌦' (defined in Corollary 5.1.11), then there exists

a  ̃ P S�p q such that E�p ̃q is an S�p'q-subspace dual to E�p'q. Moreover,  ̃ P S�p q
is unique if and only if ⌦' “ ⌦ a.e. In particular, the  ̃ P S�p q is unique and satisfies

the following relation for a.e. ↵ P ⌦':

rZ',Z sp↵q pZ ̃qp↵,�xq “ pZ qp↵,�xq �⌦'p↵q for all �x P �zG .

Proof. Firstly note that for a.e. ↵ P ⌦', C § |rZ',Z sp↵q| §
?
BB1, follows from the

estimate (5.1.8) as E�p'q and E�p q are Bessel sequences with bounds B and B1, respec-

tively [49]. Further note that any function  ̃ P S�p q if and only if for a.e. ↵ P p�, we have

Z ̃p↵,�xq “ mp↵qZ p↵,�xq for all �x P �zG where m P L2pp�, rZ ,Z sq from Proposi-

tion 5.1.9. From Corollary 5.1.11, additionally note that E�p ̃q is an S�p'q-subspace dual
to E�p'q if and only if for a.e. ↵ P ⌦', 1 “ rZ',Z ̃sp↵q “ mp↵qrZ',Z sp↵q. Hence, m is

both bounded above and bounded below on ⌦'. Extending this to an arbitrary function

in L2pp�q, will produce a function  ̃ P S�p q such that E�p ̃q is an S�p'q-subspace dual

to E�p'q.
Since |rZ',Z sp↵q| • C for a.e. ↵ P ⌦', we have

!
↵ P p� : rZ ,Z sp↵q “ 0

)
Ñ

!
↵ P p� : rZ',Z'sp↵q “ 0

)
.

When the equality holds on the above sets, we get Z ̃p↵q “ 0 on
!
↵ P p� : rZ',Z'sp↵q “ 0

)

always, whatever m is considered. In this case there exists unique  ̃, which fulfils the re-

quirements. Otherwise for the case
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!
↵ P p� : rZ ,Z sp↵q “ 0u à t↵ P p� : rZ',Z'sp↵qp↵q “ 0

)
, various choices will lead to

various Z ̃p↵q as it is non-zero, by considering m on

!
↵ P p� : rZ',Z'sp↵qp↵q “ 0

)
z

!
↵ P p� : rZ ,Z sp↵q “ 0

)
.

Thus the various  ̃ is possible. Hence the result follows.

In this section, we have discussed S�pA q-subspace duals of a frame/Bessel family

E�pA q in L2pG q, and realized that we can obtain various duals of a frame/Bessel family

(for instance, Example 5.1.15 ). Theorem 5.1.16 motivates to discuss about unique dual.

It is well known that the unique dual can be obtained when the frame/Bessel family

E�pA q becomes Riesz basis for L2pG q, known as dual basis or biorthogonal basis. We

refer [24, 74] for more details on Riesz basis and biorthogonal basis. Next, we study

biorthogonal systems and Riesz basis generated by translations in L2pG q.

5.2. Translation generated biorthogonal system and Riesz basis

Recall that for non-zero functions ', P L2pG q, the �-TG systems E�p'q and E�p q
are said to be biorthogonal if xL�', L�1 y “ ��,�1 for all �, �1 P �. Throughout the section,

we assume � to be a discrete abelian subgroup of G . The following result characterizes

biorthogonal systems in terms of the Zak transform and describes whether a translation

generated system is linearly independent or not.

The system E�p'q is linearly independent if
∞
�P� c�L�' “ 0 for some tc�u�P� P `2p�q

implies c� “ 0 for all �.

Theorem 5.2.1. For non-zero functions ', P L2pG q, the �-TG systems E�p'q and

E�p q are biorthogonal if and only if for a.e. ↵ P p�, rZ',Z sp↵q “ 1. In this case, the

following hold:

(i) The systems E�p'q and E�p q are linearly independent.

(ii) E�p q is an S�p'q-subspace dual to E�p'q for compactly supported ' and  .
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Proof. Firstly observe that the biorthogonal relation between E�p'q and E�p q is xL�', y “
��,0 for � P �. Now,

��,0 “ xZL�',Z yL2pp�;L2p�zG qq “
ª

p�

ª

�zG
Z'p↵,�xqZ p↵,�xq↵p�q dµ�zG p�xq dµp�p↵q

“
ª

p�
rZ',Z sp↵q↵p�q dµp�p↵q.

Thus the result follows from the uniqueness of the Fourier coe�cients.

For the remaining part of (i), let tc�u�P� P `2p�q be such that
∞
�P� c�L�' “ 0. Then

for each �1 P �, 0 “ x0, L�1 y “ x∞�P� c�L�', L�1 y “ ∞
�P� c�xL�', L�1 y “ c�1 by the

biorthogonal relation between E�p'q and E�p q, and hence all c�’s are zero. Thus E�p'q
is linearly independent. Similarly, E�p q is also linearly independent.

(ii) Due to x', L� y “ ��,0 for � P �, we have f “ ∞
�P�1

xf, L� yL�' for all f P spanE�p'q
and �1 is a finite subset of �, which holds for all f P S�p'q in view of compactly supported

functions ' and  , and the continuity of the function f fiÑ ∞
�P�xf, L� yL�'. Note that

E�p'q and E�p q are Bessel families since trZ',Z'sp↵qu↵Pp� and trZ ,Z sp↵qu↵Pp� are

bounded sets for a.e. ↵ P p� [49]. The boundedness of trZ',Z'sp↵qu↵Pp� follows by

observing the continuity of the function ↵ fiÑ rZ',Z'sp↵q from the compact set p� to R.

Indeed, rZ',Z'sp↵q is a polynomial for a.e. ↵ P p�, that can be realised by writing it

in the form of Fourier series expansion where only finitely many Fourier coe�cients are

non-zero in view of the compact support of '.

Corollary 5.2.2. Let ' P L2pG q be such that for a.e. ↵ P p�, C § rZ',Z'sp↵q § D for

some constants 0 † C § D † 8. Then there is a  P L2pG q such that E�p'q and E�p q
are biorthogonal systems. Moreover, E�p'q is linearly independent.

Proof. For ' P L2pG q, choose  P L2pG q satisfying Z'p↵,�xq “ Z p↵,�xqrZ',Z'sp↵q,
for a.e. ↵ P p� and �x P �zG . Then E�p'q and E�p q are biorthogonal systems in view

of Theorem 5.2.1 since rZ',Z sp↵q “ 1 for a.e. ↵ P p�. The moreover part follows by

Theorem 5.2.1.

Following the concept of Corollary 5.2.2, we state a characterization result for the

existence of a generator to make a biorthogonal system on locally compact group. It is a

reminiscence of a result developed for group frames in [47, Theorem 6.1].
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Theorem 5.2.3. For a non-zero function ' P L2pG q, there exists a function  P S�p'q
such that E�p'q and E�p q are biorthogonal if and only if t1{rZ',Z'sp↵qu↵Pp� P L1pp�q.

For this first we prove the following lemma which provides an isometric isomorphism

between S�p'q and the weighted Hilbert space L2pp�, rZ',Z'sq, which intertwines the

left translation with modulation.

Lemma 5.2.4. For a non-zero function ' P L2pG q, define an operator T' : S�p'q Ñ
L2pp�, rZ',Z'sq by

T'fp↵q “ rZf,Z'sp↵q
rZ',Z'sp↵q �⌦'p↵q for f P S�p'q and a.e. ↵ P p�,

where ⌦' “ t↵ P p� : rZ',Z'sp↵q ‰ 0u. Then, the operator T' is an isometric isomor-

phism.

Proof. The operator T' is well defined since
ª

p�
|T'fp↵q|2rZ',Z'sp↵q dµp�p↵q “

ª

⌦'

|rZf,Z'sp↵q|2 dµp�p↵q § }f}2

for f P S�p'q using (5.1.8). For the isometry of T', it su�ces to verify }T'f} “ }f} for

all f P spanE�p'q since spanE�p'q is dense in S�p'q. By writing f “ ∞
�P� c�L�' (only

finitely many c�’s are non-zero), we have
ª

p�
|T'fp↵q|2rZ',Z'sp↵q dµp�p↵q “

ª

p�

ˇ̌
ˇ
ÿ

�P�
c�↵p�q

ˇ̌
ˇ
2

rZ',Z'sp↵q dµp�p↵q

“
ª

p�

”
Z

´ ÿ

�P�
c�L�'

¯
,Z

´ ÿ

�P�
c�L�'

¯ı
p↵q dµp�p↵q

“
ª

p�
rZf,Zf sp↵q dµp�p↵q “ }f}2.

Next for the subjectivity of T', we can proceed by assuming a non-zero element ⌘ P
L2pp�, rZ',Z'sq such that ⌘ K T'pS�p'qq, which leads to a contradiction.

Proof of Theorem 5.2.3. Assume that there exists a  P S�p'q such that E�p'q and

E�p q are biorthogonal. Then T' P L1pp�, rZ',Z'sq follows by

ª

p�
|T' p↵q| rZ',Z'sp↵q dµp�p↵q §

ˆª

p�
|T' p↵q|2rZ',Z'sp↵q dµp�p↵q

˙ 1
2

ˆ
ˆª

p�
rZ',Z'sp↵q dµp�p↵q

˙ 1
2

.
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Since T' is an isometric isomorphism from Lemma 5.2.4, then from the assumptions

we have ��,0 “ x L� ,'y “ xT'pL� q,T'p'qy “
≥

p� T'p qp↵qrZ',Z'sp↵q↵p�q dµp�p↵q for

� P �, and hence by the Fourier expansion T'p qp↵qrZ',Z'sp↵q “ 1 a.e. ↵ P p�. Thus

rZ',Z'sp↵q ° 0 a.e. ↵ P p� and also t1{rZ',Z'sp↵qu↵Pp� P L1pp�q using Lemma 5.2.4,
≥

p�
1

rZ',Z'sp↵q dµp�p↵q “
≥

p� |T'p qp↵q|2rZ',Z'sp↵q dµp�p↵q “ } }2 .

Conversely, suppose t1{rZ',Z'sp↵qu↵Pp� P L1pp�q. Then t1{rZ',Z'sp↵qu↵Pp� is a mem-

ber of the weighted space L2pp�, rZ',Z'sq, and hence  :“ T´1
' pt1{rZ',Z'sp↵qu↵Pp�q is

an element of S�p'q by Lemma 5.2.4. Therefore for � P �,

xL�', y “ xT'pL�'q, t1{rZ',Z'sp↵qu↵Pp�y

“
ª

p�
↵p�q dµp�p↵q

“ ��,0,

since
pp� is an orthonormal basis for L2pp�q. This proves the result.

Our next goal is to fix a function ' P L2pG q and to find  P L2pG q such that E�p q
is an S�p'q-subspace dual to E�p'q by following the idea of Theorem 5.2.1. To find

such  , we will assume ' P L2pG q with compact support such that E�p'q is an S�p'q-
subspace Riesz basis in the next result. By an S�p'q-subspace Riesz basis, we mean

E�p'q is an S�p'q-subspace frame and E�p'q is linearly independent. Equivalently, there

are 0 † A § B † 8 such that A
∞
�P� |c�|2 § }∞�P� c�L�'}2 § B

∞
�P� |c�|2 for some

sequence tc�u�P� P `2p�q having finitely many non-zero terms. We refer [20, 49, 74] for

more details.

Theorem 5.2.5. Let ' P L2pG q be a function with compact support such that E�p'q is

an S�p'q-subspace Riesz basis. If there exists a function  P L2pG q such that E�p q is

biorthogonal to E�p'q, E�p q is an S�p'q-subspace dual to E�p'q. Moreover, E�p q is also
an S�p q-subspace Riesz basis.

Proof. Firstly note that for any f P spanE�p'q, we can write f “ ∞
�P�1xf, L� yL�'

due to the biorthogonality of E�p q and E�p'q for some finite set �1 in �. We need to

show the expression for all f P S�p'q. For this, let f P S�p'q, then there is an element

g P spanE�p'q such that }f´g} † ✏ for ✏ ° 0. By writing g “ ∞
�P�1

xf, L� yL�', where �1

is a finite subset of �, we have f ´∞
�P�1

xf, L� yL�' “ pf ´gq`∞
�P�1

xpg´fq, L� yL�',
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and by taking norm on both the sides, we obtain

}f ´
ÿ

�P�1

xf, L� yL�'} § }f ´ g} ` }
ÿ

�P�1

xpg ´ fq, L� yL�'}

§ }f ´ g} `
?
B

´ ÿ

�P�1

|xpg ´ fq, L� y|2
¯1{2

§ p1 `
?
B1Bq}f ´ g} † p1 `

?
B1Bq✏,

for some B,B1 ° 0 since E�p'q is an S�p'q-subspace Riesz basis. The last inequality

holds true provided
∞
�P� |xf, L� y|2 § B1}f}2 for all f P S�p'q. For this, let f P S�p'q.

Then there is a sequence tfnunPN in spanE�p'q such that lim
nÑ8

}fn ´ f} “ 0, and also by

Cauchy-Schwarz inequality we have lim
nÑ8

xfn, L� y “ xf, L� y for every � P �. Hence for

any finite set �1 of �, we have

ÿ

�P�1

|xf, L� y|2 “
ÿ

�P�1

lim
nÑ8

|xfn, L� y|2 “ lim
nÑ8

ÿ

�P�1

|xfn, L� y|2 § B1 lim
nÑ8

}fn}2 “ B1}f}2,

provided
∞
�P� |xf, L� y|2 § B1}f}2 for all f P spanE�p'q. To show, this we proceed as

follows:

By writing f P spanE�p'q in the form f “ ∞
�P� c�L�' with finitely many non-zeros

tc�u�P� P `2, we get }f}2 “ }Zf}2 “
≥

p� |pcp↵q|2rZ',Z'sp↵q dµp�p↵q by following the steps

of (5.1.7). Since E�p'q is a S�p'q-subspace Riesz basis, we have C § rZ',Z'sp↵q § D for

a.e. ↵ P p� and some 0 † C § D † 8 [49, Remark 5.6], and hence C
≥

p� |pcp↵q|2 dµp�p↵q §
}f}2 § D

≥
p� |pcp�q|2 dµp�p↵q. Thus, we get

≥
p� |pcp↵q|2 dµp�p↵q § 1

C }f}2. Further, due to the

Biorthogonality of the sets E�p'q and E�p q and Parseval’s formula, we write
≥

p� |pcp↵q|2 dµp�p↵q “
∞
�P� |c�|2 “ ∞

�P� |xf, L� y|2 which gives the inequality
∞
�P� |xf, L� y|2 § B1}f}2 for

f P spanE�p'q and B1 “ 1
C . Thus the result follows.

In the following example we construct various biorthogonal systems using Theorem 5.2.1.

Example 5.2.6. First we recall Example 5.1.15 and assume that E�p q is an S�p q-
subspace Riesz basis. The functions ', '̃ P L2pG q are defined by pZ'qp↵,�xq “ mp↵qpZ qp↵,�xq
and pZ'̃qp↵,�xq “ m̃p↵qpZ qp↵,�xq for all �x P �zG , and a.e. ↵ P p�, where m, m̃ P
L2

´
p�, rZ ,Z s

¯
. Then in view of Theorem 5.2.1, E�p'q and E�p'̃q are biorthogonal if

and only if mp↵qm̃p↵q “ 1
rZ ,Z sp↵q for a.e. ↵ P p�, follows from the calculations of Example

5.1.15.
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5.3. Orbit generated by the action of an abelian subgroup

The purpose of this section is devoted to characterize a pair of orthogonal frames and

subspace dual of a Bessel family/frame E�pA q “ tL�'t : � P �, t P N u in L2pG q, where
the group � is a closed abelian (need not be discrete) subgroup of G , N is a �-finite

measure space (need not be countable), and A “ t'tutPN Ä L2pG q. We characterize such

results using the Zak transform Z for the pair pG ,�q defined by (4.1.1). When G becomes

an abelian group G, the fiberization map is also used which unifies the classical results

related to the orthogonal and duals of a Bessel family/frame associated with a TI space.

5.3.1. Orthogonal and dual frames’ characterization using the range function

Now, we are going to discuss our main result, which is connected to the subspace

orthogonal and duals of a Bessel family associated with the range function in terms of the

Zak transform. It includes certain results of [19] which contains an alternative strategy

for proving the result.

Theorem 5.3.1. Let pN , µN q be a complete, �-finite measure space and let A “ t'tutPN
and A

1 “ t tutPN be two collections of functions in L2pG q such that the �-TG systems

E�pA q and E�pA 1q are Bessel. Assume A has a countable dense subset A0 for which

JAp↵q “ spantpZfqp↵q : f P A0u a.e. ↵ P p�. Then the following hold true:

(i) E�pA 1q is an S�pA q-subspace dual to E�pA q if and only if the system ZA
1p↵q “

tZ p↵q :  P A
1u is a JA p↵q-subspace dual to ZA p↵q “ tZ'p↵q : ' P A u for a.e.

↵ P p�.

(ii) E�pA 1q is an S�pA q-subspace orthogonal to E�pA q if and only if the system ZA
1p↵q

is a JA p↵q-subspace orthogonal to ZA p↵q for a.e. ↵ P p�.

When the pair pG ,�q is an abelian pair pG,⇤q, let JA p↵q “ spantpT fqp�⇤Kq : f P A0u
for a.e. �⇤K P pG{⇤K. Then (i) and (ii) become (i’) and (ii’) as follows:

(i’) E⇤pA 1q is an S⇤pA q-subspace dual to E⇤pA q if and only if the system T A
1p�⇤Kq “

tT  p�⇤Kq :  P A
1u is a JA p�⇤Kq-subspace dual to T A p�⇤Kq “ tT 'p�⇤Kq :

' P A u for a.e. �⇤K P pG{⇤K.

(ii’) E⇤pA 1q is an S⇤pA q-subspace orthogonal to E⇤pA q if and only if the system

T A
1p�⇤Kq is a JA p�⇤Kq-subspace orthogonal for a.e. �⇤K P pG{⇤K .
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Before proceeding for a proof of Theorem 5.3.1, we first establish the following result to

express the change of role of � to p� in terms of the Zak transform Z.

Proposition 5.3.2. Assuming the hypotheses of Theorem 5.3.1, the following holds for

all f, g P L2pG q:
ª

N

ª

�
xf, L�'ty xL� t, gydµN ptqdµ�p�q “

ª

N

ª

p�
xZfp↵q,Z'tp↵qy xZ tp↵q,Zgp↵qy dµp�p↵qdµN ptq.

Proof. Applying the Zak transform,

ª

N

ª

�

xf, L�'ty xL� t, gy dµ�p�q dµN ptq “
ª

N

ª

�

xZf,ZpL�'tqy xZpL� tq,Zgy dµ�p�q dµN ptq

“
ª

N

ª

�

ˆª

p�
⇣tp↵q↵p�q dµp�p↵q

˙ ˆª

p�
⌘tp↵q↵p�q dµp�p↵q

˙
dµ�p�q dµN ptq,(5.3.1)

where ⇣tp↵q “ xZfp↵q,Z'tp↵qy and ⌘tp↵q “ xZgp↵q,Z tp↵qy for each t P N . The func-

tions ⇣t and ⌘t are in L1pp�q due to Cauchy-Schwarz inequality and

ª

p�
|⇣tp↵q| dµp�p↵q “

ª

p�

ˇ̌
ˇ̌
ª

�zG
Zfp↵qp�xqZ'tp↵qp�xq dµ�zG p�xq

ˇ̌
ˇ̌ dµp�p↵q

§
ˆª

p�

ª

�zG
|Zfp↵qp�xq|2 dµ�zG p�xq dµp�p↵q

˙1{2 ˆª

p�

ª

�zG
|Z'tp↵qp�xq|2 dµ�zG p�xq dµp�p↵q

˙1{2

“ }Zf}}Z't} “ }f}}'t} † 8.

Similarly, ⌘t P L1pp�q. Then for each t P N , the inverse Fourier transform ⇣̌t and ⌘̌t of ⇣t

and ⌘t, respectively, are members of L2p�q, where

⇣̌tp�q “
ª

p�
⇣tp↵q↵p�q dµp�p↵q and ⌘̌tp�q “

ª

p�
⌘tp↵q↵p�q dµp�p↵q.

This follows by observing the Bessel property of E�pA q and calculations

8 °
ª

N

ª

�

|xf, L�'ty |2 dµ�p�q “
ª

N

ª

�

ˇ̌
ˇ̌
ª

p�
xZfp↵q,ZpL�'tqp↵qy dµp�p↵q

ˇ̌
ˇ̌
2

dµ�p�q dµN ptq

“
ª

N

ª

�

ˇ̌
ˇ̌
ª

p�
xZfp↵q,Z'tp↵qy↵p�q dµp�p↵q

ˇ̌
ˇ̌
2

dµ�p�q dµN ptq “
ª

N

ª

�

|⇣̌tp�q|2 dµ�p�q dµN ptq.

Similarly, we have ⌘̌t P L2p�q. Therefore, the equation (5.3.1) is equal to the following

ª

N

ª

�

⇣̌tp�q⌘̌tp�q dµ�p�q dµN ptq “
ª

N

ª

p�
⌘tp↵q⇣tp↵q dµp�p↵q dµN ptq.

Thus the result follows.
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Proof. (i) Firstly assume E�pA 1q is an S�pA q-subspace dual to E�pA q. Then for f P
S�pA q and g P L2pG q, we have

ª

tPN

ª

�P�
xf, L� tyxL�'t, gy dµ�p�q dµN ptq “ xf, gy.

Equivalently, we get the following by applying Proposition 5.3.2 and the Zak transform

Z,
ª

N

ª

p�
xZfp↵q,Z'tp↵qy xZ tp↵q,Zgp↵qy dµp�p↵q dµN ptq “

ª

p�
xZfp↵q,Zgp↵qy dµp�p↵q.

To get the result for a.e. ↵ P p�, we show
≥
N

xZfp↵q,Z'tp↵qy xZ tp↵q,Zgp↵qy dµN ptq “
xZfp↵q,Zgp↵qy for f P S�pA q and g P L2pG q. On the contrary of this we assume a Borel

measurable subset Y in p� having positive measure such that the equality does not hold

on Y. Then, there are m0, n0 P N such that Sm0,n0 X Y is a Borel measurable subset of p�
having positive measure, where for each m,n P N, the set Sm,n is

Sm,n “
"
↵ P p� : ⇢m,np↵q :“

ª

N

xPJA p↵qxm,Z'tp↵qy xZ tp↵q, xny dµN ptq ´ xPJA p↵qxm, xny ‰ 0

*
,

when PJA p↵q is an orthogonal projection onto JA p↵q for a.e. ↵ P p� and txnunPN is a

countable dense subset of L2p�zG q. Clearly, tPJA p↵qxnunPN is dense in JA p↵q for a.e.

↵ P p�. Hence, either real or imaginary parts of ⇢m0,n0p↵q are strictly positive or negative

for a.e. ↵ P Sm0,n0 XY. By adopting the standard techniques, first we assume the real part

of ⇢m0,n0p↵q is strictly positive on Sm0,n0 X Y. By choosing a Borel measurable subset S

of Sm0,n0 X Y having positive measure, we define functions h1 and h2 as follows: h1p↵q “$
’&

’%

PJA p↵qxm0 for ↵ P S,

0 for ↵ P p�zS,
and h2p↵q “

$
’&

’%

PJA p↵qxn0 for ↵ P S,

0 for ↵ P p�zS.
Then, we have h1p↵q and h2p↵q P JA p↵q for a.e. ↵ P p� since tPJA p↵qxnunPN is dense in

JA p↵q. Hence we get h1, h2 P S�pA q which gives
≥
S ⇢m0,n0p↵q dµp�p↵q “ 0. We arrive on a

contradiction since the measure of S is positive and the real part of ⇢m0,n0p↵q is strictly

positive on S. Other cases follow in a similar way. Thus the result follows.

The converse part follows easily by the Proposition 5.3.2.

(ii) For f P S�pA q and g P L2pG q, first assume
≥
tPN

≥
�P�xf, L� ty xL�'t, gy dµ�p�q dµN ptq “

0, which is equivalent to
≥
N

≥
p� xZfp↵q,Z'tp↵qy xZ tp↵q,Zgp↵qy dµp�p↵q dµN ptq “ 0 from

Proposition 5.3.2. To get the result for a.e. ↵ P p�, we need to show
ª

N

xZfp↵q,Z'tp↵qy xZ tp↵q,Zgp↵qy dµN ptq “ 0 for f P S�pA q, g P L2pG q.
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For this, let peiqiPZ be an orthonormal basis for L2p�zG q and PJA p↵q is an orthogonal

projection onto JA p↵q for a.e. ↵ P p�. Assume on the contrary, there exists i0 P Z such

that hp↵q “
≥
N

xP p↵qei0 ,Z'tp↵qy xZ tp↵q,Zgp↵qy dµN ptq ‰ 0 on a measurable set E Ñ p�

with µp�pEq ° 0. The rest of the proof follows in the similar manner of Theorem 5.1.6 (ii).

The converse part follows immediately by Proposition 5.3.2.

In case of S�pA q “ S�pA 1q in Theorem 5.3.1, we get JA 1p↵q “ JA p↵q a.e. ↵ P p�, follows

by observing the bijection J fiÑ VJ and VJ “ S�pA q “ S�pA 1q. Then we have following

result.

Corollary 5.3.3. Under the hypotheses mentioned in Theorem 5.3.1 let S�pA q “ S�pA 1q.
Then,

(i) E�pA 1q and E�pA q are dual frames to each other if and only if for a.e. ↵ P p�, the

system ZA
1p↵q “ tZ p↵q :  P A u and ZA p↵q “ tZ'p↵q : ' P A u are dual to

each other.

(ii) E�pA 1q and E�pA q are orthogonal pair if and only if for a.e. ↵ P p�, the system

ZA
1p↵q and ZA p↵q are orthogonal pair.

5.3.2. Super dual frames

Orthogonality is a fundamental idea that plays a significant role in the discussion

of the dual frame property of super-frames in orthogonal direct sum of Hilbert spaces.

This concept was first presented by Han and Larson [43] and Balan [11], who developed it

further. This notion is further generalized in the context of TI and Gabor systems [58,59].

By a super Hilbert space L2pG q ‘ ¨ ¨ ¨ ‘ L2pG q (N-copies) or ‘NL2pG q, we mean it is a

collection of functions of the form

‘NL2pG q :“ t‘N
n“1f

pnq :“ pf p1q, f p2q, . . . , f pNqq : f pnq P L2pG q, 1 § n § Nu,(5.3.2)

with the inner product x‘N
n“1f

pnq,‘N
n“1g

pnqy “ ∞N
n“1xf pnq, gpnqy. Indeed, ‘NL2pG q is noth-

ing but the Hilbert space L2pG ˆ ZNq, where ZN is an abelian group with modulo N.

Analogous to the classical trend, we state the following characterization result for (super)

dual frames of translates in the super Hilbert space ‘NL2pG q.
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Theorem 5.3.4. Let N P N and N be a �-finite measure space with counting measure.

For 1 § n § N, let t'pnq
t utPN and t pnq

t utPN be two collections of functions in L2pG q such

that tL�'pnq
t utPN ,�P� and tL� pnq

t utPN ,�P� are Bessel.

For each � P �, define the translation operator L� :“ ‘NL� which acts on an element

‘N
n“1f

pnq by

L�p‘N
n“1f

pnqq :“ ‘N
n“1L�f

pnq.

Then, tL�p‘N
n“1'

pnq
t qutPN ,�P� and tL�p‘N

n“1 
pnq
t qutPN ,�P� are (super) dual frames in ‘NL2pG q

if and only if for a.e. ↵ P p�, the following holds:

(i) The systems
!

tZ'pnq
t p↵,�xqu�xP�zG

)

tPN
and

!
tZ pnq

t p↵,�xqu�xP�zG
)

tPN
are dual

frames in L2p�zG q for 1 § n § N.

(ii) For 1 § n1 ‰ n2 § N,
!

tZ'pn1q
t p↵,�xqu�xP�zG

)

tPN
and

!
tZ pn2q

t p↵,�xqu�xP�zG : t P N
)

form an orthogonal pair.

Proof. Assume the systems tL�p‘N
n“1'

pnq
t qutPN ,�P� and tL�p‘N

n“1 
pnq
t qutPN ,�P� are (super)

dual frames in ‘NL2pG q. Then for each 1 § n § N, (i) follows by just applying the

orthogonal projection Pn on it and Corollary 5.3.3 . For the part (ii), let 1 § n1 ‰ n2 § N

and h P ‘NL2pG q. Then, we have Pn1pPn2hq “ 0, where Pn1pPn2hq is equal to

ª

N

ª

�

xPn2h, P
˚
n2
L�p‘N

n“1'
pnq
t qyPn1pL� ‘N

n“1  
pnq
t q dµ�p�q dµN ptq

“
ª

N

ª

�

xPn2h, L�'
pn2q
t yL� pn1q

t dµ�p�q dµN ptq.

Hence, E�pt'pn2q
t utPN q and E�pt pn1q

t utPN q are an orthogonal pair. Therefore (ii) follows.

Conversely, let us assume (i) and (ii) hold. Then notice that both tL�p‘N
n“1'

pnq
t qutPN ,�P�

and tL�p‘N
n“1 

pnq
t qutPN ,�P� are Bessel families in ‘NL2pG q, follows by the below calcu-

lations for h P L2pG qN using the Bessel property of tL�'pnq
t utPN ,�P� with Bessel bound

Bpnq:
ª

N

ª

�

|xh,L�p‘N
n“1'

pnq
t qy|2 dµ�p�q dµN ptq “

ª

N

ª

�

|x‘N
n“1Pnh,L�p‘N

n“1'
pnq
t qy|2 dµ�p�q dµN ptq

“
ª

N

ª

�

ˇ̌
ˇ

Nÿ

n“1

xPnh, L�'
pnq
t y

ˇ̌
ˇ
2

dµ�p�q dµN ptq § C}h}2
Nÿ

n“1

Bpnq

for some constant C ° 0 (similarly, for tL� pnq
t utPN ,�P� ). Thus we have the result using

Theorem 5.3.3, by just looking the reproducing formula for each h P ‘NL2pG q and writing
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h “ ‘N
n“1Pnh in the below calculations:

ª

N

ª

�

xh,L�p‘N
n“1 

pnq
t qyL�p‘N

n“1'
pnq
t q dµ�p�q dµN ptq

“
ª

N

ª

�

Nÿ

n“1

xPnh, L� 
pnq
t yL�p‘N

n“1'
pnq
t q dµ�p�q dµN ptq

“
ª

N

ª

�

Nÿ

n“1

xPnh, L� 
pnq
t yL�'p1q

t dµ�p�q dµN ptq ‘ . . .

‘
ª

N

ª

�

Nÿ

n“1

xPnh, L� 
pnq
t yL�'pNq

t dµ�p�q dµN ptq

“ P1h ‘ ¨ ¨ ¨ ‘ PNh “ h.

5.4. Applications

In this section, we explore how our findings can be put to use. Since there is always

an attraction of researches to find various properties of Gabor systems (see [8, 17, 23, 24,

43,49,52]) and references therein, firstly we focus on the Gabor system.

5.4.1. Gabor System

Let G be a second countable LCA group having a closed subgroup ⇤. Then for a

family of functions A “ t't : t P N u in L2pGq, a Gabor system GpA ,⇤,⇤Kq is

GpA ,⇤,⇤Kq :“
 
L�E!'t : � P ⇤,! P ⇤K, t P N

(
,

where N is a �-finite measure space, and for ! P pG, the modulation operator E! on

L2pGq is defined by pE!fqpxq “ !pxqfpxq, x P G, f P L2pGq. We denote SpA ,⇤,⇤Kq :“
spanGpA ,⇤,⇤Kq.

In case of N having counting measure and discrete subgroup ⇤, the following result

is established for the pair pG,⇤q by observing the Gabor system GpA ,⇤,⇤Kq as a ⇤-TG

system E⇤pÃ q, where Ã “ tE!' : ' P A ,! P ⇤Ku. The similar results can be deduced

for the case of uniform lattice ⇤ in G, in particular, Zm in R
m.

Theorem 5.4.1. Let A “ t'tutPN and A
1 “ t tutPN be sequences in L2pGq such that

the Gabor systems GpA ,⇤,⇤Kq and GpA 1,⇤,⇤Kq are Bessel, where ⇤ is a closed discrete
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subgroup of an LCA group G. Then GpA 1,⇤,⇤Kq is an SpA ,⇤,⇤Kq-subspace dual to

GpA ,⇤,⇤Kqq if and only if for all t1 P N ,

Z't1p�, x⇤q “
ÿ

tPN
rZ't1 ,Z tsp�qZ'tp�, x⇤q for x⇤ P G{⇤ and a.e. � P p⇤.

In particular, Gpt u,⇤,⇤Kq is an Spt'u,⇤,⇤Kq-subspace dual (orthogonal) to Gpt'u,⇤,⇤Kq
if and only if rZ',Z sp�q “ 1 (rZ',Z sp�q “ 0) for a.e. � P ⌦'.

Proof. This follows from Theorem 5.1.6 due to the relation rZpE!'tq,ZpE! tqsp�q “
rZ't,Z tsp�q for a.e. � P p⇤ and t, t1 P N since the Zak transform satisfies the formula

ZpE!fqp�, x⇤q “ !pxqZfp�, x⇤q for ! P ⇤K, p�, x⇤q P pp⇤,G{⇤q and f P L2pGq. The
remaining part follows by Corollary 5.1.11.

For an arbitrary closed subgroup ⇤ and �-finite measure space N , the following result can

be deduced for the set B defined by B :“ tp�, x⇤q P p⇤ˆG{⇤ : Zfp�, x⇤q ‰ 0 for some f P
A0u, where for a given A in L2pGq, the family of functions A0 Ñ A is a countable dense

subset of A (see [17, 23,49]). The associated range function JA p�, x⇤q “ C.

Theorem 5.4.2. Let A “ t'tutPN and A
1 “ t tutPN be two collections of functions in

L2pGq such that GpA ,⇤,⇤Kq and GpA 1,⇤,⇤Kq are Bessel, where pN , µN q is a complete,

�-finite measure space. Then GpA 1,⇤,⇤Kq is an SpA ,⇤,⇤Kq-subspace orthogonal to

GpA ,⇤,⇤Kq if and only if for a.e. p�, x⇤q P B, the system ZA
1p�, x⇤q is a JA p�, x⇤q-

subspace orthogonal to ZA p�, x⇤q.

5.4.2. Splines on LCA groups

Fix N P N. For an LCA group G with the uniform lattice ⇤ and the associated

fundamental domain f, the weighted B-spline of order N is defined by BN “ '1�f ˚ ¨ ¨ ¨ ˚
'N�f, where 'i P L2pfq for 1 § i § N. Then the system E⇤pBNq is Bessel [24]. Similarly,

the system E⇤pB1
Nq is also Bessel, where B1

N “  1�f ˚ ¨ ¨ ¨ ˚  N�f for  i P L2pfq with

1 § i § N. Therefore for a.e. ⇠ P ⌦ (fundamental domain associated with ⇤K in pG), we

have the following similar to Example 5.1.13:

rT BN ,T B1
N sp⇠q “

ÿ

�P⇤K

xBNp⇠ ` �q xB1
Np⇠ ` �q “

ÿ

�P⇤K

´ Nπ

j“1

{p'j�fqp⇠ ` �q {p j�fqp⇠ ` �q
¯
.

By the Corollary 5.1.11, the subspace orthogonal and duals for the system E⇤pB1
Nq associ-

ated with E⇤pBNq can be described by assigning the values on the above expression either
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0 or 1, respectively. Due to the importance of splines in numerous applications, both the

Euclidean and the LCA group setups conduct an in-depth research for the Gabor and

Wavelet systems [24,52].

5.4.3. For other setups

In the scenario of p-adic numbers Qp and Heisenberg groups, we may examine our

results for the subspace orthogonality and duality of Bessel families. Considering that the

Zak transform plays a significant role in describing our results, such as, Theorems 5.1.6,

5.1.8, 5.1.16, 5.2.3, and 5.3.1, Corollary 5.1.11, we describe below the Zak transform in

these setups (see [8, 49]) and references therein.

5.4.3.1. p-adic numbers Qp. Recall Subsection 4.2.2, for a prime number p, the locally

compact field of p-adic numbers Qp is t∞8
j“m cjpj : m P Z, cj P t0, 1, . . . , p ´ 1uu in which

the associated with the p-adic norm is |x|p “ p´m for x “ ∞8
j“m cjpj, cm ‰ 0. Indeed, it

is an LCA group. The p-adic integers Zp defined by tZp :“ tx P Qp : |x|p § 1uu is a

compact open subgroup of Qp. In this setup, the Zak transform is given by Zfpx, yq “
≥
Zp

fpy ` ⇠qe´2⇡ix⇠ dµZpp⇠q for f P L1pQpq X L2pQpq and x, y P ⌦ which can be extended

from L2pQpq to `2p⌦ ˆ ⌦q, where ⌦ is the fundamental domain.

5.4.3.2. Semidirect product of LCA groups. For LCA groups �1 and �2, let us con-

sider a locally compact group G⌧ “ �1 ¸⌧ �2 by the semidirect product of �1 and �2 with

the binary operation p�1, �2q.p�1
1, �

1
2q “ p�1�1

1, �2⌧�1p�2qq, where �1 fiÑ ⌧�1 is a group ho-

momorphism from �1 to the set of all automorphisms on �2, such that p�1, �2q fiÑ ⌧�1p�2q
from �1 ˆ �2 fiÑ �2 is continuous. Then the Zak transform Z is defined by Zfp�1, wq “
≥
�2
fp�1, �2qwp�2q�p�1q dµ�2p�2q for f P L1p�1 ˆ⌧ �2q, p�1,!q P �1 ¸p⌧ x�2, where � is a pos-

itive homeomorphism on �1 given by dµ�2p�2q “ �p�1qdµ�2p⌧�1p�2qq. It can be extended

from L2p�1 ˆ⌧ �2q to L2p�1 ¸p⌧ x�2q.
Till now, we have discussed the dual frames and their types for the locally compact

groups translated by their closed abelian subgroups. Next, we are going to discuss these

duals in the case of connected, simply connected nilpotent Lie group which is considered to

be a high degree of non-abelian structure. Unlike the previous chapters, our translations

are from the non-abelian subgroup. This type of discussion was started by Currey et

al. [29].
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CHAPTER 6

REPRODUCING FROMULA FOR SI{Z LIE GROUP

In this chapter, we discuss characterization results for reproducing formulas associated

with the left translation generated systems in L2pGq, where G is a connected, simply con-

nected nilpotent Lie group whose irreducible unitary representations are square-integrable

modulo the center. Unlike the previous study of discrete frames on the nilpotent Lie

groups [29], the current research occurs within the setup of continuous frames, which

means the resulting reproducing formulas are given in terms of integral representations

instead of discrete sums. As a consequence of our results for the Heisenberg group, a

reproducing formula associated with the orthonormal Gabor systems of L2pRdq is ob-

tained [65].

6.1. Plancherel transform for SI{Z nilpotent Lie group

Let G be a connected, simply connected nilpotent Lie group with Lie algebra g.

We identify G with g – R
n due to the analytic di↵eomorphism of the exponential map

exp : g Ñ G, where n “ dim g. To choose a basis for the Lie algebra g, we consider the

Jordon-Hölder series p0q Ñ g1 Ñ g2 Ñ . . . Ñ gn “ g of ideals of g such that dim gj “ j

for j “ 0, 1, . . . , n satisfying adpXqgj Ñ gj´1 for j “ 1, . . . , n and for all X P g, where for

X, Y P g, adpXqpY q “ rX, Y s, the Lie bracket of X and Y. Now we pick Xj P gjzgj´1 for

each j “ 1, 2, . . . , n such that the collection tX1, X2, . . . , Xnu is a Jordan-Hölder basis.

The map R
n ›Ñ g ›Ñ G defined by px1, x2, . . . , xnq fiÑ ∞n

j“1 xjXj fiÑ expp∞n
j“1 xjXjq

This chapter is a part of the following manuscripts:

S. Sarkar, N. K. Shukla, Reproducing formulas associated to translation generated systems on nilpotent

Lie groups, arXiv:2301.03152.

S. Sarkar, N. K. Shukla, Characterizations of extra-invariant spaces under the left translations on a Lie

group, Advances in Operator Theory, (2023), https://doi.org/10.1007/s43036-023-00273-x.



is a di↵eomorphism, and hence the Lebesgue measure on R
n can be realized as a Haar

measure on G [28].

Note that the center z of the Lie algebra g is non-trivial, and it maps to the center

Z :“ exp z of G. The Lie group G acts on g and g˚ by the adjoint action exppAdpxqXq :“
x exppXqx´1 and co-adjoint action pAd˚pxq`qpXq “ `pAdpx´1qXq, respectively, for x P
G,X P g, and ` P g˚. The g˚ denotes the vector space of all real-valued linear functionals

on g. For ` P g˚ the stabilizer R` “ tx P G : pAd˚xq` “ `u is a Lie group with the

associated Lie algebra r` :“ tX P g : `rY,Xs “ 0 for all Y P gu.
Our aim is to discuss Kirilov Theory [28] to define the Plancherel transform for SI{Z

group. Given any ` P g˚, there exists a subalgebra h` (known as polarizing or maximal

subordinate subalgebra) of g which is maximal with respect to the property `rh`, h`s “ 0.

Then the map X` : expph`q Ñ T defined by X`pexpXq “ e2⇡i`pXq, X P h` is a character

on expph`q, and hence the representations induced from Xl, ⇡` :“ indG
exp h`

X`, have the

following properties:

(i) ⇡` is an irreducible unitary representation of G.

(ii) Suppose h1
` is another subalgebra which is maximal with respect to the property

`rh1
`, h

1
`s “ 0, then indG

exp h`
X` – indG

expph1
`qX`1 .

(iii) ⇡`1 – ⇡`2 if and only if `1 and `2 lie in the same co-adjoint orbit.

(iv) Suppose ⇡ is a irreducible unitary representation of G, then there exists ` P g˚ such

that ⇡ – ⇡`.

Therefore there exists a bijection t˚ : g˚{Ad˚pGq Ñ pG which is also a Borel isomorphism,

where pG is the collection of all irreducible unitary representations of G.

For an irreducible representation ⇡ P pG, let O⇡ denote coadjoint orbit corresponding

to the equivalence class of ⇡. Then the orbital characterization for the SI{Z representation

is:

⇡ is square integrable modulo the center if and only if for ` P O⇡, r` “ z and O⇡ “ `` zK.

If SI{Z ‰ � then SI{Z= pGmax, where the Borel subset pGmax Ñ pG corresponds to coad-

joint orbits of maximal dimension which is co-null for Plancherel measure class. Hence,

when G is an SI{Z group, pGmax is parameterized by a subset of z˚. If ⇡ P pGmax, then dim

O⇡ “ n´dim z, since O⇡ is symplectic manifold, it is of even dimension, say, dimO⇡ “ 2d.
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By Schurs’ Lemma, the restriction of ⇡ on Z is a character and hence it is a unique ele-

ment � “ �⇡ P z˚ (say) and ⇡pzq “ e2⇡ix�,log zyI, where I is the identity operator. It shows

that O⇡ “ tl P g˚ : l|z “ �u and ⇡ fiÑ �⇡ is injective.

Let G be an SI{Z group and W “ t� P z˚ : Pfp�q ‰ 0u be a cross section for the

coadjoint orbits of maximal dimension, where the Pfa�an determinant Pf : z˚ ›Ñ R is

given by

` fiÑ
bˇ̌

detp`rXi, Xjsqi,j“r...n

ˇ̌
.

Then, for a fixed � P W , pp�q “ ∞d
j“1 gjp�

ˇ̌
gj

q is a maximal subordinate subalgebra for �

and the corresponding induced representation ⇡� is realized naturally on L2pRdq, where
n “ r ` 2d for some d. For each ' P L1pGq X L2pGq, the Fourier transform of ' given by

p'p�q “
ª

G

'pxq⇡�pxq dx, � P W ,

defines a Hilbert-Schmidt operator on L2pRdq with the inner product xA,ByHS “ trpB˚Aq.
This space is denoted by HSpL2pRdqq. When d� is suitable normalized, then

}'}2 “
ª

W

}p'p�q}2
HSpL2pRdqq|Pfp�q| dp�q.

The Fourier transform can be extended unitarily as F - the Plancherel transform,

F : L2pGq Ñ L2pz˚,HSpL2pRdqq, |Pfp�q|d�qq, Ff “ pf.

Note that the Plancherel transform F satisfies the relation

FpL�fqp�q “ ⇡�p�qFfp�q for � P G, a. e. � P z˚, and f P L2pGq,

where the left translation operator L� on L2pGq is given by L�fpxq “ fp�´1xq.

6.1.1. Plancherel transformation followed by a periodization

Throughout the next, let us assume that G be an SI{Z nilpotent Lie group with center

Z. From the Section 6.1, we consider the center Z identified with R
r (r † n) for a chosen

(ordered) basis tX1, X2, . . . , Xnu of the corresponding Lie algebra g, as follows:

Z “ expRX1 expRX2 . . . expRXr.

Also we write a set X identified with R
2d (n “ r ` 2d) as follows:

X “ expRXr`1 expRXr`2 . . . expRXn.
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The elements y “ py1, y2, . . . , yrq P R
r and x “ pxr`1, . . . , xnq P R

2d are identified by

y “ exp y1X1 exp y2X2 . . . exp yrXr, and x “ exp xr`1Xr`1 exp xr`2Xr`2 . . . exp xnXn,

which can be observed from the homeomorphism between R
r ˆ R

2d and G given by

py1, y2, . . . , yr, xr`1, . . . , xnq fiÑ exp y1X1 exp y2X2 . . .

. . . exp yrXr exp xr`1Xr`1 exp xr`2Xr`2 . . . exp xnXn.

Further assume that ⇤0 is a uniform lattice in Z,means, it is a discrete closed subgroup

of Z such that Z{⇤0 is compact. Then we have zZ{⇤0 – ⇤0
K and pZ{⇤0

K – x⇤0 since the

center Z becomes a locally compact abelian group. The dual group of Z, denote by pZ, is

also identical with R
r. The group pZ consists of continuous homomorphisms from Z to T,

and the annihilator ⇤0
K is defined by

⇤0
K “ t�˚ P pZ : �˚p�q “ 1 for all � P ⇤0u.

The set pZ can be tiled by ⌃ with the tiling partner ⇤0
K, where ⌃ is measurable section

of pZ{⇤0
K having finite measure. The set ⌃ is a tiling set of pZ, means, the collection

t⌃ ` �˚ : �˚ P ⇤0
Ku is a measurable partition of pZ.

Definition 6.1.1. For a measure space pX,µq, a countable set t⌦juj of subsets of X is

tiling of X if µpXzîj ⌦jq “ 0, and µp⌦i X ⌦jq “ 0, when i ‰ j. A set T is tiling partner

of ⌦ for X if there is a set ⌦ in X such that the collection t⌦ `x : x P T u is a tiling of X.

In this section, we discuss the Plancherel transform followed by a periodization named

F , which is an operator-valued linear isometry (similar to the Fiberization). It is well

known but for the sake of completion, we provide its proof with the approach of the com-

position of unitary maps. The map F intertwines left translation with a representation

⇡̃. For g P G and h P L2p⌃, `2p⇤K
0 ,HSpL2pRdqqq, the representation ⇡̃ is given by

⇡̃pgqhp�q “ ⇡̃�pgqhp�q a. e. � P ⌃.

The associated representation ⇡̃�pgq on `2p⇤0
K,HSpL2pRdqq is given by

⇡̃�pgqzp�˚q “ ⇡�`�˚pgq0zp�˚q, �˚ P ⇤0
K,

where the sequence pzp�˚qq lies in `2p⇤0
K,HSpL2pRdqq, “0” denotes the composition of

operators in HSpL2pRdqq and ⇡�`�˚pgq is the Hilbert-Schmidt operator defined on L2pRdq.
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The following Proposition was developed in [29] but for the sake of simplicity we write a

simplified proof.

Proposition 6.1.2. (i) There is a unitary map F : L2pGq Ñ L2p⌃, `2p⇤0
K,HSpL2pRdqqq

given by

Ffp�qp�˚q “ Ffp� ` �˚q|Pfp� ` �˚q|1{2, f P L2pGq,�˚ P ⇤0
K and a.e. � P ⌃.

(ii) The map F satisfies the intertwining property of left translation with the representa-

tion ⇡̃. For � P ⇤ “ ⇤1⇤0 “ t�1�0 : �1 P ⇤1,�0 P ⇤0u, where

⇤1 Ñ expRXr`1 . . . expRXn and ⇤0 “ expZX1 . . . expZXr

is the integer lattice in G,

(6.1.1) F pL�fqp�q “ e2⇡ix�,�0y⇡̃�p�1qFfp�q.

Proof. (i) Since the set W is Zariski open in z˚ and Pfp�q is non-vanishing on W , the

map

U2 : L
2pW ,HSpL2pRdqq, |Pfp�q| d�q Ñ L2pz˚,HSpL2pRdqqq, h fiÑ h|Pfp�q|1{2

is unitary. Further note that ⇤0
K is tiling partner of ⌃ for pZ – z˚, we can define a

periodization map

U3 : L
2pz˚,HSpL2pRdqqq Ñ L2

`
⌃, `2p⇤0

K,HSpL2pRdqqq
˘
, h fiÑ php¨ ` �˚qq�˚P⇤0

K .

It is also unitary by identifying the linear dual z˚ of z with R
r. Therefore we get a sequence

of unitary maps as follows:

L2pGq U1››Ñ L2
´
W,HSpL2pRdqq, |Pfpwq|dw

¯
U2››Ñ L2pz˚,HSpL2pRdqqq U3››Ñ L2

´
⌃, `2p⇤0

K,HSpL2pRdqqq
¯
,

where the first unitary map U1 is the usual Plancherel transform F .

For h P L2
`
W ,HSpL2pRdqq, |Pfp�q|d�

˘
, we observe

pU2U1qhp�q “ pU1hqp�q|Pfp�q|1{2 “ Fhp�q|Pfp�q|1{2 a. e. � P W

and then for a.e. � P ⌃, �˚ P ⇤0
K and f P L2pGq, we have

pU3U2U1qfp�qp�˚q “ pU3pU2U1qfp�qq p�˚q “ pU2U1qfp�`�˚q “ Ffp�`�˚q|Pfp�`�˚q|1{2.

Thus the result follows by choosing F “ U3U2U1.
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(ii) For �˚ P ⇤0
K and a.e. � P ⌃, we get

F pL�1�0fqp�qp�˚q “FpL�1�0fqp� ` �˚q|Pfp� ` �˚q| 12 “ ⇡�`�˚p�1�0qFfp� ` �˚q|Pfp� ` �˚q| 12

“e2⇡ix�,�0y⇡�`�˚p�qFfp� ` �˚q|Pfp� ` �˚q| 12

“e2⇡ix�,�0y p⇡̃�p�1qFfp�qq p�˚q,

since FpL�fqp�q “ ⇡�p�qFfp�q.

Example 6.1.3 (Heisenberg group). Let G be a d-dimensional Heisenberg group denoted

byHd with a Lie algebra g having a basis tX1, X2, . . . , Xd, Y1, Y2, . . . , Yd,W u. Its associated
Lie brackets are:

(i) rXi, Xjs “ rYi, Yjs “ 0, 1 § i, j § d;

(ii) rW,Xis “ rW,Yis “ 0, 1 § i § d;

(iii) rXi, Yjs “ �i,jW, 1 § i, j § d.

So the center of the Heigenberg group becomes: Z “ expRW and non-center part

X “ expRX1 . . . expRXd expRY1 . . . expRYd. Hd is the d-dimensional Heisenberg group

identified with R
d ˆ R

d ˆ R and group operation:

px, y, wq ¨ px1, y1, w1q “ px ` x1, y ` y1, w ` w1 ` xyq.

It is an SI{Z group, and when z˚ is identified with R, then W “ R
˚ “ Rzt0u, |Pfp�q| “

|�|d. So its irreducible unitary representations ⇡ of Hd are indexed by � P R
˚, upto a set of

measure-zero. For � P R
˚ “ Rzt0u and u “ px, y, zq P H

d, the Schrödinger representations

⇡�puq on L2pRdq is given below for f P L2pRdq,

⇡�puqfpx1q “ ⇡�px, y, zqfpx1q “ e2⇡i�ze´2⇡i�y.x1
fpx1 ´ xq, x, y, x1 P R

d and z P R.

For ' P L1pHdq X L2pHdq, the Fourier transform is defined by:

F'p�q “
ª

Hd

'pxq⇡�pxq dx, � P R
˚,

and the fiberization map F : L2pHdq Ñ L2pT; `2pZ,HSpL2pRdqqqq is given by

F p'qp↵qpmq “ |↵ ` m| d2F'p↵ ` mq.

Consider ⇤1 “ R
d ˆ R

d ˆ t0u and ⇤0 “ tp0, 0qu ˆ Z, then the set ⇤ “ ⇤1⇤0 can be

identified with R
d ˆ R

d ˆ Z. The associated representation ⇡̃↵, which is defined by

⇡̃↵p�1qzpmq :“ ⇡↵`mp�1q0zpmq,where pzpmqq P `2pZ,HSpL2pRdqqq.
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6.2. Translation-invariant spaces

We briefly start by describing the left translation generated systems in L2pGq as

follows:

Definition 6.2.1. Let ⇤0 be a uniform lattice in the center Z of G and ⇤1 be a discrete

set lying outside the center Z. A closed subspace W of L2pGq is said to be ⇤1⇤0-invariant

if

L�1�0f P W for all �1 P ⇤1,�0 P ⇤0 and f P W,

where for each y P G, Lyfpxq “ fpy´1xq for x P G and f P L2pGq.

Next we discuss the range function J for a ⇤1⇤0-invariant space. The range function

is a mapping

J : ⌃ Ñ
 
closed subspaces of `2p⇤0

K,HSpL2pRdqqq
(
.

It is measurable if the projection map P p�q : L2pGq Ñ Jp�q is weakly measurable, i.e.,

for each a, b P `2p⇤0
K,HSpL2pRdqq and � fiÑ xP p�qa, by is measurable.

The spaceW can be expressed as follows: W “ t' P L2pGq : F'p�q P Jp�q for a.e. � P
⌃u and ⇡̃�p⇤1q Ä Jp�q. Also, there is bijection W fiÑ J. We refer [3,12,20,24,29,61,62] for

more details about shift-invariant spaces and associated range functions for the abelian

and non-abelian setups.

Proposition 6.2.2. The range function J associated with the ⇤1⇤0-invariant space W “
S⇤1⇤0pA q satisfies

Jp�q “ spantF pL�1'qp�q : ' P A ,�1 P ⇤1u a.e. � P ⌃.(6.2.1)

Proof. From the intertwining property (6.1.1), we get F pL�1�0'qp�q “ e2⇡ix�,�1y⇡̃p�1qF'p�q
for �1�0 P ⇤1⇤0, and a.e. � P ⌃, and hence, F pS⇤1⇤0pA qq is invariant under exponen-

tial and ⇡̃p⇤1qF pS⇤1⇤0pA qq Ä F pS⇤1⇤0pA qq. Therefore, we get the result by observing

F pS⇤1⇤0pA qq “ MJ , where the space MJ is defined by

MJ “ tf P L2p⌃, `2p⇤0
K,HSpL2pRdqq : fp�q P Jp�q for a.e. � P ⌃u(6.2.2)

for the range function J given in (6.2.1). For this let us consider a function g P F pS⇤1⇤0pA qq.
Choose a sequence pgiq converging to g such that F

´1gi P spantL�1�0' : �1�0 P ⇤1⇤0,' P
A u. Then we have gip�q P Jp�q in view of (6.1.1), and hence gp�q P Jp�q since Jp�q is
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closed. Therefore, g P MJ , i.e., F pS⇤1⇤0pA qq Ä MJ . For the equality F pS⇤1⇤0pA qq “
MJ , we need to show F pS⇤1⇤0pA qqK X MJ “ 0. Choose h P F pS⇤1⇤0pA qqK X MJ . Then

for any f P spantF pL�1'q : �1 P ⇤1,' P A u and �0 P ⇤0, we have e2⇡ix¨,�0yfp¨q P
F pS⇤1⇤0pA qq, and then we obtain

0 “
ª

⌃

xe2⇡ix¨,�0yfp�q, hp�qy d� “
ª

⌃

e2⇡ix¨,�0yxfp�q, hp�qy d�.

Hence, all the Fourier coe�cients of a scalar function given by � fiÑ xfp�q, hp�qy are zero.

Thus, xfp�q, hp�qy “ 0 a.e. � P ⌃ and fp�q P Jp�q, i.e., hp�q P Jp�qK a.e. � P ⌃.

6.3. Reproducing formulas associated with continuous frames

Through out the section, we assume G to be a connected, simply connected nilpotent

Lie group with Lie algebra g. The Haar measure on G can be realised as a Lebesgue

measure on R
d. Further, assume an arbitrary measurable subset

⇤1 Ñ expRXr`1 . . . expRXn (not necessarily discrete)

and the integer lattice ⇤0 “ expZX1 . . . expZXr in G. For the countable collection of

functions A “ t'k : k P Iu and A
1 “ t k : k P Iu in L2pGq, we recall the ⇤-translation

generated systems

E⇤pA q “ tL�'k : � P ⇤, k P Iu and E⇤pA 1q “ tL� k : � P ⇤, k P Iu,

where ⇤ “ ⇤1⇤0 “ t�1�0 : �1 P ⇤1,�0 P ⇤0u. The set ⇤ “ ⇤1⇤0 is measurable.

We now define the translation generated dual and its types in L2pGq:

Definition 6.3.1. Suppose A “ t'kukPI ,A 1 “ t kukPI are families of functions in L2pGq
such that E⇤pA q is a continuous frame for the span closure S⇤pA q, and E⇤pA 1q is Bessel.
We recall the definitions of E⇤pA 1q to be an alternate dual, oblique dual, type-I dual,

type-II dual, and dual frame for E⇤pA q from Definition 4.1.1

First we proceed by defining the terms Gk
�1p↵q and Hk

�1p↵q for each �1 P ⇤1, k P I and

a.e. ↵ P T
r as follows. For f, g P L2pGq,

Gk
�1p↵q :“ xFfp↵q, ⇡̃↵p�1qF'kp↵qy and Hk

�1p↵q :“ xFgp↵q, ⇡̃↵p�1qF kp↵qy.(6.3.1)

Proposition 6.3.2. For each k P I and �1 P ⇤1, the functions Gk
�1 and Hk

�1are in L1pTrq
and their Fourier transforms yGk

�1
and yHk

�1
are the members of `2pZrq.
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Proof. Applying the Cauchy-Schwarz inequality and using the property of F , we have

ª

Tr
|Gk

�1p↵q| d↵ §
˜ª

Tr

ÿ

mPZr

}Ffp↵qpmq}2 d↵

¸1{2 ˜ª

Tr

ÿ

mPZr

}FL�1'kp↵qpmq}2 d↵

¸1{2

“ }Ff}}FL�1'k} “ }f}}'k} † 8,

since F pL�1'kqp↵q “ e2⇡ix↵,0yTr ⇡̃↵p�1qF'p↵q “ ⇡̃↵p�1qF'p↵q and the left translation L�1

is an isometry. Hence Gk
�1 P L1pTrq. Similarly, Hk

�1 P L1pTrq. The Fourier transform of

Gk
�1 and Hk

�1 at �0 P ⇤0 is given by

yGk
�1

p�0q “
ª

Tr

Gk
�1p↵qe´2⇡ix↵,�0y d↵, and yHk

�1
p�0q “

ª

Tr

Hk
�1p↵qe´2⇡ix↵,�0y d↵.

Then the sequence tyGk
�1

p�0qu�0P⇤0 P `2pZrq, follows by observing the Bessel property of

E⇤pA q and properties of F (Proposition 6.1.2) in the following calculations:

8 °
ÿ

kPI

ª

⇤

|xf, L�'ky |2 d� “
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

ˇ̌
ˇ̌
ª

Tr

xFfp↵q, ⇡̃↵p�1qF'kp↵qye´2⇡ix↵,�0y d↵

ˇ̌
ˇ̌
2

d�1

“
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

|yGk
�1

p�0q|2 d�1.

Similarly, we have tyHk
�1

p�0qu�0P⇤0 P `2pZrq.

Proposition 6.3.3. For all f, g P L2pGq, we have

ÿ

kPI

ª

⇤

xf, L�'ky xL� k, gy d� “
ÿ

kPI

ª

⇤1

ª

Tr

Gk
�1p↵qHk

�1
p↵q d↵ d�1,

where E⇤pA q and E⇤pA 1q are Bessel systems.

Proof. Applying the map F , we have

ÿ

kPI

ª

⇤

xf, L�'ky xL� k, gy d� “
ÿ

kPI

ª

⇤

xFf,FL�'ky xFL� k,Fgy d�

“
ÿ

kPI

ª

⇤

ˆª

Tr

xFfp↵q,FL�'kp↵qy d↵

˙ ˆª

Tr

xFL� kp↵q,Fgp↵qy d↵

˙
d�

“
ÿ

kPI

ª

⇤

ª

Tr

xFfp↵q, ⇡̃↵p�qF'kp↵qy d↵

ª

Tr

x⇡̃↵p�qF kp↵q,Fgp↵qy d↵ d�.
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Writing � “ �1�0, where �1 P ⇤1,�0 P ⇤0, we get ⇡̃↵p�1�0q “ e2⇡ix↵,�0y⇡̃↵p�1q, and hence

the above expression can be written as:

ÿ

kPI

ª

⇤

xf, L�'ky xL� k, gy d�

“
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

ˆª

Tr

xFfp↵q, ⇡̃↵p�1�0qF'kp↵qy d↵

˙
ˆ

ˆª

Tr

x⇡̃↵p�1�0qF kp↵q,Fgp↵qy d↵

˙
d�1

“
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

ˆª

Tr

e´2⇡ix↵,�0yxFfp↵q, ⇡̃↵p�1qF'kp↵qy d↵

˙
ˆ

ˆª

Tr

e2⇡ix↵,�0yx⇡̃↵p�1qF kp↵q,Fgp↵qy d↵

˙
d�1

“
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

ˆª

Tr

e´2⇡ix↵,�0yGk
�1p↵q d↵

˙ ˆª

Tr

e2⇡ix↵,�0yHk
�1

p↵q d↵

˙
d�1

“
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

yGk
�1

p�0q {Hk
�1

p�0q d�1 “
ÿ

kPI

ª

⇤1

xyGk
�1
, yHk

�1
y`2pZrq d�1

“
ÿ

kPI

ª

⇤1

xGk
�1 , H

k
�1y d�1 “

ÿ

kPI

ª

⇤1

ª

Tr

Gk
�1p↵qHk

�1
p↵q d↵ d�1.

Hence the result follows.

Now we state our main results of this section which characterizes alternate (oblique)

duals and type-I (type-II) duals in the nilpotent Lie group setup. Our characterizations

are based on the range function techniques for SI{Z Lie group associated with the rep-

resentation ⇡̃↵.

Theorem 6.3.4. For a.e. ↵ P T
r, we consider the range function

JA p↵q “ spant⇡̃↵p�1qF'p↵q : ' P A ,�1 P ⇤1u Ñ `2pZr,HSpL2pRdqqq,(6.3.2)

associated with the representation ⇡̃↵. Then E⇤pA 1q is an alternate (oblique) dual for

E⇤pA q if and only if for a.e. ↵ P T
r, the system t⇡̃↵p�1qF p↵q :  P A

1,� P ⇤1u is

an alternate (oblique) dual for the continuous frame t⇡̃↵p�1qF'p↵q : ' P A ,�1 P ⇤1u of

JA p↵q, i.e., for all h P JA p↵q,

h “
ÿ

kPI

ª

⇤1

xh, ⇡̃↵p�1qF kp↵qy⇡̃↵p�1qF'kp↵q d�1.
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Proof. We prove the result for alternate duals and proceeding by a similar manner we can

conclude for oblique duals. For f, g P S⇤pA q, we have

ÿ

kPI

ª

⇤

xf, L�'ky xL� k, gy d� “
ÿ

kPI

ª

⇤1

ª

Tr

Gk
�1p↵qHk

�1
p↵q d↵ d�1

“
ÿ

kPI

ª

⇤1

ª

Tr

xFfp↵q, ⇡̃↵p�1qF'kp↵qy x⇡̃↵p�1qF kp↵q,Fgp↵qy d↵ d�1(6.3.3)

due to the Proposition 6.3.3. Assume the system t⇡̃↵p�1qF kp↵q : k P I,�1 P ⇤1u is an

alternate dual for the continuous frame t⇡̃↵p�1qF'kp↵q : k P I,�1 P ⇤1u for a.e. ↵ P T
r,

i.e.,

ÿ

kPI

ª

⇤1

xa, ⇡̃�1p↵qF'kp↵qy x⇡̃�1p↵qF kp↵q, by d�1 “ xa, by for all a, b P JA p↵q.

Employing (6.3.3), we obtain
∞

kPI
≥
⇤xf, L�'kyxL� k, gy d� “

≥
TrxFfp↵q,Fgp↵qy d↵ “

xf, gy, since f P S⇤pA q implies Ffp↵q P JA p↵q for a.e. ↵ P T
r. Therefore, E⇤pA 1q is an

alternate dual for E⇤pA q.
Conversely, assume that E⇤pA 1q is an alternate dual for E⇤pA q, i.e.,

∞
kPI

≥
⇤ xf, L�'ky xL� k, gy d� “ xf, gy for all f, g P S⇤pA q. Now using (6.3.3), we obtain

ª

Tr
xFfp↵q,Fgp↵qy d↵ “† f, g °“

ÿ

kPI

ª

⇤
xf, L�'ky xL� k, gy d�

“
ÿ

kPI

ª

⇤1

ª

Tr
xFfp↵q, ⇡̃↵p�1qF'kp↵qy x⇡̃↵p�1qF kp↵q,Fgp↵qy d↵ d�1.(6.3.4)

Then, the expression
∞

kPI
≥
⇤1

xFfp↵q, ⇡̃↵p�1qF'kp↵qy x⇡̃↵p�1qF kp↵q,Fgp↵qy d�1 is

equal to xFfp↵q,Fgp↵qy for a.e. ↵ P T
r. Suppose this does not hold. Then there

exists a measurable set D Ñ T
r with positive measure such that it is not equal for a.e.

↵ P D .

Let txnunPN be a countable dense subset of `2pZr,HSpL2pRdqqq and let PJA p↵q be

an orthogonal projection on JA p↵q. Clearly tPJA p↵qxnunPN is dense in JA p↵q. For each

i, j P N, we consider the set

Si,j “
!
↵ P T

r
: ⇢i,jp↵q :“

ÿ

kPI

ª

⇤1

xPJA p↵qxi, ⇡̃↵p�1qF'kp↵qy x⇡̃↵p�1qF kp↵q, PJA p↵qxjy d�1

´xPJA p↵qxi, PJA p↵qxjy ‰ 0

)
.

Then there exist i0, j0 P N such that the set E :“ Si0,j0 X D is of positive measure, and

hence one of the sets, viz., E1 “ t↵ P T
r : Rep⇢i0,j0q ° 0u, E2 “ t↵ P T

r : Rep⇢i0,j0q † 0u,
E3 “ t↵ P T

r : Imp⇢i0,j0q ° 0u and E4 “ t↵ P T
r : Imp⇢i0,j0q † 0u, must have positive
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measure, assume E1. By choosing Ffp↵q “ �E1PJA p↵qxj0 and Fgp↵q “ �E1PJA p↵qxi0 ,

we have f, g P S⇤pA q and in view of (6.3.4), we reach on a contradiction that the measure

of D is positive. Similarly, we get contradictions with respect to the other sets E2, E3

and E4. Hence the result follows for alternate duals.

Proposition 6.3.5. For k P I and �1 P ⇤1, let us assume a measurable Z
r-periodic func-

tion pk�1 satisfying
∞

kPI
≥
⇤1

≥
Tr |pk�1p↵q|2 d↵ d�1 † 8. Then, for a Bessel system E⇤pA q,

the following are equivalent:

(i)
∞

kPI
≥
⇤1

≥
Tr Gk

�1p↵qpk�1p↵q d↵ d�1 “ 0.

(ii) For a.e. ↵ P T
r,
∞

kPI
≥
⇤1

Gk
�1p↵qpk�1p↵q d�1 “ 0.

Proof. Assume (i). If (ii) does not hold true, there exists a measurable set D Ñ T
r of

positive measure such that
∞

kPI
≥
⇤1

Gk
�1p↵qpk�1p↵q d�1 ‰ 0 for a.e. ↵ P D . Let txiuiPN be

a countable dense subset of `2pZr,HSpL2pRdqqq and for a.e. ↵ P T
r, let PJA p↵q be an

orthogonal projection on JA p↵q. Then tPJA p↵qxiuiPN is dense in JA p↵q and there exists

an i0 P N such that

hp↵q :“
ÿ

kPI

ª

⇤1

xPJA p↵qxi0 , ⇡̃↵p�1qF'p↵qypk�1p↵q d�1 ‰ 0

on some measurable set Y in D having positive measure. Now, the proof follows by

considering the real and imaginary parts, and by choosing suitable function, the way we

did for the proof of Theorem 6.3.4 . Conversely, we assume (ii). The part (i) follows easily

by integrating (ii) with respect to the torus Tr.

It can be noted further that the below characterization for type-I and type-II duals behaves

similar to the Theorem 6.3.4 of the alternate (oblique) duals while type-I and type-II duals

are the particular cases of the alternate (oblique) duals.

Theorem 6.3.6. E⇤pA 1q is a type-I (type-II) dual for E⇤pA q if and only if for a.e.

↵ P T
r, the system t⇡̃↵p�1qF p↵q :  P A

1,� P ⇤1u is a type-I (type-II) dual for the

continuous frame t⇡̃↵p�1qF'p↵q : ' P A ,�1 P ⇤1u of JA p↵q, where the range function

JA p↵q is defined by (6.3.2) for a.e. ↵ P T
r.

Proof. We first prove the result for type-I duals and then for type-II duals. Let TA p↵q and

TA 1p↵q be analysis operators associated with FA p↵q :“ t⇡̃↵p�1qF'kp↵q : k P I,�1 P ⇤1u
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and FA
1p↵q :“ t⇡̃↵p�1qF kp↵q : k P I,�1 P ⇤1u, respectively. It’s adjoint operators are

T ˚
A p↵q and T ˚

A 1p↵q.

For Type-I duals: In view of Theorem 6.3.4, it su�ces to show range T ˚
E⇤pA 1q Ñ

range T ˚
E⇤pA q if and only if range T ˚

A 1p↵q Ñ range T ˚
A p↵q. Equivalently,

”
T ˚
E⇤pA 1qpL2pI ˆ ⇤qq

ı
X

S⇤pA 1q Ñ
”
T ˚
E⇤pA qpL2pI ˆ ⇤qq

ı
XS⇤pA q if and only if for a.e. ↵ P T

r,
”
T ˚

A 1p↵qpL2pI ˆ ⇤1qq
ı
X

JA1p↵q Ñ
”
T ˚

A p↵qpL2pI ˆ ⇤1qq
ı

X JA p↵q. For this it is enough to verify on the generators

'k, k. Then the result follows just by observing: L� k P S⇤pA q for k P I and � P ⇤ if

and only if for a.e. ↵ P T
r, FL�1 k1p↵q P JA p↵q for k1 P I,�1 P ⇤1.

For Type-II duals: In view of Theorem 6.3.4, it su�ces to show range TE⇤pA 1q Ñ
range TE⇤pA q if and only if for a.e. ↵ P T

r, range TA 1p↵q Ñ range TA p↵q. First we assume

range TA 1p↵q Ñ range TA p↵q a.e. ↵ P T
r. Then the family tak,�1ukPI,�1P⇤1 in L2pI ˆ ⇤1q

satisfies for a.e. ↵ P T
r,

ÿ

kPI

ª

⇤1

xh, ⇡̃↵p�1qF'kp↵qyak,�1 d�1 “ 0 ùñ
ÿ

kPI

ª

⇤1

xh, ⇡̃↵p�1qF kp↵qyak,�1 d�1 “ 0 for all h P JA p↵q.

(6.3.5)

To prove range TE⇤pA 1q Ñ range TE⇤pA q, we calculate the following for tck,�ukPI,�P⇤ “
tck,�0,�1ukPI,�0P⇤0,�1P⇤1 in L2pI ˆ ⇤q as follows:

ÿ

kPI

ª

⇤
xf, L�'kyck,� d� “

ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

ª

Tr
xFfp↵q,FL�1�0'kp↵qyck,�1,�0 d↵ d�1

“
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

ª

Tr
xFfp↵q,FL�1'kp↵qye´2⇡ix↵,�0yck,�1,�0 d↵ d�1

“
ÿ

kPI

ª

⇤1

ª

Tr
xFfp↵q, ⇡̃↵p�1qF'kp↵qypk�1p↵q d↵ d�1,

where pk�1p↵q “ ∞
�0P⇤0

ck,�1,�0e
2⇡ix↵,�0y satisfies

ÿ

kPI

ª

⇤1

ª

Tr

|pk�1p↵q|2 d↵ d�1 “
ÿ

kPI

ª

⇤1

ÿ

�0P⇤0

|ck,�1,�0 |2 d�1 † 8.

Similarly, we can obtain

ÿ

kPI

ª

⇤

xf, L� kyck,� d� “
ÿ

kPI

ª

⇤1

ª

Tr

xFfp↵q, ⇡̃↵p�1qF kqp↵qypk�1p↵q d↵ d�1.
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By assuming
∞

kPI
≥
⇤xf, L�'kyck,� d� “ 0 for all f P S⇤pA q, and applying Proposition

6.3.5 we get for a.e. ↵ P T
r,

ÿ

kPI

ª

⇤1

xFfp↵q, ⇡̃↵p�1qF'kp↵qypk�1p↵q d�1 “ 0

ùñ
ÿ

kPI

ª

⇤1

xFfp↵q, ⇡̃↵p�1qF kp↵qypk�1p↵q d�1 “ 0(6.3.6)

from (6.3.5). Therefore, we get
∞

kPI
≥
�P⇤xf, L� kyck,� d� “ 0 for f P S⇤pA q. Thus, range

TE⇤pA 1q Ñ range TE⇤pA q. Conversely, we assume range TE⇤pA 1q Ñ range TE⇤pA q. For range

TA 1p↵q Ñ range TA p↵q a.e. ↵ P T
r, we can proceed with the help of (6.3.6) and choosing

pk�1p↵q “ ck,�1 for all ↵ P T
r.

Remark 6.3.7. Let G be a d-dimensional Heisenberg group denoted by H
d. Consider

⇤1 “ R
d ˆ R

d ˆ t0u and ⇤0 “ tp0, 0qu ˆ Z, then the set ⇤ “ ⇤1⇤0 can be identified with

R
d ˆ R

d ˆ Z. For A Ä L2pHdq, the ⇤-generated system E⇤pA q will be of the form

E⇤pA q “ tL�1�0' : ' P A ,�1 P R
d ˆ R

d ˆ t0u,�0 P tp0, 0qu ˆ Zu.

For a.e. ↵ P T, we consider the range function

JA p↵q “ spant⇡̃↵p�1qF'p↵q : ' P A ,�1 P ⇤1u Ñ `2pZ,HSpL2pRdqqq

associated with the representation ⇡̃↵, which is defined by

⇡̃↵p�1qzpmq :“ ⇡↵`mp�1q0zpmq,where pzpmqq P `2pZ,HSpL2pRdqqq.

Then we can state Theorems 6.3.4 and 6.3.6 for the continuous setup.

Similarly, the results can be developed for ⇤1 of the form ⇤1 “ �1 ˆ �2 ˆ t0u and ⇤0 “
tp0, 0q ˆ mZu, where �1, �2 are additive subgroups of Rd and m P N.

6.3.1. Super dual frame pair

Now, we will discuss the properties of dual frame for super-frames in orthogonal direct

sum of Hilbert spaces, introduced by Han and Larson [43] and Balan [11]. This concept

has been carried out by many authors in the context of translation-invariant system and

Gabor systems including Lie and Lian [58], and Lopez and Han [59] in the super Hilbert

spaces. We will address it for Lie group. By a super Hilbert space L2pGq ‘ ¨ ¨ ¨ ‘ L2pGq
(N-copies) or ‘NL2pGq (see (5.3.2)), we mean it is a collection of functions of the form

t‘N
n“1f

pnq :“ pf p1q, f p2q, . . . , f pNqq : f pnq P L2pGq, 1 § n § Nu with the inner product
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x‘N
n“1f

pnq,‘N
n“1g

pnqy “ ∞N
n“1xf pnq, gpnqy. Indeed, ‘NL2pGq is nothing but the Hilbert space

L2pG ˆ ZNq, where ZN is an abelian group with modulo N. For each � P ⇤, define the

translation operator L� :“ ‘NL� which acts on an element ‘N
n“1f

pnq by L�p‘N
n“1f

pnqq “
‘N

n“1L�f
pnq.

The following results characterize the (super) dual frame in the super Hilbert space

‘NL2pGq. Recalling that, two Bessel families X “ tfkukPI and Y “ tgkukPI in H, are said

to be orthogonal if
∞

kPIxf, gkyfk “ 0 for all f P H.

We will characterize two orthogonal Bessel pair using range function:

Theorem 6.3.8. Let A “ t'k : k P Iu and A
1 “ t k : k P Iu be two sequences

of functions in L2pGq such that the ⇤-translation generated systems E⇤pA q and E⇤pA 1q
are Bessel and they form an orthogonal pair if and only if for a.e. ↵ P T

r, the system

FA
1p↵q “ tFL�1 p↵q :  P A

1,�1 P ⇤1u and FA p↵q “ tFL�1'p↵q : ' P A ,�1 P ⇤1u
are orthogonal Bessel pair in `2pZr,HSpL2pRdqqq.

Proof. Let E⇤pA q and E⇤pA 1q are orthogonal, i.e., for f, g P L2pGq, first assume

ÿ

kPI

ª

⇤

xf, L� ky xL�'k, gy d� “ 0,

which is equivalent to
∞

kPI
≥
Tr xFfp↵q,F'kp↵qy xF kp↵q,Fgp↵qy d↵ d� “ 0 from Propo-

sition 6.3.3. For a.e. ↵ P T
r, we need to show

∞
kPI xFfp↵q,F'kp↵qy xF kp↵q,Fgp↵qy “

0. For this, let peiqiPZ be an orthonormal basis for `2pZr,HSpL2pRdqqq and PJA p↵q is an

orthogonal projection onto JA p↵q for a.e. ↵ P T
r. Assume on the contrary, there exists

i0 P Z such that hp↵q “ ∞
kPIxPp↵qei0 ,F'kp↵qy xF kp↵q,Fgp↵qy ‰ 0 on a measurable

set D Ñ T
r with µpDq ° 0. The rest part of the proof follows from the similar steps of

Theorem 6.3.4 (i). The converse part follows easily from Proposition 6.3.3.

Theorem 6.3.9. For 1 § n § N, N P N, let t'pnq
k ukPI and t pnq

k ukPI be two collections

of functions in L2pGq such that tL�'pnq
k ukPI,�P⇤ and tL� pnq

k ukPI,�P⇤ are Bessel. Then

tL�p‘N
n“1'

pnq
k qukPI,�P⇤ and tL�p‘N

n“1 
pnq
k qukPI,�P⇤ are (super) dual frames in ‘NL2pGq if

and only if :

(i) For a.e. ↵ P T
r and 1 § n1 ‰ n2 § N,

!
FL�1'

pnq
k p↵q

)

�1P⇤1,kPI
and

!
FL�1 

pnq
k p↵q

)

�1P⇤1,kPI
are orthogonal pair.

(ii) For a.e. ↵ P T
r and 1 § n § N,

!
FL�1'

pnq
k p↵q

)

�1P⇤1,kPI
and tFL�1 kp↵qukPI,�1P⇤1

are dual frames in `2pZr,HSpL2pRdqqq.
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Proof. Assume the systems tL�p‘N
n“1'

pnq
k qukPI,�P⇤ and tL�p‘N

n“1 
pnq
k qukPI,�P⇤ are (super)

dual frames in ‘NL2pGq. For the part (i), let 1 § n1 ‰ n2 § N and h P ‘NL2pGq. Then,
we have Pn1pPn2hq “ 0, where Pn1pPn2hq is equal to

ÿ

kPI

ª

⇤
xPn2h,P

˚
n2
L�p‘N

n“1'
pnq
k qyPn1pL� ‘N

n“1  
pnq
k q d� “

ÿ

kPI

ª

⇤
xPn2h, L�'

pn2q
k yL� pn1q

k d�

Hence, E⇤pt'pn2q
k ukPIq and E⇤pt pn1q

k ukPIq are orthogonal pair. Therefore (i) follows. Then
for each 1 § n § N, (ii) follows by just applying the orthogonal projection Pn on it. Con-

versely, let us assume (i) and (ii) hold. Both tL�p‘N
n“1'

pnq
k qukPI,�P⇤ and tL�p‘N

n“1 
pnq
k qukPI,�P⇤

are Bessel families in ‘NL2pGq, follows by the below calculations for h P L2pGqN and the

Bessel property of tL�'pnq
k ukPI,�P⇤ with Bessel bound Bpnq:

ÿ

kPI

ª

⇤
|xh,L�p‘N

n“1'
pnq
k qy|2d� “

ÿ

kPI

ª

⇤
|x‘N

n“1Pnh,L�p‘N
n“1'

pnq
k qy|2 d�

“
ÿ

kPI

ª

⇤

ˇ̌
ˇ

Nÿ

n“1

xPnh, L�'
pnq
k y

ˇ̌
ˇ
2
d� § C}h}2

Nÿ

n“1

Bpnq

for some constant C ° 0. Similarly for tL� pnq
k ukPI,�P⇤. Then the rest follows by observ-

ing the reproducing formula for h P ‘NL2pGq and writing h “ ‘N
n“1Pnh in the below

calculations:

ÿ

kPI

ª

⇤
xh,L�p‘N

n“1 
pnq
k qyL�p‘N

n“1'
pnq
k q d� “

ÿ

kPI

ª

⇤

Nÿ

n“1

xPnh, L� 
pnq
k yL�p‘N

n“1'
pnq
k q d�

“
ÿ

kPI

ª

⇤

Nÿ

n“1

xPnh, L� 
pnq
k yL�'p1q

k d�‘ ¨ ¨ ¨ ‘
ÿ

kPI

ª

⇤

Nÿ

n“1

xPnh, L� 
pnq
k yL�'pNq

k d�

“ P1h ‘ ¨ ¨ ¨ ‘ PNh “ h,

in view of Theorem 6.3.8.

6.4. Reproducing formulas by the action of discrete translations

In this section, we assume a discrete subset ⇤1 Ñ expRXr`1 . . . expRXn and the

integer lattice ⇤0 “ expZX1 . . . expZXr in G. Our aim is to obtain results related to

reproducing formula of a Bessel family in terms of the bracket map for a ⇤-translation

generated system having biorthogonal property, where ⇤ “ ⇤1⇤0.

116



In the sequel, we use the operator r¨, ¨s : L2pGq ˆ L2pGq Ñ L1pTrq, known as bracket

map, defined as follows for a.e. ↵ P T
r and ', P L2pGq:

r', sp↵q :“ xF'p↵q,F p↵qy`2pZr,HSpL2pRdqqq “
ÿ

mPZr

xF'p↵`mq,F p↵`mqy|Pfp↵`mq|,

to address the results related to the reproducing formulas [12]. Recall, the ⇤-translation

generated system E⇤p'q “ tL�' : � P ⇤u and its associated ⇤-translation invariant space

S⇤p'q “ spanE⇤p'q in L2pGq, where ' P L2pGq. Then, for the reproducing formulas

associated with the system E⇤p'q, we proceed by considering biorthogonal systems gen-

erated by the discrete translations. E⇤p'q and E⇤p q are biorthogonal if x', L� y “ ��,0

for all � P ⇤. We obtain a necessary and su�cient condition for the biorthogonality and

orthogonality of translation generated systems in terms of the bracket map.

Proposition 6.4.1. Let ', P L2pGq be non-zero functions. Then the following hold:

(i) E⇤p'q and E⇤p q are biorthogonal if and only if r', L�1 sp↵q “ ��1,0 for all �1 P
⇤1, a.e. ↵ P T

r.

(ii) The subspace generated by E⇤p'q is orthogonal to E⇤p q if and only if

r', L�1 sp↵q “ 0 for all �1 P ⇤1, a.e. ↵ P ⌦' :“ t↵ P T
r : r','sp↵q ‰ 0u.

In particular, E⇤p'q is an orthogonal system of functions if and only if the orthog-

onality condition

(6.4.1) pO'q : r', L�1'sp↵q “ 0 for all �1 P ⇤1zt0u, a.e. ↵ P ⌦', holds.

The proof of Proposition 6.4.1 can be realized on the same techniques followed in

[7, 12] for the Heisenberg group. In the wake of Proposition 6.4.1, we observe that the

biorthogonality (or orthogonality) of ⇤-translation generated systems is equivalent to the

corresponding biorthogonality (or orthogonality) of ⇤0-translation generated systems.

We first note Proposition 6.4.1 motivates to decompose the principle translation-

invariant space S⇤p'q into the orthogonal direct sum of ⇤1-translates.

Proposition 6.4.2. Let ' P L2pGq be such that it satisfies the orthogonality condition

pO'q mentioned in (6.4.1). For �1 ‰ �1
1 P ⇤1, the subspace generated by E⇤0pL�1'q is

orthogonal to E⇤0pL�1
1
'q and S⇤p'q “ À

�1P⇤1
S⇤0pL�1'q.
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Moreover, f P S⇤p'q if and only if

pFfqp↵qpmq “
ÿ

�1P⇤1

p�1p↵qFL�1'p↵qpmq for a.e. ↵ P T
r, m P Z

r,

where p “ tp�1u�1P⇤1 is a member of the weighted space L2pTr, r','sq. Further, there exist

unique '�1 , �1 in S⇤0pL�1'q such that

f “
ÿ

�1P⇤1

'�1 , g “
ÿ

�1P⇤1

 �1 , and xf, gy “
ÿ

�1P⇤1

x'�1 , �1y for f, g P S⇤p'q.

Proof. At first we will show the condition pO'q is equivalent to

x', L�1�0'y “ ��1,0x', L�0'y for all �1�0 P ⇤1⇤0.

First, assume the condition that is, for all �1 P ⇤1zt0u, r', L�1'sp↵q “ 0 for a.e. ↵ P ⌦' “
t↵ P T

r : r','sp↵q ‰ 0u. If ↵ R ⌦' then r', L�'sp↵q “ 0 for all � P ⇤, as for ', P L2pGq

|r', sp↵q| §
ÿ

jPZr

›››F'p↵qpjqF p↵qpjq
›››
HS

§
˜

ÿ

jPZr

}F'p↵qpjq}2
HS

¸1{2 ˜
ÿ

jPZr

}F p↵qpjq}2
HS

¸1{2

“ pr','sp↵qq1{2pr , sp↵qq1{2,

easily follows from Cauchy-Schwarz’s inequality. Hence the condition pO'q equivalent to

mention for a.e. ↵ P T
r. So for �1 ‰ 0, r', L�1'sp↵q “ 0 a.e. ↵ P T

r. Now calculating

x', L�1�0'y “
ª

Tr

xF'p↵q,FL�1�0'p↵qy d↵ “
ª

Tr

xF'p↵q,FL�1'p↵qye´2⇡ix↵,�0y d↵

“
ª

Tr

r', L�1'sp↵qe´2⇡ix↵,�0y d↵ “ ��1,0

ª

Tr

e´2⇡ix↵,�0y d↵

“ ��1,0

ª

Tr

r','sp↵qe´2⇡ix↵,�0y d↵ “ ��1,0x', L�0'y.

Conversely, assume x', L�1�0'y “ ��1,0x', L�0'y, then x', L� y “
≥
Trr', L�1 se´2⇡ix↵,�0yd↵

and from the uniqueness of Fourier coe�cients, we have r', L�1'sp↵q “ 0 for all ↵ P T
r.

Let 0 ‰ f P S⇤0pL�1'q, 0 ‰ g P S⇤0pL�1
1
'q then f “ ∞

�0P⇤0
c�0L�0pL�1'q and

g “ ∞
�0P⇤0

d�0L�0pL�1
1
'q for some non-zero c�0 and d�0 . Now,

xf, gy “
C

ÿ

�0P⇤0

c�0L�0pL�1'q,
ÿ

�0P⇤0

d�0L�0pL�1
1
'q

G
“

ÿ

�0P⇤0

@
c�0L�0L�1', d�0L�0L�1

1
'

D

“
ÿ

�0P⇤0

A
c�0', d�0L�´1

1 �1
1
'

E
“

ÿ

�0P⇤0

c�0d
´1
�0

x', L�1´1�1
1
'y

“
ÿ

�0P⇤0

c�0d
´1
�0

x', L⌘1'y “ ��´1
1 �1

1,0

ÿ

�0P⇤0

c�0d
´1
�0

“ 0 passume ⌘1 “ �´1
1 �1

1q.
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Hence f K g, i.e., S⇤0pL�1'q K S⇤0pL�1
1
'q.

Let f P S⇤p'q, then f “ ∞
�P⇤ c�L�' “ ∞

�1�0P⇤1⇤0
c�1�0L�1�0' “ ∞

�1�0P⇤1⇤0
c�1�0L�1L�0' “

∞
�1P⇤1

d�1L�1pL�0'q where d�1 “ c�1�0 , which implies that f P S⇤0pL�1'q.
The next part follows easily.

We now provide a characterization of Bessel family under the orthogonality condition.

Recall, the sequence E⇤p'q is called Bessel in S⇤p'q if∞�P⇤ |xf, L�'y|2 § B}f}2 for all f P
S⇤p'q.

Proposition 6.4.3. Let ' P L2pGq be such that it satisfies the orthogonality condition

pO'q mentioned in (6.4.1). Then E⇤p'q is Bessel sequence in S⇤p'q. Also, E⇤p'q is a

Bessel sequence in S⇤p'q is equivalent to E⇤0p'q is a Bessel sequence in S⇤0p'q.

Proof. The Bessel condition of E⇤p'q is followed from the Parseval equality of the or-

thonormal system E⇤p'q. To show the equivalence, let E⇤0p'q be a Bessel sequence

in S⇤0p'q with bound B. For f P S⇤p'q, there exists '�1 in S⇤0pL�1'q such that

f “ ∞
�1P⇤1

'�1 , and hence by using Proposition 6.4.2, we obtain

ÿ

�P⇤
|xf, L�'y|2 “

ÿ

⌘1P⇤1

ÿ

⌘0P⇤0

|x
ÿ

�1P⇤1

'�1 , L⌘1L⌘0'y|2 “
ÿ

⌘1P⇤1

ÿ

⌘0P⇤0

|xL⌘1´1'⌘1 , L⌘0'y|2

§ B
ÿ

⌘1P⇤1

}L⌘1´1'⌘1}2 “ B
ÿ

⌘1P⇤1

}'⌘1}2 “ B}f}2,

since L⌘´1
1
'⌘1 P S⇤0p'q and L⌘1´1 is an isometry. Hence E⇤p'q is also Bessel sequence in

S⇤p'q.
Conversely, assume E⇤p'q is a Bessel sequence in S⇤p'q. Using Proposition 6.4.2, we

have x', L�1L�0'y “ 0 for �1 ‰ 0 as ' P S⇤0p'q, and hence the result follows by noting

ÿ

�0P⇤0

|x', L�0'y|2 “
ÿ

�1P⇤1

ÿ

�0P⇤0

|x', L�1L�0'y|2 § B}'}2.

Next, we observe that the orthogonality condition (6.4.1) transfers the nature of the

reproducing formula of ⇤-translation generated systems to the ⇤0-translation generated

systems.
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Proposition 6.4.4. Let ', P L2pGq be two functions such that ' and  satisfy the

orthogonality conditions pO'q and pO q mentioned in (6.4.1), respectively, then the fol-

lowing are equivalent:

(i) xf, gy “ ∞
�P⇤xf, L� y xL�', gy for all f, g P S⇤p'q.

(ii) xf, gy “ ∞
�0P⇤0

xf, L�0 y xL�0', gy for all f, g P S⇤0p'q.

Proof. First we note that the summations used in (i) and (ii) are well defined in view of

Proposition 6.4.3, since E⇤p'q and E⇤p q are Bessel, and ' and  satisfy the orthogonality

conditions pO'q and pO q, respectively.
Now assume (ii) holds. By choosing '�1 , �1 P S⇤0pL�1'q such that f “ ∞

�1P⇤1
'�1 , g “

∞
�1P⇤1

 �1 and using Proposition (6.4.2), we have

ÿ

�P⇤
xf, L� y xL�', gy “

ÿ

⌘1P⇤1

ÿ

⌘0P⇤0

C
ÿ

�1P⇤1

'�1 , L⌘1L⌘0 

G C
L⌘1L⌘0',

ÿ

�1P⇤1

 �1

G

“
ÿ

�1P⇤1

ÿ

⌘0P⇤0

A
L�´1

1
'�1 , L⌘0 

E A
L⌘0', L�´1

1
 �1

E
.

Since L�´1
1
'�1 , L�´1

1
 �1 P S⇤0p'q, we obtain the following in view of the assumption (ii):

ÿ

�P⇤
xf, L� y xL�', gy “

ÿ

�1P⇤1

A
L�´1

1
'�1 , L�´1

1
 �1

E
“

ÿ

�1P⇤1

x'�1 , �1y “ xf, gy.

Thus, (i) holds. Conversely, assume (i) holds. For f, g P S⇤0p'q, we have xf, L�1L�0'y “ 0

and xg, L�1L�0'y “ 0 for all �1 ‰ 0 P ⇤1, by Proposition 6.4.2. Then the result follows

immediately.

Now we state our main result for a ⇤-translation generated system in L2pGq to form

reproducing formula. Unlike the case of the Euclidean setup, we observe that a necessary

condition is involved related to the orthogonality of ⇤-translation generated system of

functions.

Theorem 6.4.5. Let ', P L2pGq be two functions such that they satisfy the orthogonality

conditions pO'q and pO q mentioned in (6.4.1). If E⇤p q is biorthogonal to E⇤p'q, the
following reproducing formula holds true:

f “
ÿ

�P⇤
xf, L� yL�' for all f P S⇤p'q.
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Proof. Since E⇤p'q and E⇤p q are biorthogonal, we have x', L�0 y “ ��0,0 for �0 P ⇤0,

and hence for f P span E⇤0p'q, we write f “ ∞
�0P⇤1

0
xf, L�0 yL�0' for some finite subset

⇤1
0 of ⇤0. Since the function f fiÑ ∞

�0P⇤0
xf, L�0 yL�0' is continuous, the expansion of f

holds for all f P S⇤0p'q. Thus the result follows by Proposition 6.4.4.

Next, we discuss reproducing formula for a ⇤-translation generated system and find

an easily verifiable condition to satisfy the reproducing formula.

Theorem 6.4.6. Let ', P L2pGq be such that ' and  satisfy the orthogonality condi-

tions pO'q and pO q mentioned in (6.4.1), respectively, then the following are equivalent:

(i) f “ ∞
�P⇤xf, L� yL�' for all f P S⇤p'q.

(ii) r', sp↵q “ 1 a.e. ↵ P ⌦'.

Proof. Let us assume (i). Equivalently, f “ ∞
�0P⇤0

xf, L�0 yL�0' for all f P S⇤0p'q by

Proposition 6.4.4. Applying the map F on the both sides for a.e. ↵ P T
r and using the

relation pFL�0'qp↵q “ e´2⇡ix↵,�0y
F'p↵q, we have

F

˜
ÿ

�0P⇤0

xf, L�0 yL�0'
¸

p↵q “
ÿ

�0P⇤0

xf, L�0 ypFL�0'qp↵q “ pF'qp↵q
ÿ

�0P⇤0

xf, L�0 ye´2⇡ix↵,�0y

“ pF'qp↵q
ÿ

�0P⇤0

ª

Tr
xFfp↵q,FL�0 p↵qy d↵ e´2⇡ix↵,�0y

“ pF'qp↵q
ÿ

�0P�0

ª

Tr
e2⇡ix↵,�0yrf, sp↵q d↵ e´2⇡ix↵,�0y

“ rf, sp↵q pF'qp↵q for a.e. ↵ P T
r,

and hence we get Ffp↵q “ F
`∞

�0P⇤0
xf, L�0 yL�0'

˘
p↵q “ pF'qp↵qrf, sp↵q for all

f P S⇤0p'q. By choosing f “ ', we have pF'qp↵q p1 ´ r', sp↵qq “ 0 for a.e. ↵ P T
r.

Therefore, we get r', sp↵q “ 1 for a.e. ↵ P ⌦'.

Conversely, assume (ii), i.e., r', sp↵q “ 1 a.e. ↵ P ⌦'. Then it is enough to show

f “ ∞
�0P⇤0

xf, L�0 yL�0' for all f P S⇤0p'q in view of the Proposition 6.4.4. Since the

function f fiÑ ∞
�0P⇤0

xf, L�0 yL�0' from S⇤0p'q to L2pGq is continuous, it su�ces to show

the result for f “ L⌘', ⌘ P ⇤0. Therefore the result follows in view of the calculations

F

˜
ÿ

�P⇤
xL⌘', L� yL�'

¸
p↵q “ pF'qp↵qrpL⌘'q, sp↵q “ e2⇡ix↵,⌘ypF'qp↵qr', sp↵q

“ F pL⌘'qp↵qr', sp↵q “ F pL⌘'qp↵q.
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6.5. Gabor system and Heisenberg group

We now discuss a reproducing formula for the Heisenberg group H
d associated with

the orthonormal Gabor systems of L2pRdq using Theorem 6.4.6. For y P R
˚, we define

functions vy and wy from [12], such that vypxq “ |y|d{2vpyxq and wypxq “ |y|d{2wpyxq,
x P R

d, where v, w P L2pRdq with }v} “ 1, }w} “ 1. Corresponding to vy and wy, we

consider the rank one projection operators Py and Qy defined as follows:

Py “ vy b vy :L
2pRdq Ñ L2pRdq by

f Ñ xf, vyyvy,
and Qy “ wy b wy :L

2pRdq Ñ L2pRdq by

f Ñ xf, wyywy.

Next, for all t P p0, 1q we define

Htpyq “

$
’&

’%

Py for y P pt, 1s,

0, otherwise,
and Gtpyq “

$
’&

’%

Qy for y P pt, 1s,

0, otherwise.

Then Ht,Gt P L2pR˚,HSpL2pRdqq|�|dd�q since

}Htpyq}HS “

$
’&

’%

1 for y P pt, 1s,

0, otherwise,
“ }Gtpyq}HS,

and hence for each t P p0, 1q, 't, t P L2pHdq, where 't “ F´1
Ht and  t “ F´1

Gt.

Theorem 6.5.1. Let A,B P GLpd,Rq such that ABt P Z. For 0 † ↵ § 1, let the Gabor

systems

t⇡↵pm,nqv↵ : pm,nq P AZd ˆ BZ
du, and t⇡↵pm,nqw↵ : pm,nq P AZd ˆ BZ

du

be orthonormal in L2pRdq. Then for each 0 † t † ↵ § 1, the systems E⇤p'tq and E⇤p tq
satisfy the reproducing formula

f “
ÿ

�P⇤
xf, L� tyL�'t for all f P S⇤p'tq if and only if |xv↵, w↵yL2pRdq| “ 1

↵d{2 ,

where ⇤ “ AZd ˆ BZ
d ˆ Z.
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Proof. Observe that for each 0 † ↵ § 1, 0 † t † ↵ § 1 and �1 P ⇤1 “ AZd ˆ BZ
d, we

have

rL�1't,'tsp↵q “
ÿ

mPZ
xFL�1'tp↵ ` mq,F'tp↵ ` mqyHS|↵ ` m|d

“
ÿ

mPZ
x⇡↵`mp�1qHtp↵ ` mq,Htp↵ ` mqyHS|↵ ` m|d

“ x⇡↵p�1qHtp↵q,Htp↵qyHS|↵|d “ x⇡↵p�1qv↵, v↵yL2pRdq|↵|d

since ⇡↵p�1qP↵ “ p⇡↵p�1qP↵v↵q b v↵ and

x⇡↵p�1qHtp↵q,Htp↵qyHS “
ª

Rd

ª

Rd

v↵psqp⇡↵p�1qv↵pwqqv↵pwqv↵psq ds dw “ x⇡↵p�1qv↵, v↵yL2pRdq.

Similarly, we can calculate rL�1 t, tsp↵q “ x⇡↵p�1qw↵, w↵yL2pRdq|↵|d. Therefore for each

0 † t † ↵ § 1, the functions 't and  t satisfy orthogonality conditions pO'tq and pO tq
(mentioned in (6.4.1)) due to the orthonormal Gabor systems t⇡↵p�1qv↵ : �1 P ⇤1u and

t⇡↵p�1qw↵ : �1 P ⇤1u.
Further, observe that E⇤p'tq is Bessel since r't,'tsp↵q is bounded above follows by

noting

r't,'tsp↵q “
ÿ

mPZ
}F'tp↵ ` mq}2

HS|↵ ` m|d

“
ÿ

mPZ
}Htp↵ ` mq}2

HS|↵ ` m|d

“ }Htp↵q}2|↵|d

“

$
’&

’%

↵d, t † ↵ § 1,

0, otherwise.

In a similar way, we can obtain E⇤p tq to be a Bessel system. Next we calculate r't, tsp↵q
as follows:

r't, tsp↵q “
ÿ

mPZ
xF'tp↵ ` mq,F tp↵ ` mqy|↵ ` m|d “

ÿ

mPZ
xHtp↵ ` mq,Gtp↵ ` mqy|↵ ` m|d

“ xHtp↵q,Gtp↵qyHS|↵|d “ |↵|d
ª

Rd

ª

Rd

v↵psqv↵puqw↵puqw↵psq ds du

“ |xv↵, w↵y|2|↵|d.

Hence the result follows from Theorem 6.4.6 provided r't, tsp↵q “ 1 for 0 † ↵ § 1 and

0 † t † ↵ § 1.
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The properties of the TI spaces are very important in establishing the characteristics

of dual frames but the researchers are also interested in looking for extra-invariant spaces.

Next, we aim to characterize all ⇤1⇤0-invariant space W to become ⇤1⇥-invariant, where

⇥ is a closed subgroup of Z and ⇤0 Ä ⇥. This is known as the extra-invariance of a

translation-invariant space W. In the context of a connected, simply connected nilpotent

Lie group, whose representations are square-integrable modulo the center, we find char-

acterization results of extra-invariant spaces under the left translations associated with

the range functions [67]. Consequently, the theory is valid for the Heisenberg group H
d,

a 2-step nilpotent Lie group.

6.6. Extra invariances on Lie group

Translation-invariant spaces have enormous applications in sampling, approximation,

wavelets, etc. Bownik in [16] characterized all Zd-invariant subspaces in L2pRdq followed

by the works of Ron and Shen in [61]. For the locally compact abelian group setup, the

theory of TI spaces were studied in [20, 22, 38]. Moving towards the non-abelian group

setup, Currey et al. in [29] provided a characterization of all ⇤1⇤0-invariant spaces using

the range function for the SI{Z nilpotent Lie group.

Next we define an invariance set in the center Z of the SI{Z nilpotent Lie group G.

Definition 6.6.1. For a given ⇤1⇤0-invariant subspace W, an invariance set ⇥ is defined

by

⇥ “ t�0 P Z : L�1�0f P W for all �1 P ⇤1 and f P W u.(6.6.1)

The set ⇥ is a closed subgroup of Z containing ⇤0. For this, let us consider a net

p�0,↵q in ⇥ such that lim↵ �0,↵ “ �0, say. Then we have lim↵ }L�1�0,↵f ´ L�1�0,↵f} “ 0

for f P W and each �1 P ⇤1, and hence �0 P ⇥ since W is a closed subspace. Therefore,

⇥ is a closed set. Since ⇥ is a semigroup of Z and the image of quotient map from Z

to Z{⇤0 on ⇥ is closed in Z{⇤0 and hence compact, therefore, the group property of ⇥

follows from the fact that a compact semigroup of Z{⇤0 is a group.

The main aim is to characterize all ⇤1⇤0-invariant spacesW to become ⇤1⇥-invariant,

where ⇥ is a closed subgroup of Z and ⇤0 Ä ⇥. This is known as the extra-invariance of a
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translation-invariant spaceW. The current study of extra-invariance encompasses the non-

abelian setup for a nilpotent Lie group which is considered a high degree of non-abelian

structure. Consequently, the theory is valid for the d-dimensional Heisenberg group H
d,

a 2-step nilpotent Lie group. Shift-invariant spaces that are 1
nZ-invariant in L2pRq were

completely characterized by Aldroubi et al. in [2] for the one-dimensional Euclidean case,

and Anastasio et al. in [5, 6] for higher dimensions and locally compact abelian groups.

In this chain of researches we continue with various necessary and su�cient conditions

under which a ⇤1⇤0-invariant space becomes ⇤1⇥-invariant in the context of nilpotent

Lie group G whose representations are SI{Z type. The characterization results below

are based on the Plancherel transform. Unlike the Euclidean and LCA group setup, the

Plancherel transform of a function is operator-valued so that the techniques used in the

Euclidean and LCA groups is restrained. We now state the main result.

Theorem 6.6.2. Let ⇤0 be a uniform lattice in the center Z of G and ⇤1 be a discrete

set lying outside the center Z containing the identity element e such that J and ⌃ are

the Borel sections of ⇤0
K{⇥K and pZ{⇤0

K, respectively, where ⇥ is a closed subgroup of Z

containing ⇤0. If W is a ⇤1⇤0-invariant subspace of L2pGq, then it is ⇤1⇥-invariant if

and only if for each j P J , W contains V ⇥
j , where

V ⇥
j “ tf P L2pGq : pf “ �H

⇥
j

pg with g P W u, and H⇥
j :“ ⌃ ` j ` ⇥K.

In this case, the space W can be decomposed as the orthogonal direct sum of V ⇥
j ’s, i.e.,

W “
à

jPJ
V ⇥
j .

6.6.1. Proof of the main result

Recall the ⇤1⇤0-invariant subspace W from Definition 6.2.1, ⇤1⇤0-invariant space

S⇤1⇤0pA q from (1.3.1) generated by A and invariance set ⇥ from (6.6.1). Firstly, we

concentrate for the properties of ⇥. We observe the tilling property of ⌃ with respect to

⇥K in the following result.

Proposition 6.6.3. For any section J of ⇤K
0 {⇥K, the set ⇥K ` J is a tiling partner

(Definition 6.1.1) of ⌃ for pZ. That means, the collection tH⇥
j ujPJ is tiling of pZ, where

H⇥
j :“ ⌃ ` j ` ⇥K.(6.6.2)
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Proof. The set ⌃ is a tiling set of pZ, means, the collection t⌃ ` �˚ : �˚ P ⇤K
0 u is a

measurable partition of pZ. Since zZ{⇤0 – ⇤K
0 and Z{⇤0 is compact, therefore ⇤K

0 is discrete

and countable, and hence ⇥K is also discrete and countable follows from ⇥K Ä ⇤K
0 . Hence

the collection t⇥K `j : j P J u is a tiling of ⇤K
0 by considering a Borel section J of ⇤K

0 {⇥K.

Thus the result follows by employing the fact ⇤K
0 is tiling partner of ⌃ for pZ and J is a

tiling partner of ⇥K for ⇤K
0 .

Example 6.6.4. For the Heisenberg group H
d, the uniform lattice ⇤0 in the center R is

the set of all integers Z. Since the only proper closed additive subgroups of R containing Z

are 1
NZ for some natural number N, we consider the extra-invariance set ⇥ “ 1

NZ. Then

the annihilators of ⇤0 and ⇥ are ⇤K
0 “ Z and ⇥K “ NZ, respectively. Note that the set

R can be tiled by a Borel section ⌃ “ r0, 1q with the tiling partner ⇤K
0 “ Z. By assuming

the Borel section ZN :“ t0, 1, . . . , N ´ 1u of ⇤K
0 {⇥K “ Z{NZ, the set nZ ` ZN is a tiling

partner of r0, 1q for R, that means, the collection tH
1
N Z

n uN´1
n“0 is tiling of R, where

H
1
N Z

n “ r0, 1q ` n ` NZ “
§

kPZ
rn, n ` 1q ` Nk.

For the case of Heisenberg group H
d, we consider the set ⇤1 “ AZd ˆ BZ

d from outside

of the center of Hd, where A,B P GLpd,Rq such that ABt P Z.

Employing the Proposition 6.2.2, we characterize a member of S⇤1⇤0p'q with the help

of Plancherel transform.

Proposition 6.6.5. For f P S⇤1⇤0p'q, the Plancherel transform of f is given by

Ffp!q “
ÿ

�1P⇤1

��1p!qFpL�1'qp!q a.e. ! P z˚,(6.6.3)

where ��1 is a ⇤0
K–periodic function. Conversely if ��1 is an ⇤0

K-periodic function such

that

ÿ

�1P⇤1

��1p¨qFpL�1'qp¨q P L2pz˚;HSpL2pRdqq,

then the function f defined by (6.6.3) is a member of S⇤1⇤0p'q.
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Proof. Applying the Plancherel transform followed by periodization F on a function

f P S⇤1⇤0p'q, we get

Ffp�q “ F pPfqp�q “ P p�qFfp�q

“
ÿ

�1P⇤1

xFfp�q,F pL�1'qp�qy
}F pL�1'qp�q}2 F pL�1'qp�q a.e. � P ⌃,(6.6.4)

in view of Proposition 6.2.2 and commutativity of P and F , where P and P p�q are

orthogonal projections on S⇤1⇤0p'q and Jp�q, respectively. The above expression (6.6.4)

can be written as Ffp�q “ ∞
�1P⇤1

��p�qFL�1'p�q for a.e. � P ⌃, where the ⇤K
0 –periodic

function ��1 is defined by

��1p�q “

$
’’’’&

’’’’%

xFfp�q,F pL�1
'qp�qy

}F pL�1
'qp�q}2 “ ∞

�˚P⇤K
0

xFfp�qp�˚q,F pL�1
'qp�qp�˚qy

}F pL�1
'qp�q}2 , � P ⌃'p�q “

t� P ⌃ : }F pL�1'qp�q}2 ‰ 0u ,

0, otherwise.

The function ��1 can be extended periodically on pZ since ⇤K
0 is a tiling partner of ⌃ for pZ.

Also observe that for any w P pZ, there exists unique � P ⌃,�˚ P ⇤K
0 such that w “ �`�˚,

and hence from (6.6.4), we obtain

Ffpwq|Pfp!q| “ Ffp� ` �˚q|Pfp� ` �˚q| “ Ffp�qp�˚q “
ÿ

�1P⇤1

��1p�qF pL�1'qp�qp�˚q

“
ÿ

�1P⇤1

��1p� ` �˚qFpL�1'qp�qp�˚q|Pfp� ` �˚q|

“
ÿ

�1P⇤1

��1pwqFpL�1'qpwq|Pfp!q|.

The converse part follows from the above calculations by writingFfp¨q “ ∞
�1P⇤1

��1p¨qFpL�1'qp¨q
in the form Ffp�q “ ∞

�1P⇤1
��1p�qF pL�1'qp�q, and noting Ffp�q P Jp�q gives f P

S⇤1⇤0p'q from Proposition 6.2.2.

In the present section, our first goal is to prove Theorem 6.6.2 which characterizes invariant

subspaces of L2pGq with the action of ⇥ in the center Z containing the uniform lattice

⇤0. The following lemma plays a crucial role to establish the Theorem 6.6.2.

Lemma 6.6.6. Let W be a ⇤1⇤0-invariant subspace of L2pGq and let J be a Borel section

of ⇤K
0 {⇥K. For each j P J , consider the space V ⇥

j given by

V ⇥
j “ tf P L2pGq : pf “ �H

⇥
j

pg for some g P W u,(6.6.5)
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where H⇥
j is defined in (6.6.2). If V ⇥

j Ä W, it is a ⇤1⇥-invariant (and hence ⇤1⇤0-

invariant) subspace of L2pGq.

Proof. For j P J , let us consider the space V ⇥
j “ tf P L2pGq : pf “ �H

⇥
j

pg for some g P W u,
where H⇥

j “ ⌃`j`⇥K. To prove it as a ⇤1⇥-invariant subspace of L2pGq, we first assume

a sequence p'kq in V ⇥
j converging to ' P L2pGq. Then ' P W since V ⇥

j Ä W and W is

closed, and hence ' P V ⇥
j . This follows by writing p' “ �H

⇥
j

p' since }'k ´ '} Ñ 0 implies

p'�pH⇥
j qc “ 0 from

}'k ´ '}2 • }pp'k ´ p'q�pH⇥
j qc}2 • }p'�pH⇥

j qc}2, where c denotes complement of the set.

Therefore, V ⇥
j is closed. Further we observe that if f P V ⇥

j , then pf “ �H
⇥
j

pg for

some g P W, and hence for ✓ P ⇥ and �1 P ⇤1, we can write e2⇡ix!,✓yFpL�1fqp!q “
�H

⇥
j

p!qe2⇡ix!,✓yFpL�1gqp!q for ! P z˚ since FpL�1gqp!q “ ⇡!p�1qpgp!q. For the ⇤1⇥-

invariant it su�ces to show e2⇡ix!,✓yFpL�1gqp!q P FpW q that gives e2⇡ix!,✓yFpL�1fqp!q P
FpV ⇥

j q. Observe that e2⇡ix!,✓yFpL�1gqp!q P FpS⇤1⇤0pgqq Ä FpW q due to the converse part
of Proposition 6.6.5, provided t✓p!q :“ e2⇡ix!,✓y a. e. ! P H⇥

j , is a ⇤K
0 -periodic function.

Since e2⇡ix¨,✓y is ⇥K-periodic we have e2⇡ix�`j,✓y “ e2⇡ix�`j`✓˚,✓y for a.e � P ⌃, j P J , and

for every ✓˚ P ⇥K, and then for each �˚ P ⇤K
0 we define t✓p� ` �˚q “ e2⇡ix�`j,✓y a.e. � P ⌃.

Thus the function t✓ is ⇤K
0 -periodic on ⌃, can be extended to z˚ since ⇤K

0 is tiling partner

of ⌃ for z˚ – pZ.

Proof of Theorem 6.6.2. For each j P J , if V ⇥
j Ä W, the space V ⇥

j is ⇤1⇥-invariant

from Lemma 6.6.6, and hence the space
À

jPJ V ⇥
j Ä W is so. Since tH⇥

j ujPJ is a tiling

of pZ – z˚, therefore any element f P W can be written as pfp!q “ ∞
jPJ pgjp!q a.e.

! P z˚, where pgj “ pf�H
⇥
j
. By the definition of V ⇥

j , gj P V ⇥
j for every j P J and hence

f P À
jPJ V ⇥

j . Therefore, W is ⇤1⇥-invariant.

Conversely, let us assume that the ⇤1⇤0-invariant space W is ⇤1⇥-invariant. For V ⇥
j Ä

W, we choose f P V ⇥
j . Then, we have pf “ �H

⇥
j

pg for some g P W. Employing the

Plancherel transform followed by periodization (Proposition 6.1.2) F
⇥ from L2pGq to

L2pD, `2p⇥K,HSpL2pRdqqq given by

F
⇥fp�qp✓˚q “ Ffp� ` ✓˚q|Pfp� ` ✓˚q|1{2, f P L2pGq, ✓˚ P ⇥K and a.e. � P D,
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where D is the Borel section of pZ{⇥K, we obtain

F
⇥fp�qp✓˚q “ �H

⇥
j

p�qF⇥gp�qp✓˚q,

since �H
⇥
j
is ⇥K-periodic due to the definition of H⇥

j in (6.6.2). Then for a.e. � P D,

we have F
⇥pLegqp�q P J⇥p�q, where J⇥p�q “ spantF⇥pL�1gqp�q : �1 P ⇤1u, and hence

F
⇥fp�q P J⇥p�q for a.e. � P D. Thus f P S⇤1⇥pgq Ä W due to Proposition 6.2.2.

As a consequence, we find the below characterization result for S⇤1⇤0pA q to become

⇤1⇥-invariant using the associated range function.

Theorem 6.6.7. In addition to the hypotheses of Theorem 6.6.2, let A be a sequence

of functions in L2pGq. Then S⇤1⇤0pA q is a ⇤1⇥-invariant if and only if the Plancherel

transform followed by periodization F satisfies

F pL�1'jqp�q P Jp�q a.e. � P ⌃, for all j P J and �1 P ⇤1,

where the associated range function Jp�q “ spantF pL�1'qp�q : ' P A ,�1 P ⇤1u, and
p'j “ p'�H

⇥
j
.

Proof. For j P J assume V ⇥
j “ tf P L2pGq : pf “ �H

⇥
j

pg for some g P W u, and Wj “ tf P
L2pGq : suppp pfq Ä H⇥

j u, where H⇥
j “ ⌃ ` j ` ⇥K. Let Pj be the orthogonal projection on

Wj. Then

PjpS⇤1⇤0pA qq “ tf j : pf j “ pf�H
⇥
j
, f P S⇤1⇤0pA qu “ V ⇥

j ,

whose associated range function is JV ⇥
j

p�q “ spantF pL�1'jqp�q : ' P A ,�1 P ⇤1, p'j “
p'�H

⇥
j

u for a.e. � P ⌃. Therefore from Theorem 6.6.2, S⇤1⇤0pA q is a ⇤1⇥-invariant if and

only if V ⇥
j Ä S⇤1⇤0pA q for each j P J . Further it is equivalent to JV ⇥

j
p�q Ä Jp�q for a.e.

� P ⌃, for all j P J , where Jp�q is the range function associated with S⇤1⇤0pA q [ see

Proposition 6.2.2 and [20]]. Thus the result follows.

We further characterize this extra invariance using the dimension function. Given any

⇤1⇤0-invariant subspace W of L2pGq, we define the dimension function as

dimW : ⌃ Ñ N0

§
t8u by dimW p�q :“ dimpJW p�qq for a.e. � P ⌃,

where JW p�q is the range function associated with W.
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Theorem 6.6.8. Under the standing hypotheses of Theorem 6.6.2, the ⇤1⇤0-invariant

space W is ⇤1⇥-invariant if and only if the dimension function satisfies the following

relation

dimW p�q “
ÿ

jPJ
dimV ⇥

j
p�q a.e. � P ⌃.

Proof. From Theorem 6.6.2, we have W “
à

jPJ
V ⇥
j if W is ⇤1⇥-invariant. Then for

a.e. � P ⌃, the range function satisfies JW p�q “ À
jPJ JV ⇥

j
p�q, follows by observing

the orthogonality of JV ⇥
j

p�q and JV ⇥
j1 p�q for j ‰ j1, since tH⇥

j ujPJ is a tiling of pZ – z˚.

Hence dimW p�q “ ∞
jPJ dimV ⇥

j
p�q a.e. � P ⌃.

For the converse part, first observe that the ⇤1⇤0-invariant space W is contained

in
À

jPJ V ⇥
j . This follows by writing f P W as pfp!q “ ∞

jPJ pgjp!q a.e. ! P z˚, where

pgj “ pf�H
⇥
j
since tH⇥

j ujPJ is a tiling of pZ – z˚. Then the range function satisfies JW p�q Ä
À

jPJ JV ⇥
j

p�q, and hence we have JW p�q “ À
jPJ JV ⇥

j
p�q for a.e. � P ⌃ due to the

condition dimW p�q “ ∞
jPJ dimV ⇥

j
p�q a.e. � P ⌃. Therefore we get JV ⇥

j
p�q Ä JW p�q

for each j P J , i.e, V ⇥
j Ä W for all j. Thus W is ⇤1⇥-invariant follows from Theorem

6.6.2.

The following result can be established easily for the d-dimensional Heisenberg group

H
d, a 2-step nilpotent Lie group, using Theorems 6.6.2, 6.6.7 and 6.6.8. In this case, the

uniform lattice is ⇤0 “ Z, ⇤1 is a discrete set of the form AZd ˆ BZ
d, and the extra

invariance set ⇥ is of the form 1
NZ where A,B P GLpd,Rq with ABt P Z, and N P N.

Theorem 6.6.9. Let A,B P GLpd,Rq such that ABt P Z and let N P N. If W is an

AZd ˆBZ
d ˆZ-invariant subspace of L2pHdq, then it is AZd ˆBZ

d ˆ 1
NZ-invariant if and

only if for each n P ZN :“ t0, 1, 2, . . . , N ´ 1u, W contains V
1
N Z

n , where

V
1
N Z

n “ tf P L2pGq : pf “ �
H

1
N Z
n

pg with g P W u, and H
1
N Z

n “ rn, n ` 1q ` NZ.(6.6.6)

In this case, the space W “
à

nPZN

V
1
N Z

n , and dimW p⇠q “ ∞
nPZN

dim
V

1
N Z

n

p⇠q a.e. ⇠ P r0, 1q.

As an application of the above results, the following consequence provides an estimate

to measure the support of the Plancherel transform of a generator of S⇤1⇤0pA q.
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Theorem 6.6.10. In addition to the hypotheses of Theorem 6.6.2, let A “ t'iuni“1 Ä
L2pGq and ⇤1 be a finite set having cardinality k, i.e., |⇤1| “ k. If S⇤1⇤0pA q is ⇤1⇥-

invariant, then the following inequality holds:

µpt� P D : p'ip�q ‰ 0uq §
nkÿ

m“0

m µp⌃mq § nk for all i P t1, 2, . . . , nu,(6.6.7)

where D is the Borel section of pZ{⇥K, ⌃m “ t� P ⌃ : dimW p�q “ mu and 0 is in the

sense of the zero operator.

Proof. For ✓˚ P ⇥K and ' P A , we first estimate the measure of following set:

µptp�, jq P ⌃ ˆ J : p'p� ` j ` ✓˚q ‰ 0uq

“ µ ptp�, jq P ⌃ ˆ J : ⇡̃�`j`✓˚p�1qp'p� ` j ` ✓˚q ‰ 0uq for any �1 P ⇤1

“ µ ptp�, jq P ⌃ ˆ J : FpL�1'qp� ` j ` ✓˚q ‰ 0uq

“
ª

⌃

ˇ̌
SJ

�

ˇ̌
d�,

where the set SJ

� :“ tj P J : FpL�1'qp� ` j ` ✓˚q ‰ 0u and |SJ

� | denotes the cardinality

of SJ

� . For a.e. � P ⌃, the set SJ

� is contained in the set tj P J : dimV ⇥
j

p�q ‰ 0u since

dimV ⇥
j

p�q “ dim JV ⇥
j

p�q, where JV ⇥
j

p�q “ spantF pL�1'jqp�q : ' P A ,�1 P ⇤1, p'j “
p'�H

⇥
j

u. Then, we have

|SJ

� | § |tj P J : dimV ⇥
j

p�q ‰ 0u| §
ÿ

jPJ
dimV ⇥

j
p�q “ dimW p�q a. e. � P ⌃.

Since the set t⌃ ` j ` ✓˚ujPJ ,✓˚P⇥K is a tiling set for pZ, therefore for a fixed � P ⌃ and

j P J there is a unique ✓˚
�,j P ⇥K such that � ` j ` ✓˚

�,j P D, and hence we have

µ pt� P D : p'p�q ‰ 0uq “
ÿ

jPJ
µ

` 
� P ⌃ : p'p� ` j ` ✓˚

�,jq ‰ 0
(˘

“ µ
` 

p�, jq P ⌃ ˆ J : p'p� ` j ` ✓˚
�,jq ‰ 0

(˘

“
ª

⌃

ˇ̌
SJ

�

ˇ̌
d�

§
ª

⌃

ÿ

jPJ
dimV ⇥

j
p�q d� “

ª

⌃
dimW p�q d�

“
nkÿ

m“0

m µp⌃mq § nk,

where |⇤1| “ k and ⌃m “ t� P ⌃ : dimW p�q “ mu. Thus the result follows.
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We have a immediate consequence for the singly generated system.

Corollary 6.6.11. Let ⌃ and J be the Borel sections of pZ{⇤K
0 and ⇤K

0 {⇥K, respectively,

such that the cardinality |J | of J and measure µp⌃q of ⌃ satisfies the relation

p|J |µp⌃q ´ kq ° 0, where k is the cardinality of a nonempty set ⇤1.

When the space S⇤1⇤0p'q becomes ⇤1⇥-invariant, then the Plancherel transform p' of '

satisfies the following relation:

µpt! P z˚ : p'p!q “ 0uq • |⇥K|p|J |µp⌃q ´ kq ° 0.

Proof. Considering a Borel section D of pZ{⇥K and noting pZ – z˚, we have the following

from Theorem 6.6.10:

µpt! P z˚ : p'p!q “ 0uq “
ÿ

✓˚P⇥K
µpt� P D ` ✓˚ : p'p�q “ 0uq

“
ÿ

✓˚P⇥K
µrpD ` ✓˚qzpt� P D ` ✓˚ : p'p�q ‰ 0uqs

“
ÿ

✓˚P⇥K
µpDq ´

ÿ

✓˚P⇥K
µpt� P D : p'p�q ‰ 0uq

“
ÿ

✓˚P⇥K

ÿ

jPJ
µp⌃ ` jq ´

ÿ

✓˚P⇥K
µpty P D : p'pyq ‰ 0uq

• |⇥K||J |µp⌃q ´ k|⇥K| “ |⇥K|r|J |µp⌃q ´ ks ° 0.

Thus the result follows.

Remark 6.6.12. For the Heisenberg group H
d, the center Z “ R, the uniform lattice

⇤0 “ Z and the extra-invariance set ⇥ “ 1
NZ. Then the annihilators of ⇤0 and ⇥ are

⇤K
0 “ Z and ⇥K “ NZ, respectively. Consider ⌃ “ r0, 1q and J “ t0, 1, 2, . . . , N ´ 1u

be the Borel sections of pZ{⇤K
0 “ R{Z and ⇤K

0 {⇥K “ Z{NZ, and choose ⇤1 “ t0u. Then
D “ r0, Nq is the Borel section of pZ{⇥K and the estimate (6.6.7) mentioned in Theorem

6.6.10 can be written as µpt⇠ P r0, Nq : p'ip⇠q ‰ 0uq § n for all i P t1, 2, . . . , nu, since the

cardinality of ⇤1 is k “ 1. For N ° 1, when the space S⇤1⇤0p'q becomes ⇤1⇥-invariant,

the measure of the set t⇠ P R : p'p⇠q “ 0u is infinite from Corollary 6.6.11.
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CHAPTER 7

SUMMARY AND FUTURE DIRECTIONS

Chapter 1 gives an introduction to the research area and available literatures including

preliminaries for the upcoming chapters. In Chapter 2, we characterize alternate (oblique)

duals, and duals of type-I and type-II of a frame for an MI space on L2pX;Hq correspond-
ing to the pointwise conditions inH. Besides we characterize these duals’ uniqueness using

the Gramian/dual Gramian operators, which become a discrete frame/Riesz basis for the

associated range spaces. In Chapter 3, we discuss the construction of dual frames and

their uniqueness for the multiplication generated frames on L2pX;Hq using infimum co-

sine angle. Emplyoing the techniques of Zak transform for the pair pG ,�q, in Chapter 4,

we obtain characterizations of alternate (oblique) �-TG duals and �-TG duals of type-I,

type-II, dual frames. When G becomes an abelian group G, the fiberization map is used

to characterize these duals by the action of its closed subgroup ⇤.

Further in Chapter 5, we study S�pA q-subspace orthogonal and duals to a Bessel

family/frame E�pA q and obtain characterization results in terms of the Zak transform

and Gramian operator. The Chapter 6 starts with a brief discussion about the Plancherel

transform for the connected, simply connected nilpotent Lie group of SI{Z type. Em-

ploying the Plancherel transform followed by periodization, we discuss the reproducing

formula for translation-invariant spces by an action of a non-abelian subgroup. Finally,

Chapter 7 deals with concluding remarks and provides some directions for future studies.

It would be interesting to study the above problems for dual frames in K-translation

generated systems in L2pG q, where K is compact. This type of study will be promising

since its beautiful interplay between representation theory and frames. From a geometric

point of view, the theory of dual frames can be further studied for L2pMq, where M is a

smooth connected Riemannian manifold.

Looking from the perspective of quantum field/modern physics, the theory of dual

frames may be discussed for unitary irreducible representations on solvable Lie groups.



The method of characterizing dual frames arises from the action of irreducible represen-

tations of some solvable Lie groups can also be studied.
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