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Chapter 1 

Introduction 

 

Today, the word “Nano” is omnipresent and ubiquitous, while 

nanotechnology [1–5] has become benevolent to people of modern 

world unlike it was confined to a few in earlier days. The impact of 

nanoscience & nanotechnology is also evident  from the discoveries 

of cryo electron microscopy , molecular machines, optical microscope 

and ground breaking experiment of Graphene for which scientists 

across the world namely,  Jacques and Richard Henderson ,  Jean-

Pierre Sauvage, Sir J. Fraser Stoddart and Bernard L. Feringa, Erich 

Betzig, Stefan W. Hall and William E. Moerner, Andre Geim and 

Kostya Novoselov,  won the Nobel prizes in recent years. 

Nanotechnology has captured the attention of media, scientific 

community and public too  [6,7] as it offers great potential in 

improving the well-being of humankind [8]. In simple words, 

nanotechnology is amalgam of state of the art in physics, chemistry, 

biology, engineering and many more disciplines and interdisciplinary 

areas [8]. Being highly converged topic in nature and diversified in 

applications it can’t be, and need not be, defined properly and should 

not be confined within a single discipline. Science without 

nanotechnology driven new technological advancement, a smart, 

blooming, intelligent, sustainable and prosperous transforming world is 

beyond our imagination. 

Looking microscopically, the advancement is a result of miniaturizing 

induced [9–11] spectrum of novel properties which are usually not 

observed otherwise. Materials of very low dimensions exhibit 

interaction and assembling of atoms & molecules into structures which 

show properties different from its bulk form enabling one to tailor 
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properties such as vibrational, electronic and optical etc. [12–14] by 

simply varying the size of the material in the range of nanometers. For 

instances opaque substance like copper become transparent, inert 

material like platinum become catalyst, stable material like aluminium 

turn combustible, solid like gold  turn into liquids at room temperature 

and even loses conductivity, insulating/semiconducting silicon (Si) 

becomes conductor and transform into a direct band gap material from 

an indirect one [8]. Much of the fascination with nanotechnology stems 

from these unique phenomena that matter exhibits at nanoscale. 

Although nanotechnology [15] is a comparatively modern research 

field (the term “nanotechnology” was first defined by Norio Taniguchi 

in 1974) [16],  central concepts of nanotechnology evolved over a 

longer period of time.  Nanotechnology was used unwittingly since 

thousands of years in making steel, in vulcanizing rubber, and in 

paintings (e.g. Lycurgus Cup, Notre Dame Cathedral in Paris). Today 

from agriculture to aerospace research impact of nanotechnology is 

being felt. Historically, Richard Feynman’s role is also discussed in the 

context of nanotechnology [17]. Furthermore, existence of nanometer-

scaled structures in nature are now a very well-known fact. Colour of 

butterfly’s wings imparted by photonic crystals is one such beautiful 

example. The nanoscale processes relies on the properties of 

stochastically-formed atomic ensembles of numerous nanometers in 

size, and is notable from chemistry in that they do not rely on the 

properties of discrete molecules but rather on the properties that reach 

more than a few hundreds of atoms. 

The first observations and size measurements of nanoparticles were 

made during the first decade of the 20th century [17,18]. They are 

mostly associated with Richard Adolf Zsigmondy [18] who made a 

comprehensive study of gold sols and other nanomaterials with sizes 

less than 10 nm by use of a dark-field ultra-microscope. Zsigmondy 

was the first who characterized particle size and used nanometer scale 

clearly in 1914 [18]. Science is approaching towards technological 

advancements to extract multiple applications from a single material. 

These nanostructures offer a wide range of opportunities for 
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development of nanoscale electronics [19–21], optical devices [20,22] ,  

nanomedicine and therapeutics [19]. As mentioned earlier, due to the 

reduced size, the de Broglie wavelength of elementary excitations 

within nanostructures (e.g. excitons, electrons and phonons) is of the 

orders of dimension of the nanostructure itself. In such cases, 

quantization of energy and momentum are significant factors, 

modifying material properties based on those elementary excitations 

(electron and phonon density of states). Indeed, interest in the 

nanostructures is triggered by the discovery that their physical 

properties (electronic, optical, thermodynamical) are different from 

those of the corresponding bulk material due to the effect of quantum 

confinement. Consequently, the size of nanostructures is a new design 

parameter for devices. Interestingly, the size dependent changes in 

physical properties strongly depend on the texturization of 

semiconductor nanostructures which has become one of the field of 

great interest recently due to its  applications in various fields [23,24]  

especially the one which improves the light trapping efficiency of 

semiconductors [25]. 

It is a well-known fact that Si is the most abundant solid in Earth's 

crust and said to be the gift of nature to the mankind. Crystalline Si (c-

Si) is the most imperative semiconductor for the electronics and 

photovoltaic industry nowadays, and it has turn out to be cornerstone 

of our knowledge based society. In its miniaturized form it exhibits 

fascinating properties and is of great interest as it has a potential of 

integration with already existing Si electronics industry. According to 

the present scenario, the Si nanostructure (NSs) is one of the most 

significant material for current semiconductor industry, due to well-

documented capable applications in the fields such as nano-

electronics [23–25], optoelectronics [26–28], energy conversion [29–

31], energy storage [32], bionic models and chemical or biological 

sensors [32–35].  

The cartoon in Figure 1.1 displays the spectrum of various applications 

of nanomaterials in general and of Si NSs in particular. Consequently, 

extensive investigation  on Si thin films [36], nanowires (NWs) [36–
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39], nanoparticles [40–42], nanotubes [43,44], and porous structures 

has been carried out over the past couple of decades due to their unique 

physical properties and various applications ranging from electronics 

to biophysics [45,46]. Crystalline Si is an indirect band gap 

semiconductor with band gap of ~1.1 eV, which precludes the efficient 

emission and absorption imparting it relatively poor optical properties. 

Phonon mediated process emits light in c-Si and emitted light is in the 

range of near infrared. Additionally, the competitive non-radiative 

recombination rates in c-Si are much higher than the radiative ones and 

most of the excited electron-hole pairs recombine nonradiatively. This 

yields very low internal quantum efficiency of visible luminescence for 

c-Si [47]. 

 

 

Figure 1.1: Cartoon displaying various applications of Si NSs. 

 

Process of miniaturization converts c-Si into nano-crystalline Si and 

converts it into a direct band gap material, hence expected to behave 

differently and is of technological interest. It also plays an important 

role in the fabrication and improvement in efficiency of solar 

cells [25]. Miniaturized c-Si with different shape and size has been 

Li-Ion 

Batteries

c-Si
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fabricated by many groups [25,48,49] by various different methods.  

As the size of Si becomes comparable to its Bohr radius, various 

properties get modified compared to its bulk counterpart. Additionally, 

porous materials [50–52] have also attracted interest due to its unique 

properties [28,53–55] and many applications [56–58] such as 

optoelectronics [19,59], nanoelectronics [68,69], sensors [22,45] as 

well as energy storage [32] devices and many more. 

As mentioned above, one of the reasons that enable Si NSs to be used 

in new applications is the presence of quantum confinement effect. The 

quantum confinement effect provides the flexibility to tune optical, 

electrical, chemical and thermal properties of Si. The one dimensional 

system provides a platform to explore the physical phenomenon taking 

place at nanoscale [60–62]  as  well as to observe the dependence of 

their properties on size and dimension for fundamental 

research [60,62,63]. Many growth techniques have been developed to 

prepare Si NSs materials such as electron-beam lithography [64,65], 

epitaxy [66,67], chemical vapour deposition [68,69] and numerous 

simple etching techniques [70–72]. Also,  many laser-assisted 

processes such as laser ablation and continuous wave laser annealing 

of amorphous Si [69], have also been used to engineer Si NSs.  

From the last decade metal induced chemical etching (MIE) is one of 

the most extensively used techniques to prepare Si quantum wires by 

using the solution of hydrofluoric acid (HF) and hydrogen peroxide 

(H2O2) for the chemical dissolution of Si. The Si NSs fabricated by this 

process is present as porous Si network, consisting of pores separated 

by thin walls of Si having thickness in the range of a few to several 

nanometers. Properties of such materials depend on various 

experimental parameters such as etching time, concentration of HF and 

deposition time of metal nanoparticles. In the present study the Si NSs 

have been prepared by MIE technique [73–78]. This technique is a 

method of porosification where metal nanoparticles are deposited onto 

semiconductors followed by etching in an etchant. The metal nano 

particles (MNPs) play a very important role in porosification of Si 

wafer [79–81]. 
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Another reason for the increased research activity in the area of Si NSs 

was observation of  [48,55,56] visible photoluminescence (PL) at room 

temperature. However origin of the same has been a subject of 

extensive research since its discovery [82] as being an indirect band 

gap  material, Si in its bulk form restrict  the emission of light [83] 

even at low temperatures. Several studies have been carried out by 

many research groups worldwide to understand the mechanism of this 

emission. Still the mechanism for emission of visible PL from SiNWs 

is still in infant state and highly debatable research topic. Several 

studies explains that the attribute of visible emission  is due to the 

quantum confinement effect on the carriers or due to the strong oxide 

layer formed on the top of the nanostructures [54,84] with quantum 

confinement being the most acceptable one for the NSs [83,84]. This 

model suggests that PL occurs due to the band to band transition of 

confined charged carriers in Si NSs whose electronic band structure is 

modified to result in an enhanced band gap. In order to validate the 

presence of quantum confinement effect, Raman spectroscopy emerged 

as a superior tool over the others for characterization of Si NSs 

especially where a quick and extremely sensitive technique is 

required [85]. 

Raman scattering [86] in solids, especially semiconductors, occurs 

from the zone center phonons (the k=0 selection rule) [87,88] resulting 

in a sharp symmetric Raman spectrum having peak position 

corresponding to zone center phonon frequency. This k=0 rule gets 

relaxed in NSs where phonons other than zone center also participate 

in the Raman scattering resulting in a red shifted and asymmetrically 

broaden Raman spectra [88–90]. This happens due to the confinement 

of phonons within the physical boundary of the NSs. To understand 

confinement effect in NSs using Raman spectroscopy, Richter et 

al. [91] gave phonon confinement model (PCM) which was improved 

later by Campbell et al. [77] This improved model not only explains 

the experimental observation but also proves to be very useful in 

estimating the size and degree of confinement in NSs. Phonon 

confinement effect in terms of asymmetric Raman line shape in Si NSs 
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has been investigated very extensively [62,91,92] due to its capability 

of being extremely useful method in investigating subtle physics at 

nanoscales.  

In addition to confinement effect, Fano resonance [93–95] (electron-

phonon interaction) is another factor that can induce asymmetry in 

Raman spectral line shape [96–98]. In contrary to phonon confinement 

effect where the broadening occurs in Raman line shape only in pre 

maximum side, the presence of Fano effect results in increased half 

width in the pre-maximum side and post-maximum side for heavily 

doped n- type and p-type Si respectively meaning that it depends on 

the nature of the system. Therefore in n-type quantum confined system 

(broadening in the pre maximum side of Raman line shape), Fano 

effect produces extra broadening in n-type system. On the other hand, 

for Fano effect in p-type confined system the situation will be entirely 

different because confinement effect result in increased half width in 

pre maximum side (appears asymmetric broadening) and Fano effect 

results the increased half width in post maximum side. By observing 

these Raman line shape, it will be very difficult to observe the 

confinement effect.  It is necessary and interesting to study the n- and 

p-type confined systems which possess Fano effect too. Hence there is 

a need to understand the Fano effect in conjuncture with the 

framework of phonon confinement to understand the impact of Fano 

effect on low dimensional systems. 

Above mentioned discussion, though looks complicated, is the 

simplified version of facts that are actual players in the system where 

both of these effects are present. Looking at the different nature of the 

two effects and their response on Raman line-shape, a careful analysis 

is necessary to understand the consolidate effect on the Raman line-

shape. The objective of this thesis is to study the effect of quantum 

confinement and Fano resonance (electron-phonon interaction) on Si 

NSs using Raman, PL and diffuse reflectance absorption spectroscopy. 

The Si NSs have been fabricated by MIE [99] technique using different 

metal nanoparticles as a catalyst. Both n- and p-type Si wafers with  

doping at different levels are used to fabricate the Si NSs.  



Chapter 1 

 

8 

 

Different samples of Si NSs having different sizes and morphologies 

were prepared by optimizing the etching time and deposition of metal 

nanoparticles which is displayed in Figure 1.2 just for qualitative 

purpose and the same will be discussed in great detail in appropriate 

chapters. Surface and X-sectional morphologies of these samples are 

studied by electron microscopy. The mechanism responsible for the 

formation of given Si NSs has been proposed on the basis of electron 

transfer process from Si to metal ion and metal to H2O2 thereafter.  

 

Figure 1.2: Various morphologies of Si NSs fabricated using MIE. 

 

The presences of quantum confinement in Si NSs have been carried 

out using Raman scattering experiments. The asymmetrical broadening 

towards pre-maximum side and red shifted (with respect to bulk 

counterpart) Raman spectra have been observed as a result of quantum 

confinement effect of optical phonons. The theoretical Raman line 

shapes have been studied under the frame work of PCM. Raman 

scattering has been used to study the Fano resonances and Fano 

scattering, electron-acoustic phonon interaction in Si NSs observed 

experimentally and later validated by theoretical Raman line shape 

analysis. Additionally, Raman line-shape analysis from amorphous Si 

has also been carried out and a universal model has been proposed for 

quantification of extent of so called “short-range order” in amorphous 

materials. The visible PL has been observed from the Si NSs prepared 
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by MIE technique. The origin of visible PL has been investigated by 

time resolved PL study and its mechanism has been explained on the 

basis of porosity present in SiNWs.  

All the results, discussion and conclusions have been presented in the 

thesis as per the following chapter-wise plan:  

Chapter 1 (current chapter): It provides an introduction and discusses 

the current status of the problem dealt here and defines the objectives. 

Chapter 2: The general background and overview of Si is summarized 

in chapter 2 along with its basic properties and how it is affected by 

various perturbations. Other relevant theoretical backgrounds, helpful 

in explaining the results, are also included here. 

Chapter 3: This chapter summarizes the experimental methods used to 

fabricate and characterize Si NSs. Recipe for sample preparation using 

MIE and details of all the samples used for investigations are also 

listed here. Model and make of all the characterization tools and their 

working principle is also provided here for a quick reference.  

Chapter 4: The surface morphology of Si NSs prepared by MIE have 

been reported here explaining the mechanism for the reported 

morphologies for a given fabrication parameter and condition. This 

chapter reports the effect of wafers’ doping density and other etching 

parameters on the resultant morphology. Observed fractal nature of 

porous Si along with explanation is also provided here.    

Chapter 5: This chapter comprises the step by step formulism of 

asymmetric Raman line shape from semiconductor NSs. Phonon 

confinement effect and their consequences in terms of Raman line-

shape for Si NSs is studied here. Phase identification, estimation of 

size & dimensionality of confinement has been investigated within the 

framework of phonon confinement model.  

Chapter 6: This chapter presents the investigation of electron-phonon 

(Fano) interaction in heavily doped Si NSs. Interplay between phonon 

confinement and Fano effect in Si Nanowires is also studied here. The 

Fano resonance have been observed in the low frequency Raman 

scattering and named as Fano scattering. This chapter also explains the 

application of Fano scattering in extracting various subtle information 
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about the processes taking place at microscopic level.  

Chapter 7: This chapter discusses the carrier dynamics in SiNWs and 

its optoelectronic properties. Quantum confinement effect in SiNWs 

samples by means of band gap tailoring is also studied here by diffuse 

reflectance spectroscopy. Visible PL and its origin in Si NSs is 

discussed too. 

Chapter 8: All the conclusions deduced from the results reported in 

above chapters are listed here. This chapter also discusses possible 

future scope of work that can be carried out for further development in 

this field. 
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Chapter 2 

General Overview and 

Theoretical Background 

 

2.1 Overview of Si  

Silicon [100], the second most abundant element (after oxygen) in the 

earth’s crust, making up 25.7% of the crust by mass, is the backbone 

for electronics and IC technology. It is most commonly found in nature 

as Si dioxide (SiO2). Pure Si is a rigid and dark grey solid with a 

metallic lustre. It holds a crystalline structure same as that of diamond 

form of carbon. It shows many chemical and physical similarities with 

carbon. Highly purified Si, doped with elements such as boron, 

phosphorus and arsenic, is the basic material used in computer chips, 

transistors, Si diodes and various other electronic circuits. Three stable 

isotopes of the Si are known: 
28

Si (92.2 %), 
29

Si (4.7 %) and 
30

Si 

(3.1 %).  Other properties of Si are discussed below. General properties 

of Si have been given in appendix 1. 

2.1.1 Crystal Structure of Si 

Si is a non-metallic element which belongs to the fourth group of 

element in the periodic table with four electrons in its outermost shell. 

Each Si atom shares one of its four valence electrons in a covalent 

bond with each of four adjacent Si atoms. Crystal structure of Si is 

shown in Figure 2.1. It has diamond like structures consisting of two 

inter penetrating face centered cubic (FCC) lattices, displaced along 

the body diagonal by one-fourth of the diagonal length. It is regarded 

as an FCC lattice with a basis containing two identical atoms. In c-Si, 

each Si atom is connected to four other atoms tetrahedral. The lattice 
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parameter of c-Si is 0.543 nm and tetrahedral angle is 109.2
0
. 

 
Figure 2.1: Crystal structure of Si [100]. 

2.1.2 Phonons in Si 

The phonon dispersion curve [101–103] of c-Si is shown in Figure 2.2. 

Different transverse, longitudinal, acoustic, optic modes are marked as 

LA, LO, TA and TO in the Figure. 2.2. As it is well known that the Si 

is the non-polar semiconductor material due to that the frequency of 

LO and TO modes [104] are equal at the zone centre (k=0). It is 

evident from Figure 2.2 that, near zone edge the frequency of TA mode 

shows relatively flat nature as compared to other modes. It is also 

worth mentioning here that the energy of TA mode is comparatively 

lower than the LA mode. Understanding the phonon dispersion in a 

solid is important to understand the Raman scattering from that 

material and vice-versa.  

 

Figure 2.2: Phonon dispersion curve of Si [105]. 
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2.1.3. Band Structure and Optical Properties of Si 

It is well known that the Si is an indirect band gap solid (in bulk form). 

Figure 2.3 shows the energy band structure of Si reported by Cardona 

and Pollak [101]. It is evident from Figure 2.3 that in case of c-Si, the 

valence band maximum is located at the centre of the Brillouin zone 

and the minimum of conduction band is located at X point along the Δ 

direction which makes it an indirect band gap material with band gap 

of 1.1eV. Due to the indirect nature of band gap, c-Si cannot emit light 

(emission of photon when sufficient amount of energy have been 

incident on it) efficiently since the radiative recombination of the 

electron-hole pairs needs the participation of a momentum-conserving 

phonon, thus making the process less favourable. Unlike the other 

semiconductors like GaAs and InP, in which the maximum of valence 

band and minimum of conduction band are located at the same k point 

which makes it a direct band gap materials. In this case, the radiative 

recombination is more probable as no mediating phonon is required.  

 

Figure 2.3: Energy band diagram of Si [101]. 

 

Figure 2.4 shows the schematic representation of direct and indirect 

band gap transition. It is clear from Figure 2.4 that an indirect 

transition involves photons and phonons both at a time. In quantum 

mechanics there are two different processes namely first order and 
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second order process. The first order process involves direct transition 

with no role of phonons whereas second order process involves 

indirect transitions where a photon must be destroyed and a phonon 

must be either created or destroyed. 

 

 

Figure 2.4: Interband transitions in (a) direct band gap and (b) indirect 

band gap solids. The vertical arrow represents the photon absorption 

while wiggly arrow represents the absorption or emission of a 

phonon [106]. 

 

The rate of transition of an indirect absorption is therefore much 

smaller than that of direct absorption. The smaller transition rate for 

indirect process can be clearly shown in the absorption spectrum of 

Si [107] in Figure 2.5. The increase in absorption is slow because of 

the indirect nature of band of Si which having band gap of 1.1 eV.   

 
Figure 2.5: Absorption coefficient versus photon energy for Si at room 

temperature [107]. 
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In addition to this, there are two distinct absorption peaks at 3.5eV and 

4.3eV (Figure 2.6) present in the absorption spectra of Si when 

scanned in the range of 0-10 eV. The absorption coefficients in the 

spectral region around these two values are very large as compared to 

its value near band edge (1.1 eV) (as shown in the Figure 2.5). This is a 

significance of following two factors. Firstly, the band edge absorption 

is weak because it is indirect band gap material, and secondly, the 

density of states at the band edge is comparatively small. The 

measured absorption spectrum is actually dominated by direct 

absorption at photon energies where the density of states is very high. 

The 3.5eV transition energy corresponds to the minimum direct 

separation between the conduction and valence band near the ‘L’ points 

(i.e. L1 – L
’
3 in the Figure 2.3). Apart from this, the separation of the 

conduction and valence bands adjacent to the X point is also 

significant. This energy corresponds to the absorption maximum at 4.3 

eV. A small kink appreciated near 5.4 eV, which corresponds to the 

energy E3, near ‘L’ point in Figure 2.3. 

 

 

Figure 2.6: Room temperature inter band absorption spectrum of 

Si [106]. 
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2.2 Low Dimensional Semiconductors and Effect of 

Reduced Dimensionality 

When the size or dimension of a material is reduced from a large or 

macroscopic size to a very small size, dramatic changes in properties 

of these nanomaterials can be observed. In these low-dimensional 

systems, electronic, optical and vibrational properties are different 

compared to that of the bulk mainly due to the  quantum size 

effects [106,108]. The most dramatic changes in properties take place 

in the structures when the carriers/phonons are confined in the region 

of a characteristic length which is of the order of its Bohr exciton 

radius. 

When the confining dimension is large compared to the de Broglie 

wavelength of the particle, the particle behaves as free particle within 

confined area. As the confining dimension is decreased and reaches the 

order of the de Broglie wave length, the electronic and vibrational 

states of particle are modified due to the overlap of the wave functions 

reflected from the barriers. This is defined as the "quantum 

confinement" [99,108]. The effect of reduction in size of the 

semiconductor, known as quantum size effect, leads to confinement of 

electrons and phonons in one or more directions. Due to this quantum 

effect, the electronic and optical properties of the semiconductors can 

be tailored for novel device applications. Depending upon the degree 

of confinement, a variety of quantum structures can be fabricated with 

modulated properties. Some of the major properties that change with 

size of the low-dimensional semiconductors are discussed in following 

sub-sections. 

2.2.1 Energy Gap Enhancement 

Leading effect of reduced dimensions of the semiconductor is reflected 

in modification of electronic energy gap. Effective energy gap of the 

quantum structure is enhanced due to quantum size effect. This 

enhancement in energy gap can be calculated using the analogy to the 

problem of a particle within a suitable potential barrier. Modifications 
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of energy gap with confinement dimensions are given 

below [109,110]: 

 

(i) Quantum dots 

In case of confinement in all three spatial directions, quantum dot or 

quantum box structures are formed depending on their curvilinear or 

rectangular cross-sections, respectively. Quantum confinement effect is 

most pronounced in such structures. Translational motion of the 

carriers is constrained along all directions and the energy eigen value is 

given by: 

𝐸𝑔𝑒𝑓𝑓

0𝐷 = 𝐸𝑔 +
𝜋2ℏ2

2𝑚𝑟
(

1

𝑑1
2 +

1

𝑑2
2 +

1

𝑑3
2),            (2.1) 

where d1, d2 and d3 are the confinement dimensions along x-, y- and z-

directions respectively. 

(ii) Quantum wires 

In case of confinement along two spatial directions, the motion along 

the third dimension is not confined and the structure is called quantum 

wire. Two-dimensionally confined quantum wire structure acts as a 

potential well that narrowly confine electrons and holes in two 

directions. If the confinement dimensions are taken to be along x- and 

y-directions, the motion of the carriers in the z-direction remains 

unaffected by the potential barrier. The energy eigen value for 

quantum wire is given by: 

𝐸𝑔𝑒𝑓𝑓

1𝐷 = 𝐸𝑔 +
𝜋2ℏ2

2𝑚𝑟
(

1

𝑑1
2 +

1

𝑑2
2),                (2.2) 

where d1 and d2 are the confinement dimensions along x- and y-

direction, respectively (d3 >> d1, d2). 

(iii) Quantum well 

In case of confinement along one spatial direction, the structure is 

named as quantum wells. The motion of electrons and holes is 

confined in one dimension (along x direction, say) but is free to move 

in the other two directions (y-z directions). In these structures, the 

semiconductor with smaller band gap is sandwiched between larger 

band gap semiconductors. If thickness of the narrow gap 
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semiconductor layer is small enough, the energy of electrons and holes 

in the direction perpendicular to the interfaces is quantized. With 

analogy to the problem of a particle in an infinite well, the energy 

eigen value of the system is given by 

𝐸𝑔𝑒𝑓𝑓

2𝐷 = 𝐸𝑔 +
𝜋2ℏ2

2𝑚𝑟
(

1

𝑑1
2),                       (2.3) 

 In Eq. 2.1 – 2.3, Eg is energy gap of the bulk and Eg
eff

 is energy gap 

due to confinement and mr is reduced mass of electron and hole. 

Energy level diagram of a quantum well structure is shown in Figure 

2.7. 

 

Figure 2.7: Energy level diagram of a quantum well structure. 

 

2.2.2 Modification in the Electron Density of States 

Quantum confinement of charge carriers modifies the density of states 

in low-dimensional semiconductors. The density of states of crystalline 

semiconductor is a continuous parabolic function of energy. While in 

the case of low-dimensional semiconductors, carriers are confined to 

move and the momentum vector k takes well discrete values for 

confined directions. This leads to density of states which are different 

from that of crystalline semiconductors. Density of states g(E) for 

crystalline and low-dimensional semiconductors are given by 

Alivisatos et al. [111] as follows: 
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1. Crystalline semiconductor 

𝑔(𝐸)3𝐷𝑑𝐸 =
1

2𝜋2 (
2𝑚∗

ℏ2 )
3/2

𝐸1/2𝑑𝐸,            (2.4) 

where E and m* is the energy and effective mass of electrons. 

 

2. Quantum well structure 

𝑔(𝐸)2𝐷𝑑𝐸 =
𝑚∗

2ℏ2
∑𝐻(𝐸 − 𝐸𝑖)

𝑖

𝑑𝐸,                  (2.5) 

where ‘i’ is a quantum number used to label the discrete levels in 

confined direction and H(E-Ei) is the Heaviside function. The H(E-

Ei)=1 for (E-Ei)>0 and H(E-Ei)=0 for (E-Ei)<0. 

3. Quantum wire Structure 

𝑔(𝐸)1𝐷𝑑𝐸 =
1

𝜋
(
𝑚∗

2ℏ2
)
1/2

∑
𝑛𝑖𝐻(𝐸 − 𝐸𝑖)

(𝐸 − 𝐸𝑖)
1/2

𝑖

𝑑𝐸,       (2.6) 

4. Quantum dot Structure 

𝑔(𝐸)0𝐷𝑑𝐸 = ∑2𝛿 (𝐸 − 𝐸𝑖)

𝑖

𝑑𝐸,              (2.7) 

               

where 𝛿 (E-Ei) is the delta function. Figure 2.8 shows the variation of 

density of states with energy according to Eqs. 2.4 to 2.7. Quantum dot 

shows discrete spectrum of a pseudo-atom or a molecular system, 

ideally with vanishing width of the states and a separation similar to 

that found for atoms and molecules. Density of states is generally used 

to determine various electronic and optical properties. Since g(E) 

varies differently in all the three cases of quantum confinement, the 

properties of a material can be drastically different for different 

degrees of confinement. 
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Figure 2.8:  Density of states in different confinement configurations 

(a) bulk (b) quantum well (c) quantum wire (d) quantum dot [109].  

 

2.3 Raman Scattering 

Raman scattering is an inelastic light scattering phenomenon. When a 

beam of monochromatic light illuminates a gas, liquid or solid, a very 

small fraction of light is scattered in all directions. Scattered light 

consists of almost same incident frequency, known as Rayleigh 

scattering. Additional frequencies, known as Raman lines, are also 

present above and below the incident frequency [112] (possessing 

higher and lower energies than the energy of incident). The lines on the 

low frequency side of the exciting line are called ‘Stokes’ line, whereas 

those on the high frequency side are called ‘anti-Stokes’ lines. 

Observation of low and high frequency components along with the 

incident frequency in the scattered radiation is known as the Raman 

effect and this type of scattering is called Raman scattering. 

2.3.1 Raman Scattering in Semiconductors 

In the Raman scattering [112,113] process, a certain amount of energy 

is gained or lost by an incident photon having energy ℏωi (incident) in 

order to create or annihilate elementary excitations of the solid, usually 
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phonons, resulting in a scattered photon of a different energy ℏωs 

(scattered). The amount of energy transferred corresponds to the eigen 

energy ℏωj of the elementary excitation involved. The energy 

conservation in first-order Raman scattering in which one phonon 

participate is given by 

ℏ𝜔𝑖 = ℏ𝜔𝑠  ± ℏ𝜔𝑗 ,                                 (2.8) 

Here the “minus” sign stands for a phonon excitation (Stokes process) 

while the “plus” sign implies a phonon annihilation (anti-Stokes 

process). The momentum ℏki of the vibrational excitation is related to 

the momentum of the incident photon ℏkj and scattered photon ℏks 

according to momentum conservation is given by 

ℏ𝑘𝑖 = ℏ𝑘𝑠  ± ℏ𝑘𝑗 ,                                   (2.9) 

In fact, Raman interaction between photon and phonon in the 

semiconductor takes place through the involvement of the electronic 

virtual states [114] as shown in Figure 2.9. It shows Hamiltonian for 

electron-radiation and electron-lattice interaction as HE-R and HE-L, 

respectively. For homopolar semiconductor (e.g. Si), the electron 

lattice interaction is due to the excitation of phonons which perturb the 

periodic potential acting on the electrons by the displacement of atoms. 

The electronic dipole moment M produced by an electric vector of the 

incident light is written as [113] 

𝑀𝜌 = ∑𝛼𝜌𝜎

𝜎

𝐸𝜎 ,                                     (2.10) 

                  

where 𝜌 is the polarizability tensor associated with electrons in the 

crystal. The electronic polarizability[126] can be expanded in a power 

series of r, 

 

𝛼𝜌𝜎 = 𝛼𝜌𝜎
(0) + ∑ 𝛼𝜌𝜎,𝜇 𝜇 . 𝑟𝜇 + ∑ 𝛼𝜌𝜎,𝜇n𝜇n  . 𝑟𝜇  . 𝑟n +

⋯,                                                                                                  (2.11) 
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𝛼𝜌𝜎,𝜇 = (
𝜕𝛼𝜌𝜎

𝜕𝑟𝜇
)
𝑟=0

 and  𝛼𝜌𝜎,𝜇n = (
𝜕2𝛼𝜌𝜎

𝜕𝑟𝜇𝜕𝑟𝜇
)
𝑟=0

,      (2.12) 

In Eq. 2.12, the second term is linear in r and the third term is 

quadratic in r which gives rise to first-order and second-order Raman 

scattering, respectively. Figure 2.9(a) shows the first-order Raman 

scattering process. For Si, the electron-lattice interaction is due to the 

excitation of phonons, which perturbs the periodic potential acting on 

the electrons by displacement of atoms. Since ki  and ks (~105 cm
-1

) are 

negligible in comparison to the width of the Brillouin zone (~3x10
8
 

cm
-1

), momentum conservation allows the first-order Raman scattering 

for the phonon frequency at k ≈ 0 (i.e. wavelength of the phonon is 

very large compared to the lattice). This is known as selection rule of 

the first-order Raman scattering for phonons. 

 

Figure 2.9: Raman scattering processes in terms of elementary 

interactions HE-L (Electron-Lattice interaction Hamiltonian), HE-R 

(Electron-Radiation interaction Hamiltonian), ωi (frequency of incident 

photon), ωj (frequency of vibrational excitation) and ωs (frequency of 

scattered photon). (a) first-order Raman scattering process and (b), (c) 

shows second-order Raman scattering. 

 

 i  sHE-R

HE-L

HE-R

 j

 i HE-R

HE-L

HE-R

 j  ’j

HE-R

H’E-L

HE-R

 i  sHE-R

HE-L

HE-R

 j

H’E-L

HE-R

(a)

(c)

(b)



 General Overview and…. 

23 

 

Second-order Raman scattering, in which two phonons participate, is 

either a line spectrum or a continuous spectrum [113]. Second-order 

line Raman spectrum is due to two successive first-orders Raman 

scattering as shown in Figure 2.9 (b) and the frequency shift is the sum 

or difference of Raman shifts occurring in the first-order Raman 

spectrum. The line nature of the second-order scattering is the result of 

wave-vector conservation in two successive first-order Raman 

scattering.  

The second order continuous Raman spectrum is due to a scattering 

process in which a pair of phonons participates in a single event as 

shown in Figure 2.9 (c). Since wave-vectors of two phonons should be 

equal and opposite according to the conservation of wave-vectors. 

Therefore, the second order continuous Raman spectrum reflects a 

combined density of pairs of phonons with equal and opposite wave-

vectors as well as the frequency dependence of the electron-lattice and 

electron-radiation interaction. 

 

2.3.2 Raman Scattering in Crystalline Si 

Phonon frequencies present in the c-Si can be obtained from the 

phonon dispersion curve shown in the Figure 2.2. Figure 2.10 shows 

the Raman spectrum of c-Si. c-Si has a first-order Raman active peak 

with Lorentzian line-shape centred at 520.5 cm
-1

 with natural line 

width of 4 cm
-1

 at room temperature. Second-order Raman 

scattering [115] is shown in Figure 2.10 in the frequency range 200–

500 cm
-1

 and 550 –1000 cm
-1

. A kink at 230 cm
-1

 and the peaks at 300 

cm
-1

 and 435 cm
-1

 are associated with the second order transverse 

acoustic (2TA) phonons (see Figure 2.10) from the critical points at L, 

X and near Σ directions, respectively.  
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Figure 2.10: Raman spectrum of c-Si. 

Weak scattering at 460 cm
-1

 is associated with Raman scattering 

involving phonons along and near Σ direction. The features at 610 cm
-1

 

and 820 cm
-1

 in the two phonon Raman spectra are contributed by two 

acoustic and optic phonons in the Σ direction, respectively. Scattering 

in the range 900-1050 cm
-1

 is identified with second-order transverse 

optic (2TO) phonon overtones from the critical point at X, while 

shoulders at 940 cm
-1

  and 975 cm
-1

 are associated with 2TO phonon 

overtones at W and L point respectively [12–14]. 

 

2.3.3 Raman Scattering from Poly-/Nano- Crystalline 

Semiconductor 

Raman scattering measurement is a powerful and sensitive atomic 

scale probe and can provide in-depth information on the structural 

modification caused by formation of nano crystallites and disorder on 

the semiconductor surface. It is an extremely useful tool for obtaining 

information about structural quality of a material at the atomic scale as 

it depends on lattice excitations. The technique is also sensitive to 

perturbation to electronic state of the solid. Study of Raman scattering 

from nanomaterials and disordered semiconductors is based on 

phenomenological PCM proposed by Ritcher et al. [91], in which the 

correlation length shortening leads to softening and asymmetric 
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broadening of first-order optical phonon modes.  

In a crystalline material, the region over which the spatial correlation 

function extends is infinite, which leads to k ≈ 0 momentum selection 

rule of first-order Raman scattering. However, in nano crystalline and 

disordered semiconductors, the phonons are confined to the small 

particle volume, resulting in relaxation of the momentum selection rule 

k ≈ 0, and cause the softening and asymmetric broadening of the 

phonon modes in the Raman spectra. When the size of the particle is 

reduced to the order of nanometer, the wave function of optical 

phonons will no longer be a plane wave and the localization of wave 

function leads to a relaxation of k ≈ 0 selection rule for first-order 

Raman active optical mode [16–18]. Therefore, not only the zone-

centre phonons with wave vector k ≈ 0 but also those away from the 

zone centre with k > 0 also take part in the Raman scattering process. 

Since the optical phonon dispersion relations in most semiconductors 

have negative dispersion, the Raman spectra exhibit downward shift in 

peak position and broadening of the peak width i.e. phonon softening 

of Raman active optical mode. 

 

2.3.4 Brillouin Scattering 

Raman scattering measures optical phonons because the relatively 

large energy transfers mean that the high frequencies, characteristic of 

optical phonons, are excited. However, acoustic phonons can also be 

excited using electromagnetic radiation with appropriate probability. 

The corresponding technique is called Brillouin scattering  [116] and is 

based on the same process as Raman scattering and is subject to 

the same selection rule. In order to probe acoustic phonons, much 

smaller energy transfers need to be measured, and therefore 

the frequency resolution must be much higher. While Raman scattering 

can be carried out using an optical grating to resolve the spectrum, 

a Fabry-Perot interferometer is typically used in Brillouin 

spectrometers, i.e. the incident beam is reflected back and forth 

between two semi-transparent mirrors and made to interfere with itself. 
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Interference is constructive only if the distance between the mirrors is 

an integer multiple of the wavelength, effectively monochromatize the 

beam. The spectrum is swept by changing the mirror spacing. This 

provides the necessary resolution to measure frequencies, ν, up to 

200GHz, characteristic of acoustic phonons. Like Raman scattering, 

Brillouin scattering is limited to the wave vectors close to the centre of 

the Brillouin zone, k≈0. 

 

2.4 Raman Study of the Electron-Phonon Coupling in 

Heavily Doped n- and p-type Si 

In heavily doped c-Si, Raman line-shape exhibits asymmetry and peak 

shift [117–120]. Such changes in the Raman line-shape can be 

explained with the Fano-type [121] interaction model based on a 

discrete continuum interaction. It was Ugo Fano [121], who suggested 

the first theoretical explanation of observed asymmetric profiles in 

some of the Rydberg spectral atomic lines and proposed a formula 

(also known as the Beutler-Fano formula) that predicts the shape of 

spectral lines based on a superposition principle of quantum 

mechanics.  

Fano's interpretation of these “strange line-shapes” of spectral 

absorption lines is based on the interaction of a discrete excited state of 

an atom with a continuum sharing the same energy level which results 

in an interference phenomenon. The resulting line shape is produced 

by the interference between the discrete and continuum states. Using 

this model, the observed Raman line-shape of heavily doped c-Si has 

been explained as a result of electron-phonon (e-ph) interaction i.e. the 

interference between the discrete phonon state and continuum of 

electronic states present due to heavy doping. When doping in Si is of 

the order of 10
19 

cm
-3

, the semiconductor behaves like a degenerate 

semiconductor. 

 



 General Overview and…. 

27 

 

 

Figure 2.11: Conduction bands of heavily doped n-type c-Si  [89]. 

 

Position of the Fermi level goes deep inside the conduction band as 

shown in Figure 2.11. This gives rise to continuous electronic Raman 

scattering due to inter-band transitions between the Δ1 and Δ2 bands 

along (100) directions [97,120,122]. A continuum of transitions exists 

from a minimum energy ℏωmin to a maximum energy ℏωmax 

determined by the Fermi level EF as shown in Figure 2.11. If, energy 

ℏω0 of a discrete optical phonon state, which has the same symmetry 

as the inter-band transitions, falls within the continuum, interference 

between a discrete state and the continuum, takes place [97,120], i.e. 

 

ℏ𝜔𝑚𝑖𝑛 < ℏ𝜔0 < ℏ𝜔𝑚𝑎𝑥 ,                           (2.13) 

 

when this condition is satisfied, the zone-centre phonon mode in the 

Raman spectrum of heavily doped c-Si leads to asymmetric line 

shapes. Raman line-shape in the presence of Fano interference is 

expressed by 

  𝐼𝐹(𝜔) =
(𝑞+𝜀)2

1+𝜀2 ,                                      (2.14) 

where  𝜀 =
𝜔−𝜔0

𝛾/2
 ; γ and ω0 being FWHM, and observed wavenumber-  
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Figure 2.12: Raman lineshape for different value of q (n-type) for 

negative q values (p-type) for positive q values and bottom panel 

shows asymmetry ratio for positive and negative q value. 
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of Fano transition respectively (reflected as peak position in Raman- 

Fano line-shape). Here the quantity ‘q’ is known as Fano asymmetry 

parameter which measures the extent of Fano interference. Smaller 

value of ‘q’ means strong e-ph interaction. The presence of Fano effect 

will result in increased half width in the pre-maximum side and post-

maximum side for heavily doped n- type and p-type Si respectively. 

Figure 2.12 shows the calculated Raman line shape for n- and p-type 

semiconductor and bottom panel shows the asymmetry ratio for 

positive and negative q value for p- and n-type Si. 

 

2.5 Raman Spectrum of Amorphous Si 

As discussed above, first-order Raman spectrum of the c-Si is a 

measure of the phonon frequency in the vicinity of k=0. Other phonons 

with nonzero k values are Raman forbidden as a result of the 

translational symmetry. However, these phonons can be observed as 

two phonon processes in the second-order Raman spectrum. In this 

case only the sum of the k values of the two phonons must be 

vanishingly small and the whole Brillouin zone contributes to the 

second-order Raman spectrum [115,123,124]. In the a-Si, the 

translational invariance is broken due to lack of long-range order. As a 

result, the k conservation selection rule breaks down and all phonon 

modes become first-order Raman allowed [124,125]. The tetrahedral 

short-range order is preserved in a-Si.  

Thus the density of vibrational states of these materials is simply a 

broadened version of that of their amorphous counterparts. First-order 

Raman spectrum of a-Si reflects the DOS modulated by transition 

matrix elements and statistical factors [126]. Raman study by Wihl et 

al. [127] also establishes that the short-range order remaining in the a-

Si material suffices to preserve the main features of the phonon density 

of states of the corresponding crystalline material. This type of finding 

is also mentioned by Smith et al. [128]in their study. Thomsen and 

Bustarret et al. [129] studied the gradual change in the Raman spectra 
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of Si when a crystal is damaged and is transformed into the amorphous 

form.           

 

 

Figure 2.13: Raman spectrum of a-Si.  

Different theories are presented for the observed Raman spectrum from 

the a-Si [130–133]. As mentioned in the above paragraph, disorder in 

the a-Si relaxes the Raman selection rule for k=0, which allows first-

order Raman scattering by phonons of larger k values. The maximum 

value of k of the participating phonon is of the order of 1/Λj  [124], 

where Λj is the coherence length of the normal mode ‘j’. Room 

temperature Raman spectrum of the a-Si is shown in the Figure 2.13 

Shuker and Gammon et al.  [134] attempted to quantify the Raman 

scattering from a-Si. Their analysis was based on following 

assumptions: (i) the vibrations are harmonic so that they can be 

analyzed into normal modes and (ii) the vibrations couple to light 

through the displacement dependence of the electronic polarizability of 

the material. Following line-shape of the a-Si was proposed: 

𝐼(𝜔)  =  ∑ 𝐶𝑏𝑏 (
1

𝜔
) [1 + 𝑛(𝜔)]𝑔(𝜔),               (2.15) 

where  𝑛(𝜔) = [
ћ𝜔

𝑘𝛽𝑇
− 1]

−1

,  kβ  is the Boltzmann constant and g(𝜔 ) 

is the phonon DOS function. The Cb represents the coupling of 

different vibration bands to the radiation. It also contains the 
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polarization dependence of Raman scattering from the a-Si. If all 

vibrational modes in a given band couple equally to the incident light, 

Eq.2.15 can be used to obtain g(𝜔 )from the Raman spectrum reduced 

by the term [n(𝜔 ) +1]/𝜔 . This technique shows that Raman scattering 

in the amorphous solids can be used to obtain a semi quantitative 

picture of the phonon DOSs of the crystalline solids. A complete 

quantification of short-range order in a-Si is still not available and 

should be done which can be helpful in technological advancement and 

Raman scattering may prove to be a good tools for this quantification. 

 

2.6 Photoluminescence 

Photoluminescence is the spontaneous emission of light from a 

material under optical excitation. PL spectroscopy is an extremely 

sensitive and non-destructive method of probing the electronic 

structure of materials. Intensity and spectral content of this PL is a 

direct measure of various important material properties. In PL 

spectroscopy, photons are absorbed from an excitation source such as 

laser or lamp, which injects electrons into the conduction band and 

holes into the valence band. The electrons are initially created in higher 

electronic states in the conduction band and lose energy by emitting 

photons. In the case of photo-excitation, these electrons return to 

valence band resulting luminescence of lower frequency. This 

luminescence is called PL. 

 

2.6.1. Photoluminescence from Si Nanostructures 

 

Visible PL has been observed from Si NSs [22–24,26]  unlike bulk Si, 

which has indirect bandgap corresponding to infrared region. Visible 

PL from Si NSs can be explained using uncertainty principle and zone 

folding as discussed below. When the electron is localized, its 

momentum becomes uncertain according to the Heisenberg 

Uncertainty Principle. This phenomenon may offer a solution to 

indirect bandgap of Si. The uncertainty principle, Δp ∙ Δx ≈ ℏ or Δk ∙ 

Δ x ≈ 1, where Δx and Δk are the uncertainties in the position and 
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wave vector, respectively. In c-Si, Δx is infinity due to its translational 

symmetry. Thus only transitions of electrons with Δk = 0 is allowed by 

the uncertainty principle. In a NS of size ‘L’, the uncertainty in 

position is ‘L’ which brings an uncertainty of 1/L in the momentum 

(i.e. Δk ~ 1/L). All the transitions are allowed when Δk lies in the 

range of 1/L. Therefore, optical recombination is possible in 

appropriately low dimensional materials. As a consequence, it can be 

said that the band gap is effectively a direct type in nature for optical 

transitions to take place. However, to find the exact up-shift and its 

dependence on the confinement dimensions, rigorous band structure 

calculations have been primarily done for idealized Si quantum wire 

and dot structures using semi-empirical [135,136] and first-principles 

calculations [28–30]. 

Using the effective mass theory, some authors [137,138] have 

explained that the fundamental indirect band gap in Si is expected to 

behave like a direct band gap at the Brillouin-zone centre. A concept of 

zone folding has also been used to explain the coupling between the 

conduction band minima and the valence band maxima [138,139]. In 

bulk Si, the indirect conduction band has six minima positioned at   

(0, 0, 0.85) 2π/ a0,   (0, 0.85, 0) 2π/ a0 and  (0.85, 0, 0) 2π/ a0, where 

the zone boundary is at 2π/a0 and a0 (~ 5.43 Å) is the lattice constant. 

These minima are anisotropic ellipsoids with two light transverse 

electronic masses, mT = 0.19 and one heavy longitudinal electronic 

mass, mL= 0.92.  

These minima are up-shifted in energy by a large amount in the 

confinement plane and less amount in other directions. The concept of 

zone folding rests with an increase in the coupling of conduction band 

minima near the zone boundary and the valence band maxima at the 

zone centre. This is done conceptually by repeated folding of the 

Brillouin-zone itself in submultiples. This defines the new reduced 

zone boundary about which the conduction band is folded to the zone 

centre and making the direct bandgap. Different theories, which 

explain the visible PL from Si NSs at room temperature, are available 
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in the literature to calculate analytically the exact up-shift and its 

dependence on the confinement dimensions. Most of the reported work 

on visible PL correlates this phenomenon due to quantum confinement 

effect [140–142]. Other proposed models attribute this PL due to oxide 

related interfacial defect states and surface states [143–145]. 
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Chapter 3 

Experimental Methodology and 

Sample Details 

 

 

Experimental details, including various characterization techniques 

used, and methodology adopted for the research work is discussed in 

the current chapter. The sample preparation technique and details of all 

the samples under investigation has also been provided in the current 

chapter. 

 

 

3.1 Sample Preparation 

 

Most of the samples containing Si NSs used in the present study have 

been fabricated using metal induced etching (MIE). For some studies, 

Si NSs have been prepared using laser induced chemical etching (LIE) 

techniques also. Details of the methods and recipe used are as follows. 
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3.1.1 Metal Induced Etching Method  

Amongst various techniques of nanomaterial fabrication, including 

CVD, PVD, MBE, MIE [32,146,147] is one of the simplest and 

economic methods. MIE is a two-step method in which, first metal 

nanoparticles (MNPs), mainly silver (Ag) or gold (Au), are deposited 

on a clean semiconductor surface usually by dipping the wafer in a 

solution containing appropriate metal salt dissolved in acid. Size and 

distribution of metal NPs deposited on the wafer depends on 

concentration of the solution and deposition time.  

 

After the metal deposition step (or pre-porosification step), wafers 

(containing metal NPs) are transferred into etching solution for 

porosification. A typical etching solution for this purpose consists of 

hydrofluoric acid (HF) and hydrogen peroxide (H2O2). After a 

particular time of etching, porous Si/Si NSs get fabricated on the 

semiconductor surface. In this method, the materials and chemicals 

used are Si wafer, HF, AgNO3, KAuCl4, H2O2, distilled water (DI) and 

HNO3. The steps involved in sample preparation are discussed below.  

 

Si wafer cutting and superficial cleaning: The n- and p-type Si 

wafers of required dimensions were cut using a diamond tip 

glasscutter. Since the surficial cleaning of Si substrates is critical for 

sample fabrication, these were cleaned to remove inorganic impurities 

present on the surface using the ultrasonic bath. Substrates were 

subsequently cleaned in acetone and iso-propanol (IPA) for 10 minutes 

each followed by washing with DI water. 

 

Surface treatment: The Si wafer were further washed with 5% HF 

solution to remove the thin oxide layer formed on the surface of Si 

wafer due to exposure to air and then with DI water to remove 

unnecessary fluoride ions attached on the surface of the Si wafer. 

Metal Deposition: These wafers were then dipped in solution 
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containing 4.8M HF and 5mM AgNO3 and KAuCl4 for required 

deposition time to deposit Ag nanoparticles (AgNPs) and Au 

nanoparticles (AuNPs) respectively and then rinsed with distilled 

water. The deposition of MNPs plays an important role to determine 

the diameter of Si nano wires (Si NWs).  

Etching process: The MNPs (AgNPs/AuNPs) deposited Si wafer is 

then kept for etching in an etching solution containing 4.6M HF and 

0.5M H2O2. Etching time decides the length of the SiNWs with a direct 

proportionality between the two. 

Removal of Ag- & Au-NPs: The etched Si wafer (SiNWs) is dipped in 

the HNO3 acid for two min to remove the MNPs present inside the 

pores. The strong oxide layer is formed on the surface of SiNWs after 

the treatment of HNO3 acid. In order to remove the oxide layer from 

the surface of SiNWs, samples were transferred to the HF solution and 

then washed with DI water. Figure 3.1 displayed the schematic 

diagram of steps involved in the MIE technique. 

 

Figure 3.1: Schematic diagram of step by step formation of SiNWs. 

(1) cleaned Si wafer, (2) MNPs deposited Si wafer, (3) etched Si wafer, 

(4) increase etching time and (5) SiNWs after removal of MNPs. 

 

3.1.2 Laser Induced Etching Method 

In LIE, the cleaned Si wafer is placed inside the HF acid kept in a 

plastic or Teflon beaker and then laser beam was focused on this wafer 

using a convex lens with the sample kept at the focal point of the lens 

which was 15 cm in the present case. The LIE experimental set up used 

(1)

(2) (3)

(4)

(5)
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for sample- preparation is shown in the Figure 3.2. The wafer has been 

kept on a Teflon beaker in such a way that the wafer dips fully in the 

HF acid. The level of HF acid was not very high above the Si wafer as 

it may cause beam refraction and attenuation of the laser 

beam [148,149]. As the reaction between HF acid and Si atoms takes 

place, the Si atoms are removed from the wafer surface and it forms 

porous Si. The Si NSs are formed inside the pores [78]. 

 

 

Figure 3.2: Experimental set up for the laser induced etching. 

 

Sample description: Various samples were fabricated to carry out 

research work presented in this thesis. Some samples were prepared 

using MIE technique, listed in Table 3.1, which were used to study the 

mechanism of MIE and formation of different morphology as a result 

of MIE using AgNPs. Effect of AuNPs on the etching & resulting 

morphology has also been studied and the sample prepared using gold 

(by MIE) has been listed in Table 3.2. A set of samples, which were 

prepared by LIE, were used for study of low frequency Raman 

scattering and the same has been listed in Table 3.3. In addition to 

these, Raman scattering from a-Si has been analysed and a model has 

been proposed for quantification of short-range order. This study was 
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M : Mirror
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done on Raman data reported in literature [150]. For ease of 

discussion, these samples have been listed in Table 3.4.  

 

Table 3.1: List of Si NSs samples prepared by the MIE using AgNPs 

 

 

 

 

 

Sample 

Name 

 

Starting wafer 

Type and (resistivity 

in cm) 

AgNPs 

deposition time 

( minutes ) 

Etching 

time 

(minutes) 

NAg
*’ 

n-type (0.01) 1 00 

NAg
#’ 

n-type (0.001) 1 00 

PAg
*’ 

p-type (0.01) 1 00 

PAg
#’ 

p-type (0.001) 1 00 

N
*’ 

n-type (0.01) 1 60 

N
#’ 

n-type (0.001) 1 60 

N
$
 n-type (1000) 1 60 

P
*’ 

p-type (0.01) 1 60 

P
#’ 

p-type (0.001) 1 60 

NAg
 #’’

 n-type (0.001) 60 00 

PAg
 #’’ 

p-type (0.001) 60 00 

N
#’’ 

n-type (0.001) 60 60 

P
#’’ 

p-type (0.001) 60 60 

c-Si-N n-type (0.001) 00 00 

c-Si-P p-type (0.001) 00 00 

c-Si bare Si wafer 00 00 
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Table 3.2:List of Si NSs samples prepared by the MIE using AuNPs 

 

 

Table 3.3:List of Si NSs samples prepared by the LIE using Argon ion 

laser (514.5nm) 

 

 

Table 3.4:List of amorphous Si samples. 

 

 

 

 

 

Sample 

Name 

 

Starting wafer 

Type and 

(resistivity in 

cm) 

AuNPs 

deposition 

time (s) 

Etching 

time 

(minutes) 

NAu
#’’’ 

n-type (0.001) 60 00 

PAu
#’’’ 

p-type (0.001) 60 00 

N
#’’’ 

n-type (0.001) 60 60 

P
#’’’ 

p-type (0.001) 60 60  

Sample 

Name 

 

Starting wafer 

Type and 

(resistivity in 

cm) 

Laser 

power 

density 

(kW/cm
2
) 

Etching 

time 

(minutes) 

N25
 

n-type (~5) 1.76 25 

N45 n-type (~5) 1.76 45 

N60 n-type (~5) 1.76 60 

 

Sample 

Name 

 

Raman spectra taken from ref. and 

fabricated using ion implantion 

AS1
 

Al-Salman R. et al [184] 

AS2 Lopez T. et al.[183] 

AS3 Kumar et al. [150] 
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3.2 Instruments’ Details 
 

3.2.1 Scanning Electron Microscope  

Scanning electron microscopy (SEM) is a noncontact, non-destructive 

technique for imaging surfaces to understand the morphology. Figure 

3.3 displays the schematic diagram of SEM. The SEM employs a 

focused beam of high-energy (which typically has an energy ranging 

from 0.2 keV to 50 keV). These electrons, with significant amounts of 

kinetic energy, generate a range of signals on interaction with the 

surface of specimens. The signals that are obtained from the electron-

sample interactions reveal information about the sample's surface. 

3.2.1.1 Signals Generated  

Electron-matter interaction leads to emission of secondary electrons 

(SEs), backscattered electrons (BSEs), Auger electrons, X-rays, etc. In 

case of SEM, the interaction products most frequently used for the 

generation of images are (i) SEs and (ii) BSEs. 

Secondary electrons (SE) 

When the incident electron beam hits the specimen, secondary 

electrons are produced from the emission of the valence electrons of 

the constituent atoms in the specimen. Since the energy of secondary 

electrons is very small generally less than 50 keV SEs are extremely 

abundant and the SE yield (the number emitted per primary electron), 

is dependent on the accelerating voltage.  

Backscattered electrons (BSE): 

All electrons having energies higher than 50 keV are BSE and are 

generated by elastic scattering and BSE yield depends on atomic 

number Z, so information from a relatively deep region is contained in 

the backscattered electrons. The BSE are sensitive to the composition 

of the specimen. 

X-Rays: When electrons in the inner shells are excited, X-rays are 

generated whose energies correspond to the energy difference between 

the shells involved in this transition. The generated X-rays are 

basically used for elemental analysis in SEM. 

 

https://en.wikipedia.org/wiki/Energy
https://en.wikipedia.org/wiki/Electronvolt
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Figure 3.3: Schematic diagram of SEM. 

3.2.1.2 Imaging in SEM: The interaction of e-beam with sample does 

not occur at a point but throughout the volume, these sizes of volume 

depend on beam energy and shape of interaction volume and atomic 

number.  

Components of the instrument: The SEM requires an electron probe, 

a specimen stage to place the specimen, a secondary-electron detector 

to collect secondary electrons, an image display unit, and an operation 

system to perform various operations. 

i) Electron source: The illumination system of SEM consists of an 

electron source, which is maintained at a negative potential. The 

emitted electron beam, which typically has an energy ranging from a 

few hundred eV to 50 keV, is passed through a magnetic lens system. 

ii) Condenser Lens and Objective Lens: Placing a lens below the 

Sample 

Tungsten filament

First condenser lens

Condenser aperture

Second condenser 
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Scan coil
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electron gun enables to adjust the diameter of the electron beam. Two-

stage lenses are located below the electron gun. The objective is a very 

important lens that determines the final diameter of the electron probe 

up to 5 to 10 nm. 

iii)  Detector: A scintillator is coated on the tip of the detector and a 

high voltage of about 10 kV is applied to it. The secondary electrons 

hit the scintillator and generate the light signal. This light is directed to 

a photo-multiplier tube PMT and amplified, then transferred to the 

display unit. Since the scanning on the display unit is synchronized 

with the electron-probe scan, brightness variation, which depends on 

the number of the secondary electrons thus forming an SEM image. A 

cathode-ray tube (CRT) or liquid-crystal display (LCD) is used as a 

display unit. In this work SEM images were recorded using Supra55 

Zeiss, oxford instruments. 

3.2.2 Transmission Electron Microscope  

Transmission electron microscopy (TEM) is used to study the local 

structures, morphology, dispersion of multicomponent polymers, cross 

sections and crystallization of metallic alloys, semiconductor’s micro, 

nano and angstrom-structure of composite materials etc. Figure 3.4 

shows the schematic diagram of TEM. In this technique, a beam of 

high energy electrons (typically 100–400 keV) is collimated by 

magnetic lenses and allowed to pass through a specimen in very high 

vacuum. The transmitted beam and a number of diffracted beams can 

form a resultant diffraction pattern, which is imaged on a fluorescent 

screen kept below the specimen. The diffraction pattern gives the 

information regarding lattice spacing and symmetry of the structure 

under consideration. Alternatively, either the transmitted beam or the 

diffracted beams forms a magnified image of the sample on the screen 

as bright-and dark field imaging manners respectively. This gives 

information about the size and shape of the micro, nano and angstrom-

structural constituents of the samples. High resolution image contains 

information about the atomic structure of the material. This can be 
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obtained by recombining the transmitted beam and diffracted beams 

together [151,152]. 

 

Figure 3.4: Schematic diagram of TEM [152]. 

3.3 Raman Spectroscopy 

 

Raman scattering [112,153], after its discovery, has now been 

established as one of the versatile spectroscopic tools widely used, not 

only to study crystal structure, chemical composition, crystal defects 

but also to investigate different physical phenomena taking place at 

microscopic levels like confinement, chemical compositions, defect 

states etc.Whether the objective is qualitative or quantitative, Raman 

spectroscopy can provide key information, easily and quickly, 

specifying the chemical composition and the structure of the probed 

material. The Raman spectroscopy is used to observe vibrational, 

rotational and other low frequency modes in the samples under 

investigation. It relies on inelastic scattering or Raman scattering of 
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monochromatic light, usually from a laser in the visible, near infrared 

or near ultraviolet range. The schematic of experimental set-up of a 

Raman spectrometer is shown in Figure 3.5. 

 

Figure 3.5: Schematic diagram of Raman Spectrometer  

 

The laser light interacts with molecular vibrations, phonons or other 

excitations in the system, resulting in the energy of the laser photons 

being shifted towards lower values of energy. The shift in energy gives 

information about the vibrational modes in the system [11,12,154]. In 

the Raman scattering, a sample is illuminated with a laser beam.  

Electromagnetic radiation from the illuminated spot is collected with a 

lens and passed through a monochromator. Elastically scattered 

radiation at the wavelength corresponding to the laser line (Rayleigh 

scattering) is filtered out, while the rest of the collected light is 

dispersed onto a detector. The scattered light is analysed to see the 

components available in the signal. In order to record the light intensity 

as a function of energy (in wavenumber units), a charge-coupled 

device (CCD) detector is used. In this work Horiba LabRAM HR 

micro Raman spectrometer was used for recording the Raman signals 

of Si NSs. The low frequency Raman spectra have been recorded using 

Horiba JY T64000 spectrometer. 
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3.4 Diffuse Reflectance Spectroscopy 

When electromagnetic radiation (light), in the UV-Visible region, 

interacts with matter, various effects can be observed such as 

reflection, scattering, absorption, transmission and 

fluorescence/phosphorescence. Total potential energy of a molecule 

can be represented as the sum of its electronic, rotational and 

vibrational energies. When energy of incident light is equal to the 

energy required to excite an electron from a lower energy level to 

higher level, the light is absorbed. UV-Vis spectroscopy deals with 

how the electromagnetic radiation is, absorbed, transmitted and 

reflected by/through a material. The block diagram of a typical UV-Vis 

spectrophotometer is shown in Figure 3.6. 

 

Figure 3.6: Experimental set-up for UV-Vis diffuse reflectance 

spectroscopy. 

 

Working principle 

The amount of light absorbed is decided by the ratio of incident 

radiation (Io) and the reflected or transmitted radiation (I). 

Quantitatively absorbance is described by following equation:  

A = −log (
𝐼0

𝐼
),                            (3.1) 

where, A is absorbance, Io and I are the intensities of incident and 

transmitted light respectively at a given wavelength. A UV-Vis 
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spectrophotometer uses a tungsten-halogen or deuterium lamp as a 

source. A dispersion device like a monochromator is used to select the 

incident wavelength. A detector, which converts UV- visible light into 

electrical signal is the final component of the spectrophotometer. It is 

easy to estimate band gap (Eg) from absorption spectra, in case of solid 

films of known low thickness, due to low scattering properties. 

However, in colloidal samples, due to large surface area exposure 

scattering is enhanced. As dispersed light does not reach up to the 

detector it is counted as absorbed light. Figure 3.7(a) shows the 

photograph of UV-Vis setup used in the current study. UV-Vis spectra 

from opaque materials like porous Si/ Si NSs are recorded by directly 

putting the sample below the target plate shown in Figure 3.7(b). 

 

Figure 3.7: Experimental set up for diffuse reflectance measurement 

(a) Carry 60 UV-Vis spectrometer, (b) an integrating sphere 

attachment to detect diffuse reflectance. 

Diffuse reflectance spectroscopy (DRS) enables one to obtain Eg of 

opaque samples [61,155]. The estimation of Eg using DRS utilizes 

Kubelka & Munk model  [156], in which diffuse reflectance R is 

related to Kubelka–Munk function F(R) by following equation: 

F(R) =  
(1−R)2

2𝑅
,                             (3.2) 

 

where, R denotes the percentage reflectance from the sample. If hn is 

the energy of photon, a graph between [F(R).hν]
2
 versus hν (in eV) can 

provide the Eg values of a sample with direct bandgap. An indirect 
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bandgap can be obtained from a plot of [F(R).hν]
1/2

 versus 

hν [157,158]. A UV-Vis spectrometer model Carry 60 of Agilent make 

has been used in the current work. 

3.5 Photoluminescence Spectroscopy 

To investigate the emission characteristic of Si NSs, PL measurements 

were performed using a Dongwoo Optron PL system with an He-Cd 

laser and diode laser, which having choice of excitation wavelength of 

325 nm or 405 nm respectively. The PL setup has been developed on 

the optical table using the combination of lens and mirror assembly. 

Figure 3.8 shows the schematic picture of setup developed for PL 

measurement using 405 nm diode laser. The laser beam coming from 

laser source has been directed with the help of mirrors and focused on 

the sample using the lens (L). The emission of light from sample is 

collected using lens assembly and focus on the optical fiber based 

Spectrograph. The final signal has been recorded using spectrograph 

which is connected with the computer. All measurements have been 

done at room temperature as well as down to 11 K. The schematic of 

the PL measurement setup is shown in Figure 3.8. The output of a laser 

light source (405 nm) is passed through the excitation slit and sample 

is placed in the path of the monochromatic light with an angle close to 

45°. 

 

Figure 3.8: Schematic diagram of PL setup 

While placing the sample, it is important not to send the reflected 

excitation light directly to the emission slit. When the sample is 
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optically excited, it emits light in all directions at various wavelengths 

depending on its band gap and other states. A portion of the emitted 

light collected and passes through the entrance of the spectrograph. 

 

3.6 Time Correlation Single Phonon Counting 

Time resolved fluorescence measurements were carried out using the 

time-correlated single photon counting (TCSPC) technique. It is a most 

widely used technique to record the time dependent fluorescence or PL 

of a sample with single photon detection sensitivity in the nanosecond 

to picosecond time scale. The basic principle of the TCSPC relies on 

the fact that after excitation of the sample with short pulse from a laser, 

time-dependent probability distribution of the single photon emission 

from the sample is equivalent to time dependent changes in the 

fluorescence intensity in the sample following its short pulse 

excitation [159,160]. 

Figure 3.9 describes a schematic block diagram of a TCSPC system. 

The excitation light pulse from the excitation source is split into two 

parts. One part is used to excite the sample and another part is directed 

to trigger a photodiode. The optical signal generated by the photodiode 

generates an electrical START signal which is routed through a 

constant-fraction-discriminator (CFD) and reaches to the time to 

amplitude converter (TAC) module. After receiving the start pulse, a 

timing capacitor in the TAC starts to charge linearly. Meanwhile, the 

sample after optical excitation emits the photons. These emitted 

photons are detected one by one by the PMT to generate electrical 

STOP pulses for each of the individual emission photon received. 

These electrical pulses which are also routed through another CFD 

reaches to the same TAC unit.  

On receiving the first electrical STOP pulse, TAC stops the charging of 

the capacitor and delivers a voltage output which is directly 

prepositional to the delay time (Δt) between the start and stop pulses 

reaching the TAC unit. The ADC module converts this voltage to a 

numerical value which is then fed into the input of a multi-channel 
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analyzer (MCA) and selects the particular channel in the MCA where a 

single count is added up. A histogram of the counts is generated in the 

MCA after repetition of this cycle (from excitation to data storage in 

the MCA) again and again.  

This distribution of the counts against the channel number in MCA 

represents the fluorescence decay curve of the sample which is 

convoluted with instrument response function (IRF) of the TCSPC 

system. IRF is the dead time of the TCSPC and limits its time 

resolution. IRF is collected in a similar way just by replacing the 

sample by a non-fluorescent thin scattering sample. Using an iterative 

method, the intrinsic emission decay kinetics is deconvoluted from the 

IRF. To avoid the pulse pile-up error, the collection rate of the 

emission photons by the stop PMT is kept low, around 2% or less, 

compared to the repetition rate of the excitation pulses. Low pulse 

energy and low sample concentration are also recommended to ignore 

this effect. For the measurements carried out in this thesis, a TCSPC 

system called Lifespec-RED from Edinburgh Instruments is used. 

 

 

Figure 3.9: Typical block diagram of a TCSPC instrument. 

Second harmonic output of a tunable femtosecond laser (Cohrent 

Model Verdi pumped by Cohrent Model Mira) was used as the 
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excitation source having pulses of ~ 150 fs. A pulse picker (Coherent 

model 9200) was used to select pulses at 3.8 MHz repetition rate. 

Fluorescence from the sample was collected at the right angle to the 

excitation. An emission polarizer was used before the collection optics 

and fluorescence is recorded at angle 54.7° polarization with respect to 

excitation light. To avoid the scattered excitation light, proper emission 

filters were used. Fluorescence signal was detected by a thermoelectric 

cooled Hamamatsu microchannel plate PMT (R3809U-50) and the IRF 

of this instrument was ~ 50 ps. The fluorescence decays were 

deconvoluted from the IRF and  fit to either single or multi exponential 

function as described in the Eq.3.3. 

I(t) =  ∑𝑎𝑖

𝑖

𝑒
(−

𝑡
𝜏𝑖

)
,                                (3.3) 

 

where τi is the fluorescence lifetime, ai is the amplitude of the decay 

lifetime. The goodness of the fit was judged by visual inspection of the 

plots of weighted residuals which was randomly distributed around 

zero line and reduced chi-square value close to 1.0 [160]. 
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Chapter 4 

Fabrication and Surface 

Morphology of Silicon 

Nanostructures 

 

 

 

This chapter deals with the fabrication and study of resulting 

morphology of Si NSs prepared by MIE. The MIE mechanism and role 

of metal nanoparticles herein have been discussed on the basis of 

charge transfer dynamics between surfaces involved. The step by step 

modification in surface morphology of samples has been understood 

with the help of SEM and TEM. The fractal nature has been observed 

in the porous Si fabricated by MIE technique. The SEM and TEM 

studies have been consolidated to model the growth mechanism for the 

observed fractal nature of porous Si
1
.   

 

 

 

 

 

 

 

                                                 
1
Priyanka et al., Silicon ,1–7. (2018),  

Priyanka et al., Superlattices Microstruct, 120,141-147, (2018) 
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4.1 Surface Morphology of Si Nanostructures 

The Si NSs have been fabricated using MIE [31,48,161] technique in 

the current study. The SEM and TEM microscopic tool have been used 

to study the surface and X-sectional morphologies of all the samples. 

The systematic SEM images have been recorded to understand the 

step-by-step progress of etching. The MIE is mainly a two steps 

process as discussed in chapter 3. Figure 4.1 shows the cleaned Si 

wafer surface which has been used for etching by dipped into the 

solution containing 4.8M HF and 5mM AgNO3 for the deposition of 

AgNPs on the wafer surface at room temperature for 1 min and then 

rinsed with DI water to remove the extra silver. 

 

Figure 4.1: SEM image of a clean surface of Si wafer. 

  

Surface morphologies of AgNPs deposited n- and p- type Si wafers 

with different resistivity have been shown in Figure 4.2. It is evident 

from Figure 4.2 that the AgNPs of different shapes and sizes have been 

successfully deposited on both the types of Si wafers (sample 

description given in Table 3.1 in chapter 3). In order to fabricate the Si 

NSs, the AgNPs deposited Si wafer is transferred to the etching 

solution containing 4.8M HF & 0.5M H2O2 and kept there for 60 min.  

200nm
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Figure 4.2: Surface morphology of AgNPs deposited Si wafers (a) 

NAg#', (b)PAg#', (c) NAg*' and (d) PAg*'. 

 

The etched Si wafer is dipped in the HNO3 acid for 2 min to remove 

the residual AgNPs. A strong oxide layer is formed on the etched Si 

wafer after the treatment of HNO3 acid. In order to remove the oxide 

layer from the SiNWs, samples were transferred to HF solution and 

then washed with DI. To see whether the Si wafers after etching have 

some modification or not the SEM images of etched Si wafer have 

been recorded. Figure 4.3 shows the SEM images of etched Si wafers.  

 

It can be observed from the surface morphologies of both n- and p-type 

Si wafers that the pore like structures are formed which are spread on 

the whole surface. As have been reported earlier  [48,49,162] that these 

pores might be interconnected or may be parallel to one another 

depending on the specifications of Si wafers used for the 

porosification. In order to know the nature of pores, X-sectional SEM 

images of all samples, have been recorded and shown in Figure 4.4. 

Figure 4.4 confirms that the wire like structures have been successfully 

fabricated in all the etched Si wafers. 

500 nm

SN001

500 nm500 nm

(a) (b)

(c) (d)

500 nm
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Fig 4.3: Surface morphology of etched Si wafer (a)N
#'
, (b)P

#'
, (c) N*' 

and (d) P*'. 

 

The SiNWs are laterally separated by pores of width varying from sub-

microns to a few microns. The height of SiNWs is decided by the 

etching time because when the etching time increases the vertical 

penetration distance of MNPs in Si wafer also increases due to 

progress of etching which result in height of the wires (SiNWs). 

 

Figure 4.4: Cross sectional SEM images of etched Si samples (a) N
#'
, 

(b)P
#'
, (c) N*' and (d) P*'. 
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Figure 4.4 reveals that the wires are well aligned, straight as well as 

uniformly distributed throughout in all the samples, as has already 

been reported [61,62,163]. Even though the well aligned SiNWs have 

been successfully fabricated by MIE, but the exact mechanism of MIE 

is still not clear and certain ambiguity remains regarding the role of 

metal nanoparticles which is very important to be revealed.    

4.2 Porosification Mechanism and Role of Metal 

As discussed above, the MIE method involves mainly two steps, the 

deposition of MNPs and the porosofication step. When the clean Si 

wafer is dipped into the solution of AgNO3 and HF, the Ag
+
 ions, 

available in the solution of AgNO3 & HF sit on the surface of Si. Here 

Ag
+
 takes one electron from the Si and gets neutralized for getting 

deposited as AgNPs after many such ions’ neutralization on the 

surface. The exchange of electron from Si to Ag
+ 

is favourable because 

the redox energy for the pair Ag
+
/Ag (0.79 V) is higher than the 

valence band energy of Si (0.62 V)  [164] as depicted in Figure 4.5 

which shows the redox pair energies and valence band energies. 

 

 

Figure 4.5: The schematic diagram showing redox pair energies with 

respect to hydrogen electrode potential. 

 

The exchange of electron from Si to Ag
+
 induces injection of holes 

(creation of positive site in Si) in the Si which eventually initiates the 

porosification [48,73,165]. After taking the electron from Si wafer, 

AgNPs gets deposited on the surface of  Si wafer. Further in the next 

EAg+

ECB =-0.48 V

EF

EVB=0.62 v
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step, theses AgNPs deposited samples are put into the etching solution 

which contains proper ratio of HF and H2O2. The fluoride ions (F
-
) 

present in the etching solution attack the positive sites of Si (where 

hole is present). This attack is known to be resulting in H2SiF6 before 

getting dissolved in HF solution and creates a physical pit on the 

surface of Si [166].  

 

Figure 4.6: Dissolution mechanism of Si in the HF proposed by 

Lehmann and Foll [166]. 

 

The steps involved in dissolution of Si in the HF solution is depicted in 

the Figure 4.6 [166]. Further  transfer of another electron from Ag to 

H2O2 takes place which results  reduction of H2O2 and creation of Ag
+ 

to start the next cycle of etching by providing continuous supply of 



 Fabrication and Surface Morphology…  
  

59 

 

Ag
+
 and thus of the holes (h

+
). The exchange of electron process and 

transfer of electron is favourable because the redox energy for the pair 

H2O2 / H2O (1.78 V) is higher (Figure 4.5) than the redox energy for 

the pair Ag
+
/Ag (0.79 V) [164]. The continuation of cycle is governed 

by etching time which decides the depth of pits inside the Si wafer. 

  

 

Figure 4.7: The schematic diagram depicting the porosification during 

MIE. 

 

The chemical reactions involved during the fabrication of SiNWs in 

MIE are as follows [70]: 

Ag
+
 + e

-
          Ag,                                          Creation of hole (1) 

  Si + 4h
+
 + 6HF      H2SiF6 + 4H

+
,                       Si dissolution (2) 

H2O2 + 2Ag        2H2O +2Ag
+  

+ 2e
-
,     to start etching cycle (3) 

 

The schematic displayed in Figure 4.7 shows the overall step-by-step 

formation mechanism involved in MIE. It is worth mentioning here 

that the dissolution starts from the sites where metal nanoparticles are 

present (Fig 4.7). Figure 4.7 indicates that, if more metal nanoparticles 

cover the surface of Si wafer than it will result in higher porosification 

leading to highly porous Si surface.  

 

+ ++ + + + +

+ ++ + + + +

H2O e+H2O2

Deposition of MNPs and 
transfer of electron 
from Si to metal ion

Creation of hole and 
attack of F- ion on +ve

site of Si 

Reduction of H2O2 and 
again start from step 1 

Removal of MNPs by 
dipping in the HNO3 

solution

SiNWsAg+ ion=
Hole

+

Electron=
=

Ag=

+

Formation of H2SiF6 and 
dissolution in HF 

F-

F-



Chapter 4 

60 

 

4.3 Porosification and Effect of Metal  

4.3.1 Surface Morphology Resulting from Different Metal 

Nanoparticles 

It is clear from the above discussion that the etching process strongly 

depends on the MNPs and presence of holes. Thus, the role of 

MNPs/semiconductor junction cannot be neglected as either of the two 

junctions (Ohmic/Schottky) can be formed depending on the relative 

Fermi energies and work functions. This will affect the flow of holes 

and thus the porosification [167]. In order to understand the effect of 

MNPs, and hence the surface dynamics therein, on the porosification 

of Si surface two types of MNPs have been used for fabrication of Si 

NSs from n- and p- type Si wafers. 

 
 

Figure 4.8: The top panel images are surface morphologies of AgNPs 

deposited n- and p- type Si wafers (sample NAg
#’

and
 
PAg

#’
) and bottom 

panel shows the top view SEM images of sample N
#’

 and P
#’ 

respectively. 

 

Figure 4.8 shows the SEM images of AgNPs deposited surfaces and its 

corresponding etched Si wafers. The images in top panel are surface 

morphologies of AgNPs deposited Si wafer whereas bottom panel 
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shows the top view SEM images of sample N
#’

 and P
#’ 

respectively. It 

can be observed from Figure 4.8 (bottom panel) that the top view 

surface morphology of etched n-type and p-type Si wafer shows 

different surface morphologies, by keeping the other parameters 

constant (deposition and etching time), possibly due to the nature of 

junction between Ag with n- and p-type Si wafer. In case of sample N
#’ 

some tent like structures are apparent in the top view (as will be 

discussed in detail later) and on the other hand, for sample P
#’ 

the 

pores like structures are apparent. As it is well known that, since the 

contact between Ag and n-type Si wafer is different from the contact 

between Ag and p-type, the surface morphology of both n- and p- type 

etched Si wafer (top view) may be different and will be validated in 

later.   

 

Figure 4.9: The top panel images are surface morphologies of AuNPs 

deposited Si wafer (sample NAu
#’’’

and
 
PAu

#’’’
) and bottom panel shows 

the top view SEM images (surface morphologies) of sample N
#’’’

 and 

P
#’’’ 

respectively. 

 

To further confirm that the contact between MNPs & Si wafer gives 

different texturization on porosification another set of samples were 

500nm 500nm

10mm 10mm

N#’’’ P#’’’
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prepared using gold nanoparticles (AuNPs). The top panel images in 

Figure 4.9 show the surface morphologies of AuNPs deposited Si 

wafer and bottom panel shows the top view SEM images (surface 

morphologies) of sample N
#’’’

 and P
#’’’ 

(obtained after porosification) 

respectively. It is clear from Figure 4.9 (bottom panel) that the surface 

morphologies of porous n- and p- type Si are different from each other 

which is likely again due to the nature of junction between Au and n- 

& p-type Si wafer. It is observed from Figure 4.9 (bottom panel) that 

the Si NSs fabricated from p-type Si wafer using AuNPs shows similar 

behaviour (top view surface morphology of SEM images) as  the Si 

NSs fabricated by n-type Si wafer using AgNPs (compare with Figure 

4.8 bottom panel). It is worth mentioning here that the junction 

between Ag and n-type Si wafer is same as the junction between the p-

type and Au metal nanoparticles (Ohmic junction).  

 

Figure 4.10: SEM images used to analyse (using ImageJ) the tent like 

structure in samples N
#’

 and P
#’’’

. Inset shows the selected area 

(marked by red circle) 3D surface plot. 
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It is evident from Figure 4.8 & 4.9 that the morphologies of samples 

N
#’

 and P
#’’’ 

are similar and simultaneously are different from samples 

P
#’

 & N
#’’’

 which are obtained after porosification of samples with 

non-Ohmic contact (non-tent shape top view morphology). To 

understand the 3D morphology of SEM micrographs ImageJ software 

is used. The 3D representation of SEM images of a single tent structure 

has been obtained by appropriately selecting an area of SEM image, 

converted to grayscale image, and then using “surface plot” option 

from “Analyze” menu in ImageJ software of the selected area which 

result in tent shaped 3D image (Figure 4.10).  Surface plots obtained 

from SEM images of sample N
#’

 and P
#’’’ 

have been shown in Figure 

4.10 along with the corresponding SEM images where tent-shaped 

structure is visible clearly [167]. 

 

 

Figure 4.11: SEM image of sample P
#’’’

 obtained by tilting the sample. 

The red and black marked line shows the single tent width and height 

respectively. Inset shows the bending of Si-tent tip. 

 

The tent-shaped morphology has also been observed from sample P
#’’’

, 

by using AuNPs as shown in SEM image (Figure 4.11) recorded with 

tilt angle of 45 degrees. It is evident from Figure 4.11 that tent shaped 

2 mm
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morphologies are successfully fabricated in p-type wafer when AuNPs 

are used. The width of tent shaped Si NSs is of the order of 10mm 

marked with red curve (Figure 4.11) and is confirmed from the surface 

plot extracted using ImageJ. The surface plot shown in the inset of 

Figure 4.10 is used to calculate the tent angle which was found to be ~ 

72
0
 and 62

0 
for samples N

#’
 and P

#’’’ 
respectively. The approximate 

height of single Si NSs tent is 10mm in case of P
#’’’ 

marked by black 

line (Figure 4.11) and the spacing between two consecutive tent is of 

the order of 1mm.  

 

Figure 4.12: SEM images used for the ImageJ to analyse the tent 

structure in sample N
#’’’

 and P
#’

. Inset shows the 3D surface plot of 

corresponding SEM images. 

 

It is also evident from the SEM images (inset of Figure 4.11) that the 

tip of the tent is bent and looks as a bunch of SiNWs clubbed together 

indicating that bending of SiNWs on one another result in tent like 

structure. This kind of texturization can be thought to be originating as 

an effect of surface tension which will be discussed later. To observe 
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whether the tent shaped Si NSs are present in the sample where 

metal/semiconductor Schottky junctions (Ag and Au make non-ohmic 

junction with p-type and n-type Si wafer respectively) were formed in 

the pre-porosification stage, ImageJ analyses of sample N
#’’’

 and P
#’ 

have also been done which is shown in Figure 4.12. It has been 

observed from Figure 4.12 that the surface plot generated by sample 

N
#’’’

 and P
#’ 

does not show any tent-shaped structure on the surface. It 

is important here to mention that a clear correlation between the nano-

metal/Si junction have been observed from the above discussion (from 

Figure 4.8 to 4.12).  

   

4.3.2 Band Bending and Surface Texturization  

To understand the nano-metal/semiconductor junction more clearly the 

band structure diagrams for Ohmic and Schottky junction have been 

drawn which is displayed in Figure 4.13 along with corresponding 

representative SEM micrographs. It is clearly noticeable that the metal 

Si combination (sample N
#’

 and P
#’’’

) forming Ohmic junction, when 

etched, results in tent-shaped morphology whereas Schottky junction 

(N
#’’’

and P
#’

) nano-metal/Si combination result in wire like 

morphology. This kind of tent-shaped texturization can be thought to 

be originating as an effect of surface tension and can be understood as 

follows.  

The fabricated SiNWs may feel the force from the solution are 

energetically unfavourable and hence will agglomerate to minimize the 

surface energy which will be very high in case if all the wires are 

separated [167]. The same has been explained by depicting the 

texturization of tent shaped Si NSs in Figure 4.14. In first step the 

metal nano- particles were deposited on the surface of Si wafer by 

dipping in metal solution and then metal nanoparticle loaded Si wafer 

were transferred in the etching solution. After etching the well aligned 

SiNWs have been formed which is shown in step 2.  The etching time 

decides the length of SiNWs i.e., increase the etching time the length 
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of SiNWs also increases. 

 

Figure 4.13: Band diagram along with SEM micrographs showing a 

correlation between band bending and morphology after porosification.  

 

In step 3 the SiNWs start bending on each other as they are unable to 

sustain on their own due to increased length. This starts during removal 

of etched Si wafer from the etching solution the red arrow in circle 

shows the bending of SiNWs in step 3. In the final step the bunch of 

SiNWs were bent together and form a tent like structure when the 

etched Si wafer is removed completely from the etching solution.  

 

Figure 4.14: Schematic showing mechanism of texturization of Si 

wafer into nano tent of Si NSs. Red arrows, in step 3, show the 

direction of force being felt by the wires as a result of surface tension. 
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It is very likely that the bunch of SiNWs remain well aligned when 

they are in the etching solution. The base of SiNWs stay attached to the 

Si wafer. In this way, the SiNWs bend due to the surface tension effect. 

The surface tension shows the elastic tendency of the solution which 

forces it to acquire the least surface area possible. Similar to this, if the 

SiNWs bunch together they will acquire lesser surface area thus is a 

favourable move when removed from the etchant. This results in 

bunching of wires on one another and formation of Si tent (step 4).  

 

4.4 Effect of Doping Level on the Porosification 

 
Other parameters which may affect the structural morphology include 

doping level and type of dopant present in the Si wafer. Figure 4.15 

shows the SEM images of samples which have been fabricated from Si 

wafers having different doping type (n- and p-type Si) as well as 

different doping level using MIE technique. The surface morphology 

of sample P
*’

, P
#’

, N
*’

 and N#’
 (sample details in Table –3.1 in chapter 

3) are shown in Figure 4.15 (a) to (d) where pore like structures are 

clearly observed which are spread on the whole surface. The exact 

effect of doping level on structural properties can be understood by X-

sectional SEM. The X-sectional SEM images of all sample have been 

recorded which have been displayed in Figure 4.15 (e) to (h).  

It have been observed from X-sectional SEM images that well aligned 

nanowires, laterally separated by pores of width varying from sub-

microns to a few microns, are fabricated in all the samples of n- and p-

type Si wafers. Comparison of X-sectional images in right panel 

(Figure 4.15) indicates that relatively thinner SiNWs are present in 

sample P
#’ 

 as compared to sample P
*’

 which has been prepared from 

low doped p-type Si wafer with respect to sample P
#’

 [61]. The n-type 

SiNWs also have been prepared with comparatively lower doping as 

compared to sample P
#’
. It is also evident from Figure 4.15 (e) & (f) 

that the relatively thinner SiNWs have been present in P
#’  

as compared 

https://en.wikipedia.org/wiki/Surface_area
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to those in  N
#’
 because the doping level is high in P

#’
 sample compare 

to N
#’

 [168]. However the size estimation of the SiNWs using SEM is 

not exact because of its resolution limitations and will be estimated 

using Raman spectroscopy which is found to be a better tool for size 

estimation especially for Si NSs  [85]. 

 
 

Figure 4.15: The left panel SEM images are surface morphologies 

whereas right panel images are X-sectional morphologies of sample 

P
*’

,
 
P

#’ 
, N

*’
 and N#’

 respectively.  
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Further for better size estimation, TEM study has been carried out for 

samples P
#’ 

and N
#’ 

(Figures 4.16). The TEM images in Figure 4.16 

suggest that further smaller nanostructures are present on the surface of 

SiNWs. It can be clearly seen from TEM images that smaller 

nanostructures of ~3nm are present in sample P
#
’ whereas sample N

#
’ 

contains Si NSs of sizes ~5.5nm. It is confirmed from the above 

discussion that comparatively smaller sized NSs are present in the 

highly doped Si wafer. 

 

 

Figure 4.16: TEM images of samples N
#’

 and P
#’

. 

 

In order to confirm the presence of these  nano structures, and discount 

presence of any artefact, in the SiNWs one more set of same sample 

have been fabricated by keeping all the parameters constant (metal 

nano particle deposition time, etching time etc.).  Figure 4.17 shows 

the TEM images of a portion of samples N
#’

 and P
#’

. A ~50 nm thick 

~5.5nm

35nm

65nm

~3nm
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wire of Si can be seen in Figure 4.17. These small nanostructures 

appear to be of the order of a few nanometers (around ~5nm range) and 

are present on the surface of SiNWs in both the samples N
#’

 and P
#’

.  

 

Figure 4.17: TEM image of samples N
#’

 and P
#’

, prepared by MIE. 

Inset shows the selected area (marked by red dotted line) 3D surface 

plot of TEM image. 

 

For detailed analysis of this unorthodox structure, ImageJ was 

employed. The obtained surface plots from the wires visible in the 

TEM images have been shown in the insets along with the background 

areas also for comparison. It can be appreciated from the surface plots 

in insets of both the samples that the surface of SiNWs is not smooth 

rather is porous in nature. It is worth mentioning here that a porous Si 

Figure 2
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wafer, after MIE, contains nanowires which is also porous which gives 

a feeling of the fractal nature of porous Si as reported earlier [199] and 

appears to get revisited here which is a very interesting phenomenon. 

It is important here to understand the possible origin of the fractal 

nature of nanowire containing porous Si prepared by MIE. It has been 

established that the SiNWs fabricated using MIE technique produce 

nanowires which are well aligned and laterally separated by 

pores [61,75] giving it the porous nature. Presence of interconnected 

pores and especially the porous nature of nanowires themselves 

certainly mean that the path of chemical etching has taken place in 

non-vertical direction.  

 

Figure 4.18: Surface morphologies of samples NAg
#’’

  and N
#’’

, top 

panel shows the AgNPs decorated Si wafer for 60 min and bottom 

panel shows the surface morphology of corresponding etched Si wafer 

(sample N
#’’

). 

It is evident from the above discussion that the formation of porous 

nanowires can take place only if the AgNPs proceed towards the pore 

NAg
#’’

N#’’

1mm
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walls in non-vertical direction. In absence of the above, the pores will 

proceed vertically down and will result in non-porous nanowires on 

porous membrane. Before verifying the above hypothesis, regarding 

the non-vertical AgNPs movement, it is worth mentioning here that the 

material’s growth depends on the nature of surfaces involved and are 

governed by associated surface energies. Keeping this in mind, growth 

mechanism of AgNPs, i.e. how the MNPs grow when the Si wafer put 

for long period in the metal solution. 

 

Figure 4.19: Surface morphologies of samples PAg
#’’

 (pre-

porosification) and P
#’’

(post-porosification), top panel shows the 

AgNPs decorated Si wafer for 60 min and bottom panel shows the 

surface morphology of corresponding etched Si wafer (sample P
#’’

). 

 

To understand how AgNPs grows when it is kept in the precursor 

solution for longer duration, the deposition time of AgNPs has been 

increased to 60 minutes (as compared to 1 min for usual 
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porosification). Figure 4.18 shows the surface morphologies of The 

SEM images of samples NAg
#’’

 (pre-porosification step) and N
#’’

 (post-

porosification step). It is evident from SEM image of sample NAg
#’’

 

that as the deposition time of metal nanoparticles increases the AgNPs 

growth in the form of dendritic structures. Similarly a p-type Si wafer 

was also used for growing AgNPs with growth time of 60 min resulting 

in dendritic growth same as on n-type Si wafer (Figure 4.19) [155]. 

It is evident from the top panels of Figure 4.18 & 4.19 (SEM images of 

samples NAg
#’’

 and PAg
#’’

, pre-porosification step) that when grown for 

60 minutes the AgNPs grow in the form of dendrites rather growing 

like a wire or rod. It means that an Ag atom can get attached to the 

already available streak of Ag atoms, resulted after nucleation, at any 

place and not necessarily at the end of the streak. The latter will end up 

in the vertically downward proceeding of the AgNPs to result in non-

connecting pores on Si wafer as reported being the case in MIE.  The 

dendritic growth of AgNPs confirms the hypothesis that AgNPs can 

proceed in non-vertical direction and may penetrate the SiNWs 

resulted after MIE and end up with porous wires [155].  

 

In order to see the effect of dendritic structure of AgNPs on etching of 

Si wafer, both of the dendritic AgNPs deposited Si wafers (60 min, 

dendritic AgNPs) have been transferred in the etching solution. The 

bottom panels of Figure 4.18 & 4.19 shows the etched Si wafers 

(sample N
#’’

 and P
#’’

). From Figure 4.18 & 4.19 (bottom panel) it is 

clear that the top view of sample N
#’’

 and P
#’’ 

show entirely different 

morphology with respect to the sample N
#’

 and P
#’

 (bottom panel of 

Figure 4.8)
2
. The surface morphologies of samples prepared by one 

minute Ag deposition shows specific pattern in the top view 

morphology whereas in case of 60 minutes AgNPs deposition the 

surface morphology shows rather random porosification. The above-

                                                 
2
 Obtained after porosification of Si wafer with AgNPs grown only for 1 min. 
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mentioned correlation, evident from Figure 4.8 (bottom panel) and 

4.18 & 4.19 (bottom panel), suggests that for porosification AgNPs act 

as etching centers which means that the dissolution of Si atoms starts 

from metal nanoparticles which act as nucleation sites. Previous 

study  [48] reported that when Si wafers are dipped into the solution of 

AgNO3 and HF, available Ag
+
 ions get deposited on the surface of Si 

wafer, take one electron from the Si surface and get neutralized to Ag. 

This is a continuous process (Ag
+
   taking electron from Si 

desolation of Si  Ag move in forward direction) which leads to the 

porosification.  

 

Figure 4.20: Schematic representation showing the formation of 

fractal porous Si (i) AgNPs deposited Si wafer followed by (ii) etching 

by MIE followed by (iii) non-vertical etching progress and resulting in 

(iv) porous nanowires present in porous Si matrix with inset showing 

the actual TEM image of one SiNWs. 

  

The above discussion can be represented in the form of a schematic as 

shown in Figure 4.20. It is important to mention here that the formation 

of nanocrystal on the surface of SiNWs is attributed due to the shape 

and structure of Ag which can directly be confirmed from top panel of 

Figures 4.8, 4.18 & 4.19. It is equally important to mention here that, 

from the top panel images of Figure 4.8 (sample NAg
*’

and
 
PAg

*’
, 

AgNPs deposited Si wafer) the shape of Ag is rather irregular, which 
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means that when the Ag moves in the forward direction following 

redox process  [48] it corrodes the side walls of SiNWs and due to this 

process few nano meter sized Si nanocrystals get formed on the 

SiNWs.  This can be elaborated on the basis of formation mechanism, 

as depicted in Figure 4.20, which is as follows. The AgNPs deposited 

Si wafer (step (i)) when dipped in etching solution of HF and H2O2 

results in porous Si consisting of SiNWs (step (ii)) as a result of usual 

porosification by MIE. When etched for longer, the AgNPs move in 

non-vertical directions and penetrate through the walls of the pores at 

several places on the SiNWs which continue to corrode (etch) the 

wires (step (iii)) to result in a porous SiNWs in step (iv) after the 

removal of residual Ag. The end result being the porous NWs of Si 

present in the porous Si wafer matrix.   

4.5 Summary  

In summary, step by step etching mechanism of MIE has been 

understood. Surface morphologies of porous n- and p-type wafers 

obtained from silver- and gold- nanoparticle assisted etching have been 

studied to observe a correlation between obtained nanostructure and 

nano-metal/Si contact. A tent-shaped surface morphology is obtained, 

on porosification, when an Ohmic nanometal/Si junction is formed. 

The tent-shaped surface morphologies are irrespective of the wafer 

type (n- or p-) and are resulted as long as an Ohmic junction is formed 

with nano-metal used as catalyst. It is also observed that porous Si 

surfaces resulted after MIE ends up in SiNWs which are also porous. 

The presence of porous nanowires, at microlevel, in the overall porous 

Si surface, at macrolevel, means fractal type morphology. The SEM 

and TEM studies have been consolidated to model the growth 

mechanism for the observed fractal porous Si. 
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Chapter 5 

Confined Phonons in Low 

Dimensional Silicon 

 

Current chapter reports the behaviour of confined phonons, present in 

low dimensional Si, using Raman scattering. The Raman spectroscopy 

has been used to study the identification of the phase such as c-Si, Si 

NSs and a-Si. The effect of phonon confinement on Raman spectra of 

Si is studied in terms of the way the whole Raman spectral line-shape 

responds to a given confinement effect. An analytical model for 

asymmetric Raman line shape, observed from Si NSs, based on PCM 

is presented here. A theoretical model has also been presented in this 

chapter which is used to measure the short range order present in a-Si. 

The results presented in this chapter are published in different 

journals.
3 

 

5.1 Raman Scattering from Low Dimension Solids: 

Theoretical background   

Raman scattering replicates the nature of zone-centered optical 

phonons in crystalline solids. Theoretical background of Raman 

scattering from c-Si and a-Si has already been discussed in the chapter 

2. Raman spectrum obtained from Si NSs shows different nature as 

compared to that from c-Si because the optical phonon’s frequency in 

the Si NSs is likely to change from its bulk counterpart due to the finite 

size (confinement effect) of the material. Thus, the Raman spectral 

line-shape function from the Si NSs must be modified, from a typical 

                                                 
3
 Priyanka et al. J. Phys. Chem. C, 2017, 121 (9), 5372–5378, 

Priyanka et al. J. Phys. Chem. Lett. 2016, 7 (24), 5291–5296,  

Priyanka et al., Anal. Chem. 2018, 90 (13), 8123–8129 
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Lorentzian function for c-Si, in accordance with the change in optical 

phonons frequency. At nanoscales, the breakdown of translational 

symmetry of (nano)crystalline materials at its grain boundaries, results 

in the deviation of vibrational contributions in the Raman spectra of 

that material [169,170]. As the size of materials is reduced to the order 

of its Bohr exciton radius, the effect of confinement of optical phonon 

vibration is more pronounced [91,171,172] which is reflected in 

Raman scattering.  

With no exaggeration, Raman spectroscopy is said to be one of the 

most important tools which categorize the phase (crystalline, 

amorphous or nanocrystalline) [90,170,173]. Different models exist to 

illustrate the Raman line-shape resulting from the Si 

NSs [118,173,174]. The first-order Raman spectrum provides a fast 

and convenient method to analyze both the vibrational properties of 

crystalline as well as amorphous semiconductors. Since NSs of 

semiconducting material are quasi-crystalline, their Raman spectra are 

expected to be present in the intermediate range between the spectra of 

the corresponding crystalline and amorphous nature of the material.  

Lot of research have been done in order to understand the vibrational 

properties in Si NSs [175,175,176], confined in one or more 

dimensions, using Raman spectroscopy. All the results usually show a 

(red-) shift in the peak position of the first-order Raman line of 

crystalline semiconductors along with a spectral broadening [177–179] 

which results in asymmetric Raman spectrum from Si NSs. Figure 5.1 

shows the typical phonon dispersion and corresponding Raman line-

shape of Si, where left hand side and right hand side display Raman 

active optical mode for c-Si and Si NSs, respectively. Raman scattering 

is used to estimate the Si NSs size using PCM proposed by Richter et 

al. [91], which was further modified by Campbell et al [173]. 
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Figure 5.1: Schematic diagram showing the phonon dispersion and 

Raman line-shape of Si, where left hand side and right hand side 

display Raman active optical mode for c-Si and Si NSs, respectively. 

5.2 Phonon Confinement Model  

In a single crystal, only zone centered optical phonons contribute to 

Raman spectrum (near the Brillouin-zone center i.e, k = 0) due to the 

momentum conservation rule. The PCM [102,202] accounts well for 

the observed Raman line-shape from the Si NSs. Richter et al. [91]  

proposed a very harmonious PCM for confined phonons in the Si NSs 

of spherical shape with diameter L. The plane wave function of the 

phonon is restricted within the finite sized NSs. The wave function of a 

phonon with wave vector k0, in a crystal is defined in polar coordinates 

as [173]: 

                      𝛷(𝑘0, 𝑟) = 𝑢(𝑘0, 𝑟)𝑒
−𝑖 �⃗� 0.𝑟 ,                             (5.1) 

where 𝑢(𝑘0, 𝑟) is the periodicity of the lattice. In case of a finite crystal 

of dimension L, the phonons are restricted to its volume. Phonons 

inside the Si NSs can be described by the following weighting 

functions 𝑊(𝑟 , �⃗� )  [173]. 
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                                     𝛹( �⃗� 0, 𝑟 ) = 𝑊(𝑟 , �⃗� )𝜑 ( �⃗� 0, 𝑟 ),                    (5.2) 

Using Eq. (5.1) in the Eq. (5.2) 

                                 𝛹( �⃗� 0, 𝑟 ) =  𝛹′( �⃗� 0, 𝑟 ) 𝑢( �⃗� 0, 𝑟 ),                 (5.3) 

where, 

                           𝛹′( �⃗� 0, 𝑟 ) =  𝑊(𝑟 , �⃗� )𝑒−𝑖 �⃗� 0.𝑟 ,                    (5.4) 

Richter et al.[102] chose the 𝑊(𝑟 , �⃗� ) to be a Gaussian of the form 

exp(-2r
2
/L

2
), with a phonon amplitude of 1/e at the boundary of the 

finite crystal. For line-shape of the Raman spectrum, 𝛹′( �⃗� 0, 𝑟 ) might 

be expanded in a Fourier series as: 

                             𝛹′( �⃗� 0, 𝑟 ) =  ∫ 𝐶( �⃗� 0, 𝑘)𝑒𝑖  �⃗� 0,𝑟  𝑑3𝑘 ,              (5.5) 

where the corresponding Fourier coefficient 𝐶(𝑘0, 𝑘) is given by[102] 

                            𝐶( �⃗� 0, 𝑘) =  
1

(2𝜋)3
∫𝛹′( �⃗� 0, 𝑟) 𝑒−𝑖 �⃗� .𝒓𝑑3𝑟,         (5.6) 

Thus, the phonon wave function in a finite crystal is no longer an eigen 

function of the phonon wave vector k0 but rather a superposition of the 

eigen functions with k vectors around k = 0. For a spherical finite 

crystal, the Fourier coefficients are given as | 𝐶( �⃗� 0, 𝑘)|
2
 ~ exp(-k

2
L

2
/4), 

where k0 is assumed to be 0. Thus intensity of the first-order Raman 

scattering, I (w), can be written as [173]. 

                 I(ω) =  ∫
| 𝐶( �⃗� 0,𝑘) |2

[{𝜔−𝜔(𝑘)}2+(
𝛾0
2

)
2
]
𝑑3𝑘,                              (5.7) 

where w(k) is the phonon dispersion function for the optical branch of   

c-Si and γo is natural line width of Raman spectrum of c-Si. This 

assumption is justified owing to the fact that only a small portion of the 

Brillouin-zone centered at the γ point contributes to the scattering. 

Different weighting functions, namely sinc [Eq. (5.8)], exponential 

[Eq. (5.9)] and Gaussian [Eq. (5.10)] respectively have been proposed 

for the Fourier coefficients [204] as given below. 

| 𝐶(0, 𝑘) |2 ≈ 
𝑆𝑖𝑛 (

𝐾𝐿

2
)

(4𝜋2−𝑞2𝐿2)2  ,         𝑊(𝑟, 𝐿) =
𝑆𝑖𝑛 (

2𝜋𝑟

𝐿
)

(
2𝜋𝑟

𝐿
)

  ,         (5.8) 

| 𝐶(0, 𝑘) |2 ≈ 
1

(16𝜋2−𝑘2𝐿2)4  ,     𝑊(𝑟, 𝐿) = 𝑒−4𝜋2 𝒓/𝐿  ,         (5.9) 

| 𝐶(0, 𝑘) |2 ≈
𝑒−𝑘2 𝑳𝟐

16
𝜋2 ,          𝑊(𝑟, 𝐿) = 𝑒−8𝜋2 𝒓/𝐿2,         (5.10) 
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Figure 5.2 shows the confined NSs in three, two or one dimension 

(sphere, column and thin film, respectively). Effect of the size on the 

position and shape of the Raman band is strongest for a sphere whereas 

marginal for ultra-thin films. Many research groups [172,180–182] 

have established theoretical formalisms for calculating first-order 

Raman scattering from NSs. Shape and size distribution in an 

ensemble of small NSs have also been incorporated in their 

calculations along with the effect of the reduced size[102,214]. 

  

 

Figure 5.2: Confined NSs in (a) three (sphere), (b) two (column) and 

(c) one (thin film) dimension. 

It is found that the Raman line-shape from Si NSs are explained very 

well using the relation |C(0,k)|
2 

= exp[-(k
2
L

2
/4a

2
)] [173]. For two 

dimensional confined system the volume integration (d
3
k) in Eq. 5.6 

needs to be replaced by the area integration (d
2
k). Therefore the Raman 

line shape for a given size L for one dimensional confinement is: 

                      𝐼(𝜔, 𝐿) =  ∫
𝑒
−𝑘2𝐿2

4𝑎2

[𝜔−𝜔(𝑞)]2+(

2

)

2  𝑑
2𝑘

1

0
,                  (5.11) 

It is possible that all the NSs may not have the same size. To 

incorporate the effect of this distribution, a Gaussian function of the 

form N(L)  [exp{- (L-L0)/}
2
] can be included in Eq. 5.11. Here ‘L0’ 

is the most probable or average size of the NSs and  defines the width 

of distribution. It causes an additional broadening in the Raman line-

shape described by Eq. 5.11. Incorporating these two modifications, 

L

L1
L2

(a) (b) (c)

Sphere Column Thin film

L1
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Eq. 5.11 is modified to Eq. 5.12:  

𝐼(𝜔, 𝐿) =  ∫ 𝑁(𝐿)
𝐿2

𝐿1
[∫

𝑒𝑥𝑝
−𝑘2𝐿2

4𝑎2

[𝜔−𝜔(𝑘)]2+(

2

)

2  𝑑
𝑛𝑘

1

0
] 𝑑𝐿,                    (5.12) 

Here, ‘n’ shows the degree of confinement and may take value 1, 2 or 3 

for 1D, 2D or 3D confinement respectively. This equation will be used 

in section 5.3 for Raman line-shape analysis of Raman scattering data 

of Si NSs samples fabricated using MIE. 

5.2.1 Evolution of Asymmetric Raman Line-Shape for 

Nanostructures 

As discussed in the above section, due to momentum conservation law, 

only zone centered (k=0) phonons participate in Raman scattering for 

crystalline materials. As a result, symmetric, sharp peak is observed in 

the case of crystalline material centered at frequency corresponding to 

the zone centered phonon frequency. The formulation of Raman line 

shape has been started from phonon dispersion relation of respective 

material. In the present study phonon dispersion relation of Si, given 

by Eq. 5.13, is used while analyzing Raman spectral line-shape using 

Eq. 5.11 & 5.12.  It is evident from Figure 5.3 that Raman line shape 

shows a typical symmetric Raman line-shape for bulk Si represented 

by a Lorentzian line-shape and can be written as Eq. 5.14.Inset of 

Figure 5.3 shows the longitudinal optic (LO) branch of phonon 

dispersion relation for Si (Eq. 5.13). The discrete points  shown in inset 

of Figure 5.3 shows the data reported in literature for the same  [103].  

                        𝜔(𝑘) = √171400 + 100000 cos
𝜋𝑘

2
 ,                  (5.13) 

 

The equation of Raman line shape for a crystalline bulk material is 

written as: 

𝐼(𝜔) =
1

[𝜔−𝜔0]
2+(𝛾/2)2    

  ,                                            (5.14) 
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Figure 5.3: Symmetric Raman line shape for c-Si calculated using Eq. 

5.14 and inset shows the dispersion curve for Si evaluated using Eq. 

5.13. 

where, w0 is w(0) (Eq. 5.13) which is equal to 521 cm
-1

 for c-Si, γ is 

the full width at half maximum (FWHM) of the spectrum. As an 

example, symmetric Raman peak in the case of bulk Si is observed at 

~521cm
-1

 with FWHM of 4 cm
-1

. But in the case of its nanostructured 

form, this selection rule gets relaxed and phonons other than the zone 

centered ones also contribute in a crystallite of finite 

dimension [72,171].  

This results in a change in the first order Raman spectrum which is 

typically Lorentzian for crystalline materials. Line-shapes of Raman 

spectra from nanostructures are expected to be intermediate between 

those of the corresponding crystalline and amorphous materials. For 

example, a broad band around 480cm
−1

 can be observed in the Raman 

spectra from amorphous Si [183,184] whereas at the other extreme of 

c-Si, a sharp symmetric Lorentzian peak is observed at 521cm
−1

 

corresponding to the zone-centered phonon (Figure 5.3) [90]. The 

change in the Raman line-shape parameters (peak position and 

FWHM) is useful in determining the size, shape and size distribution 

of NSs, since phonon softening and broadening of Raman lines are 

related to the size of nanostructures.   
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5.2.2 Effect of Size on Raman Line Shape     

As discussed above, an asymmetrically broadened and red-shifted 

Raman line-shapes, represented by Eq. 5.11, are observed from Si 

NSs [39,185]. It is important here to mention that, there are three key 

observations, which are used to identify presence of confinement effect 

in Si, first, red-shifted Raman line-shape with respect to the c-Si, 

second, the non-unity asymmetry ratio (the ratio of half width towards 

lower energy side to the half width towards higher energy side) and 

third the broadened Raman line shape as compared to its c-Si 

counterpart. Asymmetry ratio is the measure of asymmetric broadening 

of Raman line shape and will be discussed later. It is clear from Eq. 

5.11 that Raman line shape depends on the size of NSs (L).  

Figure 5.4(a) shows the calculated Raman line shapes using Eq.5.11 by 

putting different crystallite sizes for a nano-system which is confined 

in one dimension only. The exponential term in Eq. 5.11 also takes care 

of the size dependence of the Raman line-shape by taking weighted 

average of contribution from each phonon present on the phonon 

dispersion curve [90]. Equation 5.11 can be understood as the basic 

Raman line-shape function for semiconductors nanostructured in 

particular and nanostructured materials in general. It is evident from 

Figure 5.4(a) that as the size of Si NSs decreases from 10 nm to 2 nm 

the broadening and asymmetry of Raman line shape increases along 

with spectral red-shift with respect to the c-Si. It is also evident from 

the Raman line shape generated using Eq.5.11 that the peak position is 

more redshifted for 2nm size as compared to the same for 10nm size.  

To discuss quantitatively about the nature of these Raman line shapes, 

it is important to define the parameter called asymmetry ratio which is 

the ratio of the half widths towards lower energy side (L) and higher 

energy side (H) at I/2 i.e. at 50% of the total intensity respectively of 

the Raman peak (i.e.𝛼𝑅 =
𝛾𝐿

𝛾𝐻
as shown in Figure5.4(b) which also 

defines the pre-maximum and post-maximum  regions in a Raman 

spectrum. 
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 Figure 5.4: (a) Raman line-shapes theoretically generated using PCM 

Eq. 5.11 for different Si NSs sizes. Inset shows the asymmetry ratio 

(left Y-axis) and peak position (right Y-axis) with respect to size of Si 

NSs.(b) depicted  pre-maximum & post maximum sides in Raman line 

shape and the half widths in lower energy side (L) and higher energy 

side (H) at I/2 i.e. at 50% of the total intensity I. 

 

To further confirm the asymmetric line shape and shift in peak position 

the asymmetry ratio and peak position have been calculated using 

Figure 5.4(a) and plotted as a function of size of Si NSs which is 

displayed in inset of Figure 5.4(a). It is evident from inset of Figure 

5.4(a) that as the size of Si NSs decreases from 10nm to 2nm then the 

value of R  increases or the Raman line shape become more 

asymmetrically broadened with respect to its bulk counterpart. It is 

also appreciated from the same inset of Figure 5.4(a) (blue data points) 
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that the peak position get more red shifted for smaller Si NSs. The 

peak is shifted gradually from 520 cm
-1

 to 515cm
-1

 for 10 to 2nm Si 

NSs respectively [62,63]. However most widely used, the PCM, 

discussed above, is not the only model used for Raman analysis. A 

modified phonon confinement model [174] is also used in this context 

though with limited acceptability due to its demerits as discussed 

below.  

5.2.3 Modified Phonon Confinement Model    

To understand the Raman scattering of NSs more closely a 

comparative analysis of two Raman line-shape functions has been 

carried out to validate the true representation of Raman line shape 

attributed from semiconductor NSs. It is the well-established frame 

work that the origin of the asymmetry in Raman line-shape in low 

dimensional materials is the relaxation in the zone-center phonon 

selection rule and confinement induced uncertainty in the wave vector 

of phonons. This is done by appropriately choosing weighing functions 

and integration limits on the wave-vector (Eq. 5.11). Due to limited 

information regarding the exact shape, size and size-distribution it is 

not always easy to use an unambiguous weighing function thus result 

in discrepancy between theoretical Raman line-shape and 

experimentally observed Raman scattering spectra. Besides certain 

disadvantages, the PCM has been used as the most widely used 

formulation when it comes to the interpretation of the Raman 

scattering results obtained from low dimensional semiconductors 

especially elemental ones.  

In recent attempts to simplify complicated nature of the PCM, Jia et 

al. [174,186] proposed a different approach to estimate size from 

Raman scattering data. However, Faraci et al. [174] argued that the 

approach used in PCM is only observing a single phonon wave vector, 

which was not convincing and they proposed a wave packet which 

covers the entire size of NSs. Therefore in a modified model, a 

confinement function which is a weighted superposition of sinusoidal 

waves, is considered [174,186] which is given in Eq. 5.8 and 
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represented it as following Eq. 5.15.   

𝐶𝑛 (𝑟, 𝐷) = {
∑

sin(𝑘𝑛𝑟)

𝑘𝑛𝑟
,       𝑟 ≤

𝐷

2𝑛

0,                         𝑟 >
𝐷

2

  ,                          (5.15) 

where 𝑘𝑛 =
𝑛𝜋

𝐷
, 𝑛 = 2,4,6, … . . , 𝑛𝑚𝑎𝑥 < 

2𝐷

𝑎
 ; D is diameter of 

semiconductor nanowire ; a =lattice constant of the material. The 

corresponding Fourier coefficient is given in Eq.5.16: 

|C𝑛(�⃗� )|
2

= |3
sin(

k𝐷

2
)

𝜋3𝐷3�⃗� (𝑘𝑛
2−�⃗� 2)

|

2

,          (5.16) 

The form in Eq. 5.15 has components centered at r = 0, which vanishes 

at the boundary of nanocrystals. Furthermore only first component of 

Eq. (5.15) (i.e n = 2) is appropriate for simulation of Raman active 

mode in semiconductor NSs [187].  The range of phonon contributing 

to the scattering process lie only in the range of [
𝑛𝜋−1

𝐷
,
𝑛𝜋+1

𝐷
],  in case 

of new model used for the semiconductor NSs, due to momentum 

conservation [174,187]. The modified phonon dispersion relation used 

for the above condition is given by Eq.5.17.  

𝜔′(𝑞) = 521(1 − 0.23 (
𝑞 𝑎

2𝜋𝐷
)
2

),                                 (5.17) 

 

The resultant Raman line-shape in the MPCM is given as following 

Eq. 5.18.   

Ι(𝜔) ∝ 𝜌(𝜔)
1

𝜋𝐷3 × ∫

4𝜋(𝑞𝐷)2|3
sin

𝑞𝐷
2

𝜋3𝑞𝐷{4𝜋2−(𝑞𝐷)2}
|

2

(
𝛾

2
)

[𝜔−521(1−0.23(
𝑞𝑎𝑠𝑖
2𝜋𝐷

)
2
)]2+(

𝛾

2
)2

𝑑𝑞,
2𝜋+1

𝐷
2𝜋−1

𝐷

     (5.18) 

 

where w’(q) is the new dispersion relation which covers the entire size 

range of the NSs (Eq. 5.17) and 𝜌(𝜔)~
𝑛(𝜔)+1

𝜔
= 

(𝑒𝑥𝑝(ℎ𝜔/𝑘𝑇)−1)−1+1

𝜔
 is 

the Bose-Einstein occupation function. 
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Figure 5.5: Raman line-shapes obtained using modified PCM(Eq. 

5.18) for different nano crystallite sizes. Inset shows the variation of 

asymmetry ratio (left Y-axis) and peak position (right Y-axis) with 

respect to size of Si NSs. 

 

The theoretical Raman line shape have also been generated using the 

MPCM (Eq. 5.18) for Si NSs as shown in Figure 5.5 [174,186,188], for 

different crystallite size of Si by considering one dimensional 

confinement. It is evident from Figure 5.5 that as the size of Si NSs 

decreases the Raman peak shows red-shift. From above discussion it is 

clear that there are three key observations, which are used to identify 

presence of confinement effect in Si, are red-shift, the non-unity value 

of R and the broadened Raman line shape as compared to its c-Si 

counterpart. It is evident from Figure 5.5 that as the size of Si NSs 

decreases from 10 nm to 2 nm the Raman line shapes do exhibit red 

shift with respect to the c-Si. However, this observation is a must for 

systems with confinement effect but may also arise from other effects 

like stress and temperature [189,190]. if these are not accompanied by 

other two additional observations, the broadening and asymmetry. The 

broadening of the Raman line-shape is also increasing with decreasing 
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size but no apparent change in asymmetry is observed with decreasing 

size (inset of Figure 5.5, right Y-axis). The symmetry of the Raman 

line-shape remains intact even for NSs size of 2 nm which is far below 

from the Bohr’s exciton radius of Si. This is very unusual Raman 

spectral line-shape from Si NSs of sizes less than 10 nm. Thus Eq. 

5.18, though has merits, does not seem to be the true representative of 

a typical Raman spectral line-shape for Si NSs.  

5.3 Raman Spectroscopy from Si NSs Prepared by MIE 

Raman spectroscopy has been used to understand the phonons’ 

behaviour in Si NSs prepared by MIE as reported in chapter 3 (Table 

3.1). The analysis has been done within the framework of PCM- 

 

Figure 5.6: Raman spectrum from c-Si recorded using photon energy 

of 2.54 eV. 

including estimation of size of the Si NSs.  Figure 5.6 shows first order 

Raman spectrum from the c-Si recorded, for reference, using 2.54eV 

excitation energy. Figure 5.6 show a sharp, symmetric Raman 

spectrum with peak position at 521 cm
-1 

and FWHM of 4 cm
-1

 

corresponding to the zone centered optic phonon. Raman spectra of Si 

NSs samples N*’ and N
$
 (n-type Si, Table 3.1) are shown in Figure 5.7. 

These Raman spectra (discrete points) are asymmetrically broaden and 

red shifted as compared to the Raman spectrum of c-Si (Figure 5.6) 

giving an indication of presence of phonon confinement effect. 
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Figure 5.7: Raman spectra of Si NSs of sample N

$
 and N*’ for etching 

time 60 minutes. The experimental data are shown by discrete data 

points whereas theoretical fitting using Eq. 5.11 is shown as 

continuous solid lines. 

 

In order to validate the presence of phonon confinement in the Si NSs 

the Raman spectra (experimental data) have been fitted by the PCM 

model using Eq.5.11 by varying the value of L (try to minimize the 

deviation of theoretical line from experimental data i.e. for minimum 

error). The solid lines in Figure 5.7 show the theoretical Raman line 

shape corresponding to the best fit. It is evident from Figure 5.7 that 

the theoretically generated Raman line shape using PCM model shows 

good agreement between experimental data and theoretical data. The 

size (L) obtained by fitting of Raman spectra using PCM is given in 

the Table 5.1 (first two rows shows the size calculated from Figure 
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5.7).  

Table-5.1: Sizes obtained by fitting the experimental Raman scattering 

data of Figure. 5.7 and 5.8 .  

Sample name Etching time (minute) L(nm) 

N*’ 60 3nm 

N
$
 60 10nm 

P*’ 60 6nm 

 

Similarly, experimental and theoretical Raman spectrum from sample 

P*’, prepared from p-type Si wafer is shown in Figure 5.8 which is 

also asymmetrically broaden and red shifted as compared to the Raman 

spectrum of its bulk counterpart i.e. c-Si.  

 
Figure 5.8: Raman spectrum from sample P*’ (p-type Si NSs, etching 

time 60 min). The experimental data are shown by discrete data points 

whereas theoretical fitting using Eq. (5.11) is shown as solid lines. 

 

These findings and good agreement between theoretical (Eq. 5.11) and 

experimental line-shapes confirms the presence of phonon confinement 

effect in p-type Si NSs too. The particle size and fitting parameters 

obtained by fitting the Raman line shape (solid lines in Figure 5.8) 

using Eq. 5.11 is given in the last row of Table 5.1 for p-type Si NSs. 

The size of Si NSs obtained using theoretical fitting for all samples is 

in consonance with the sizes estimated using TEM images. Figures 5.7 
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and 5.8 clearly show an agreement of experimentally observed Raman 

scattering data with the line-shape function predicted by PCM (Eq. 

5.11). In contrary, the Raman line-shape predicted by MPCM (Eq.5.18) 

fails completely to explain the experimentally observed Raman data 

from Si NSs samples as big mismatch between the two can be seen in 

Figure 5.9.  

It is very clear from above discussion that the MPCM does not 

represent the actual Raman scattering phenomenon taking place from 

low dimensional Si whereas PCM still appears to be the most 

generalized form for representation of the Raman line-shapes. The 

reasons for the incompleteness of Eq. 5.18 include the non-

consideration of the participation of absolute zone-centre phonons in 

the Raman scattering from Si NSs. Rather MPCM considers that the 

zone centre of the phonon dispersion gets shifted due to finite size 

similar to the shifting of the band edge as discussed in the context of 

size dependent band gap enhancement in Si NSs.  

 

Figure 5.9: Raman spectra of Si NSs of sample N*’ and N
$
 for etching 

time 60 minutes. The experimental data are shown by discrete data 

points whereas theoretical fitting using MPCM (Eq. 5.18) is shown as 

continuous solid lines. 

It is worth mentioning here that, considering the shift of the phonon 

dispersion zone centre all-together sounds a nice approach for 

explanation of Raman line-shapes at nanoscale but at the same time 

appears incomplete. Another interesting observation with respect to 

MPCM is the resemblance of generated Raman line-shape with Raman 

spectra observed from a-Si. A close analysis for suitability of MPCM 
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for explaining a-Si Raman spectra can be carried out and the same has 

been discussed below. 

5.4 Raman Spectroscopy for Quantification of Short 

Range order in Amorphous Si 

The Raman spectrum of a-Si, very different from that of c-Si [62], 

shows a broad peak around 480 cm
-1

 which is also accompanied by 

another small peak near 150 cm
-1

  [184,191] making the spectrum a 

distribution of Raman scattering signal spread asymmetrically across a 

wide range of energies. It happens because the order of crystallinity 

becomes really short and is restricted in each of the grain boundaries. 

Due to this the vibrational modes of the Si has an influence from a 

density of the phonons instead of a single phonon as in the case of c-Si. 

Another typical nature of Raman spectrum from a-Si is inconsistency 

in its peak position as it can appear between anywhere between 475-

490 cm
-1

  [184,192,193] depending on the method of preparation 

giving rise to a different, and unknown, phonon arrangement at 

microscopic level in a given sample.  

Different amorphous material samples are different from one another 

by means of their extent of short-range order thus give different Raman 

signature. It would be interesting to know the connection between the 

Raman spectral behaviour and the short range present, if any. Keeping 

this mind, Raman spectra from three different a-Si samples have been 

studied (sample details available in Table 3.4, chapter 3). Figure 5.10 

shows Raman spectra from a-Si sample reported by Al-Salman R. et 

al [184], Lopez T. et al. [183] and Kumar et al. [150]  (discrete points) 

named as samples AS1, AS2 and AS3 respectively.  

The common broad band around 480 cm
-1 

dominates in Raman spectra 

of a-Si in all the samples with Raman peaks and observed FWHM 

summarized in Table 5.2 below along with other parameters as will be 

discussed later. For comparison, typical Raman line-shapes from c-Si 

and nanocrystalline Si are shown in the insets (Figure 5.10). It can be 

appreciated from the insets that a well-defined Raman line-shape 

functions can define the Raman scattering profile from crystalline and 
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nanocrystalline Si as discussed in section 5.2.1 and 5.2.2. Just to 

mention, a pure Lorentzian function (Eq. 5.14) represents the Raman 

line-shape from c-Si whereas, a rather comprehensive equation, 

obtained by incorporating various factors that affect the Raman 

scattering including nanocrystallite size, is used to explain the 

asymmetric Raman line-shape for Si NSs.  

 

 

Figure 5.10: Raman spectra of a-Si samples AS1, AS2 and AS3. Left 

and right insets show the theoretical Raman line shapes of c-Si and Si 

NSs respectively.   

To understand the line-shape of the broad Raman spectrum from a-Si 

(Figure 5.10), following approach can be adopted keeping in mind how 

photon will scatter from available phonons in a material. Unlike c-Si or 

Si NSs, a-Si does not contain phonons with well-defined wave vectors 

and thus the phonons are not ordered rather are random with no 

assigned momentum vector to it. This disorder is expected to get 

reflected in Raman scattering and the corresponding spectral line-shape 

will be a manifestation of the average sum of all these random phonons 
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present in a-Si. This process is represented pictorially in Figure 5.11(I) 

where ‘wa’ represents the summation (all random phonons available) 

sign. In contrast, phonons in crystalline & nanocrystalline Si can be 

considered to be organized. The case of c-Si has been represented 

pictorially in Figure 5.11(II) where a photon of frequency ‘wi’ results 

in another photon of frequency ‘ws’ after undergoing Raman scattering 

from single frequency (wc) phonons corresponding to zone center 

phonon of frequency ‘w0’. On the other hand, a nanocrystalline 

material allows all phonons, arranged throughout the phonon 

dispersion curve[99], to participate in Raman scattering thus resulting 

in a line-shape as shown in right inset of Figure 5.10.  

 

Figure 5.11: Illustration for depicting various Raman processes 

involving the scattering from c-Si, Si NSs and a-Si. 

Raman scattering of a photon from these arranged phonons in a 

poly/nanocrystalline Si is shown pictorially in Figure 5.11(III) where 

‘wn’ represents the integral sum of all phonons available on the phonon 

dispersion curve with all possible wave-vectors (k) [90,91,173]. So far 

there is no such theoretical model to explain the features of Raman line 

shape from a-Si. Also the variation of peak position in the different 

samples of a-Si might have some underlying physics which is not yet 

been explained appropriately. One of the most important aspects for a-

Si is the study of its short range order.   

However, phonons can be thought of being confined in a-Si like the 

 c
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ones in Si NSs, but this hypothesis driven line-shape equation obtained 

using PCM (Eq. 5.11) does not explain the broad asymmetric Raman 

line-shape from a-Si thus requiring an alternative line-shape function 

as it fails to yield a broad asymmetric Raman line-shape even for very 

low sizes of nanoparticle. Alternatively, the modified PCM or 

MPCM [174,188] was tried for the same as given in Eq. 5.18. It is 

worth mentioning here that the MPCM is not correct enough to explain 

the Raman spectra from nanocrystalline Si as it fails completely to 

explain the size dependent asymmetry [62,182]. A size dependent 

spectral behaviour obtained using Eq. 5.18 has been used to fit the 

Raman scattering data for samples AS1 to AS3.  

The theoretical fitting have been done by suitably choosing the value 

of ‘D’ in Eq. 5.18  is shown as solid lines (Figure 5.10). The best fit 

lines in Figure 5.10 are obtained by varying the size D. Values of D 

corresponding to best fit has been summarized in Table 5.2 below 

along with other Raman spectral parameters. A good agreement 

between the experimental data and theoretical line-shape indicates that 

Eq.5.18 may be used for spectral line-shape representation for Raman 

scattering data from a-Si. Another very significant advantage of using 

Eq. 5.18 is related to the quantification of disorder in the sample and 

will be discussed later. It is very conclusive from Table 5.2 and Figures 

5.10 that Eq. 5.18 can successfully represent three different Raman 

data sets obtained from three a-Si samples prepared by three different 

methods by three different researchers.    

It can be appreciated from Table 5.2 that the Raman peak shifts as a 

function of the size parameter D [194]. One should be very cautious in 

interpreting the term ‘D’ by saying it the “nanocrystallite size”, as it is 

traditionally named, may be a misleading term in the context of 

amorphous materials. Since the amorphous materials are characterized 

by the term short range order and the Raman spectrum obtained is a 

resultant of scattering from the phonons existing within this short range 

order distance it would be appropriate to use the term D for this 

distance. In other words, the term D, obtained from Raman spectral 

analysis, can be used to quantify this short range order in a-Si. 
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Table 5.2: Raman parameters calculated from fitting of Raman spectra 

of AS1, AS2 and AS3 with Eq. 5.18. Values of D in the bracket in last 

column are the sizes estimated using Eq. 5.19. 

Sample Raman peak 

position (cm
-1

) 

FWHM (γ) 

(cm
-1

) 

Short range 

order D (Å) 

AS1 477 108 8.3, (8.5) 

AS2 480 100 8.8, (8.8) 

AS3 482 80 9.3, (9.0) 

 

Another important observation from the above analysis is the 

dependence of Raman peak position on the size parameter D as evident 

in Table 5.2. This behaviour is similar to the size dependent red shift 

observed from Si NSs when analyzed within the framework of 

BPM [178] as given by Eq. 5.19. Figure 5.12 shows the theoretically 

generated curves using Eq. 5.19 showing the Raman shifts due to the 

confinement for different Si structures as a function of size of Si. 

 

∆𝜔 = −𝜉 (
𝑎

𝐷
)
𝛿
,                                       (5.19) 

where ‘a’ is the lattice parameter and D is the nanocrystallite size for Si 

NSs and 𝛿  governs the size dependence of red shift in term of peak 

position as compared to the c-Si counterpart and depends on the shape 

of the nanoparticles. Zi et al. [178] proposed a 𝛿  value of 1.08 and 

1.44 for columnar and spherical Si nanoparticles respectively. The 

parameter, 𝜉 , is used to explain the confinement of phonons and takes 

the value of 20.92 cm
-1 

and 47.41cm
-1

 for columnar and spherical 

nanocrystals respectively [178]. The behaviour of Eq. 5.19 is shown in 

Figure 5.12 for the columnar (red curve) and spherical (green curve) 

nanoparticles whereas the dotted straight line is shown to represent a 

Raman shift value of 480 cm
-1

 around which the typical Raman peak 

lies for a-Si.  



Chapter 5 
 

98 

 

 
Figure 5.12: Theoretically simulated curves of Raman shift vs size for 

Si sphere, column and a-Si. The red, green and blue data points 

correspond to the calculated results for column, sphere and a-Si 

respectively. The pictorial representation corresponds to the shape used 

to calculate the curve of a-Si.   

 

If one hypothesizes that the short range order is having a spherical or 

columnar shape, a (pseudo-)crystallite size of 6.1 Å and 2.9 Å 

respectively will be obtained. It means that if this (pseudo-)crystallites 

are columnar in shape, its size will be only 2.7 Å which will only be 

able to fit couple of Si atoms (nearest distance ~ 156 pm) whereas for 

spherical crystallite the size will be 5.6 Å which is only sufficient to fit 

a single unit cell of Si (lattice constant ~ 5.43 Å). Both of these 

situations lead to a thermodynamically impossible conclusions thus 

proving the hypothesis wrong [187]. It means that the 𝜉  and 𝛿  values 

proposed by Zi et al. [178] can’t be used if one wants to estimate the 

size of (pseudo-)crystallite, or the distance of short-range order, present 

in a-Si using Raman peak position.  

Looking at the similarity between the size dependent peak shift 

behaviours of Si NSs and a-Si, a third set of 𝜉  and 𝛿  value is proposed 

here to be used exclusively for a-Si. The size dependent Raman shift 
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function (Eq. 5.19) with 𝜉  = 117 cm
-1

 and 𝛿  = 2.21 is also plotted in 

Figure 5.12 (blue curve). The estimated size using these values comes 

out to be 8.5 Å for Raman spectrum centered at 477 cm
-1

 which is 

approximately equal to the size obtained by fitting for sample AS1. 

This size is reasonable as it may contain more than 160 unit cells of Si 

making it thermodynamically viable. Similarly, sizes have been 

estimated for samples AS2 and AS3 and obtained to be 8.8 and 9.0 Å 

respectively which is in the same range as obtained using the fitting 

(Table-5.2) [194] 

 

Figure 5.13: Theoretically obtained Raman line shapes for  (a) c-Si, 

(b) SiNSs and (c) a-Si displayed in the different circles. The schematic 

(blue, green and red line on the top of Raman line shape) shows the 

abrupt transition from c-Si to a-Si. 

A comparison between the sizes estimated using the two approaches, 

the fitting with the line-shape and the empirical equation, reveals that 

Eq. 5.19 can be used universally to estimate short range order present 

in a-Si by looking at the peak position of the Raman spectra. This will 

help in quantifying the disorder present at microscopic level in a-Si 

prepared by any method. The above mentioned discussion can be 

summarized in a nutshell by consolidating the line-shape 

representations for Si in its crystalline, nanocrystalline and amorphous 

480 495 510 525 540

  

 

480 495 510 525 540
 

 

 

 

Raman shift (cm-1)

Raman shift (cm-1)

Raman shift (cm-1)

420 440 460 480 500

 B

(a)

(b)

(c)

c-Si, 520 cm-1



Chapter 5 
 

100 

 

phases as follows.  

Raman line-shape from c-Si is a typical Lorentzian function and 

represented by one to result in a sharp symmetric line-shape centered 

at zone centered phonon frequency and show no size dependent peak 

shift as represented in Figure 5.13(a) along with the Eq. A shape and 

size dependent Raman line-shape asymmetry, red-shift and broadening 

is a typical behaviour of Raman spectra obtained from Si NSs as 

represented by a spectral line-shape functioned worked out within the 

framework of PCM (Eq. 5.11) as shown in Figure 5.13(b). Above 

mentioned two regimes of Si phases are well discussed in contrast to 

the a-Si phase in the context to Raman spectral line-shape 

representation. An asymmetric Raman line-shape obtained from a-Si 

can be successfully represented by MPCM and can be used to estimate 

short range order distance using Eq. 5.18 as shown in graphics in 

Figure 5.13(c). A spectral line-shape (Eq. 5.18) and empirical relation 

(Eq. 5.19) is capable of quantifying the distance upto which the order 

of crystallinity is intact in a-Si.   

5.5 Summary 

In summary, the PCM and MPCM have been discussed here in the 

context of observed asymmetrically broadened and red-shifted Raman 

spectrum from Si NSs prepared by MIE. The PCM, was found to be 

most suitable framework to estimate the size of Si NSs. The Si NSs 

fabricated using the MIE technique were found capable of showing 

quantum confinement effect. The MPCM fails to explain the observed 

asymmetry in the Raman scattering data of Si NSs but it can be used to 

represent experimental Raman spectrum obtained from a-Si. The line-

shape obtained using MPCM is validated by fitting three different sets 

of a-Si Raman scattering data obtained by three different research 

groups from a-Si samples prepared by three different methods. The 

Raman peak position is observed to be depending on a size parameter 

and has been used to quantify the distance of short range order present 

in a-Si. As an extension, an empirical relation between the short range 

order and Raman peak position has been proposed to be used as a 
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handy tool for quantification of short range order. This relation, 

obtained based on BPM, seems to be universal in nature for 

quantification of short range order and can be used for a-Si prepared 

by any method.  
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Chapter 6 

Fano Resonance and Fano-

Scattering in Silicon 

Nanostructures 

 

 

In this chapter, interaction of electronic continuum with optic and 

acoustic phonons is investigated in crystalline as well as 

nanocrystalline Si using Raman spectroscopy. Raman spectral 

asymmetries induced by electron-optic phonon interaction (Fano 

resonance) and its interplay with quantum confinement has also been 

discussed for Si NSs. A phenomenon, named as Fano scattering, where 

acoustic phonons were found to interact with appropriate electronic 

continuum is also reported using Raman spectroscopy. A recipe has 

been proposed to extract contribution of the electronic Raman 

scattering from Raman scattering spectrum of Si NSs. Results 

presented in this chapter are published in the literatures.
4 

 

  

6.1 Electron-Optical Phonon Interaction: Fano 

Resonance 

Generally, a resonance is thought to be an improvement of the response 

of a system to an external excitation at a specific frequency. It is 

referred to as the resonant frequency or natural frequency of the 

system. In many classical textbooks a resonance is introduced by the 

means of a harmonic oscillator with periodic forcing. When the 

frequency of the driving force is close to the natural frequency of the 

                                                 
4
 Priyanka et al. J. Phys. Chem. C, 2017, 121 (9), 5372–5378, 

Priyanka et al. J. Phys. Chem. Lett. 2016, 7 (24), 5291–5296,  

Priyanka et al. Phys. Chem. Chem. Phys. 2017, 19 (47), 31788–31795  
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oscillator, the amplitude of the latter is growing toward its maximal 

value. Often many physical systems may also exhibit the opposite 

phenomenon when their response is suppressed if some resonance 

condition is met (this result to term named as antiresonance). The 

Lorentzian formula has been used as fundamental resonance line shape 

for many years, which is given by symmetric line profile and known as 

Breit-Wigner resonance [195]. The second resonance is characterized 

as asymmetric line profile and is of interest in the present chapter. In 

1961, in a quantum mechanical study of the autoionizing states of 

atoms, Ugo Fano discovered a new type of resonance which now bears 

his name i.e. Fano resonance [121,196] (second resonance). In contrast 

to a Lorentzian resonance, the Fano resonance exhibits a distinctly 

asymmetric shape [197,198]. 

Fano resonance is the universal property of a physical system[236] 

which takes place in a system where a discrete energy state lies within 

a continuum of energy states [199–201].  Fano resonance is generally 

the interference of the waves associated with transitions of discrete 

states (lying in the continuum) and the continuum of states. As a result 

of Fano resonance, a characteristics asymmetric line shape is observed. 

As it is well known that the Fano effect is caused by interference of 

waves, and interference may be constructive as well as destructive, 

therefore resonance (due to constructive interference) and 

antiresonance  [121] (due to destructive interference) both are 

simultaneously observed in the Fano spectrum. The schematic diagram 

in Figure 6.1 makes it easy to qualitatively visualize the Fano 

resonance.  

This type of phenomenon may be observed in variety of systems 

including atoms [202], solid materials [203], molecules [204,205] as 

well as in nanostructure [198]etc. Semiconductors can be a typical 

example to see this Fano resonance because in semiconductors 

phonons, having discrete energies, can interact with continuum of 

states, which may be provided by the electronic states under special 

conditions like heavy doping on quantum confinement effect. Fano 

used a perturbation method to explain the appearance of asymmetric 



 Fano Resonance and Fano Scattering…  

 

  

105 

 

resonances. Fano obtained the general formula for the shape of the 

resonance profile [206] of a scattering cross section, which is given by 

Eq 6.1. 

𝐼𝐹(𝜔) =
(𝑞+𝜖)2

(1+𝜖2)
,                           (6.1) 

where q is the phenomenological shape or Fano parameter and ϵ is the 

reduced energy which is the ratio of difference in frequency to the half 

width of the line shape and is given by Eq. 6.2. The amplitude of ‘q’ 

provides the measure of electron phonon interaction with a smaller 

value of ‘|q|’ meaning strong electron-phonon interaction. 

∈=
𝜔−𝜔0

𝛾/2
 ,                           (6.2) 

Raman as well as IR spectroscopies are amongst various 

techniques [207–209] to study the possible Fano interaction in a 

system. In the present study Raman spectroscopy has been used to 

study the Fano resonance in c-Si and Si NSs.  

 

 

Figure 6.1: Schematic diagram representing Fano resonance. 

 

6.1.1 Fano Resonance in Crystalline Si 

In well-tailored c-Si, the electron-phonon coupling in terms of 

interference between electronic continuum and optic phonons results in 

an asymmetric Raman line-shape. Manifestation of the Fano 

interference is one of the well-studied properties in the heavily doped 

e-
e-

e--phonon

Continuum
energy state
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(˃1×10
19

 cm
-3

) Si wafer  [210]. The origin of Fano resonance in 

semiconductors is the phonons interference with continuum of states 

created due to heavy doping [211,212] or photoexcitation [213]. The 

asymmetry of Raman line-shape depends on the doping type if induced 

by Fano resonance. In heavily doped p-type semiconductor, electronic 

continuum is created in valence band due to transition of light hole to 

heavy hole  [120] while created in conduction band in case of heavily 

doped n-type  [97]. Fano resonance resulting from interference 

between discrete phonon and valence band electronic continuum (in n-

type system) produces asymmetric broadening in a way that lower half 

width (γL) is more than the higher half width (γH) in the Raman 

spectrum while in p-type (interference between phonon and valence 

band continuum) it is other way round.  

As a result, any of the spectral half widths, towards lower- or higher- 

frequency side, of the Raman peak may dominate over the other. 

Figure 6.2 shows the Fano Raman line shapes expected from heavily 

doped (Figure 6.2a & 6.2b) and undoped c-Si (Figure 6.2c). The 

Raman line-shape asymmetry, often characterized by asymmetry ratio 

αR =
𝛾L

γH
 (Figure 6.2c), can be observed for doped Si whereas a unit 

value of αR results when the line is symmetric as in the case of c-Si. A 

Fano Raman line-shape from heavily doped p- and n- type c-Si gives 

an   αR value of less than  one (<1) and more than one (>1) respectively 

as the lower half width is less than the higher half width for a p-type 

semiconductor whereas it is other way round for an n-type system. It is 

also important to mention here that Fano resonance is an interference 

which must possess constructive as well as destructive interference. In 

Fano Raman line-shape it is manifested as an antiresonance dip 

(destructive interference, minimum spectral intensity) which is not 

observed in Raman line-shapes where Fano resonance is absent or very 

weak (Figure 6.2). This is an important signature of presence of Fano 

resonance in a system.  As a characteristic of Fano effect, the 

antiresonance dip and the wider half-width are observed in the opposite 

sides of the Raman peaks position [168].  
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Figure 6.2: Theoretical Raman line shapes obtained using Eq. 6.1for 

(a) heavily doped n-type c-Si (c-Si-N) (b) heavily doped p-type c-Si (c-

Si-P) (d) Fano parameter dependent αR for heavily doped n and p-type 

Si. 

 

The theoretical Raman line-shapes, shown in Figure 6.2, have been 

generated using well established general Fano-Raman line shapes 

equation (Eq. 6.1) which takes care of Fano resonance for both n- and 

p-type semiconductor by appropriately choosing the sign of Fano 

parameter (q). Figure 6.2 (a) & (b) show the Raman line-shapes, 

obtained using Eq. 6.1, for different negative and positive values of 

Fano asymmetry parameter, q, representing a heavily doped n- and p-

type c-Si system whereas Figure 6.2 (c) shows the theoretical Raman 

line shapes from c-Si. The variation of Fano-Raman line-shape αR as a 

function of absolute values of q has been shown in Figure 6.2(d). An 

increase in lower (or higher) half width can be seen on decreasing the 

negative (or positive) value of q.  

In both the cases, a deviation from symmetry is evident on increasing 

the Fano coupling (decreasing |q| value) and αR approaches 

asymptotically towards unit αR value for infinitely large values of |q| 
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(Figure 6.2 d). It can clearly be observed that the value of αR increases 

with 1/|q| for n-type Si and decreases for p-type Si because of the 

different nature of electronic continuum in n- & p-type Si [212,214]. 

An accompanied antiresonance dip can also be seen very clearly in 

Figure 6.2(a) & (b) by slanted arrow sign. To validate above mentioned 

theoretical predictions, Raman line-shape analyses have been done 

from heavily doped n- & p-type Si wafers and compared with their 

intrinsic counterparts. Both the Si wafers have been chosen, in terms of 

doping levels, so that it qualifies the condition (having sufficient 

doping level) to exhibit Fano effect. Figure 6.3 shows the Raman 

scattering from heavily doped n- and p-type c-Si along with the low 

doped c-Si of both the types. The black dotted curve in Figure 6.3 

shows the Raman scattering from intrinsic Si wafer (c-Si) showing the 

typical Lorentzian Raman line shape with peak position at ~ 520.5 cm
-1

 

& FWHM of ~ 4 cm
-1

. 

The Raman spectra of both the Si wafers of n-type (sample c-Si-N) and 

p-type (sample c-Si-P) have been recorded to check the presence of 

Fano resonance. Raman spectra from c-Si-N & c-Si-P are displayed in 

Figure 6.3. Figure 6.3(a) shows that the Raman spectrum for c-Si-N is 

redshifted and asymmetrically broadened where lower half width is 

more than the higher half width (ΓL > ΓH). On the other hand, Figure 

6.3(b) shows the Raman spectrum for the c-Si-P which is 

asymmetrically broadened where higher half width is more than the 

lower half width (ΓL < ΓH).  

Though the asymmetry of the Raman line-shapes from samples c-Si-N 

& c-Si-P are clearly evident, the αR values has something more to say 

than to just show the asymmetric nature. The αR are 1.2, which is more 

than one, and 0.58, which is less than one, for samples c-Si-N & c-Si-P 

respectively. The asymmetric Raman line shape from c-Si-N (8.2 x 

10
19

 cm
-3

 Arsenic doped; n-type; resistivity ~0.001 cm) & c-Si-P (1.3 

x 1020  cm
-3

 Boron doped; p-type; resistivity ~0.001 cm) can be 

attributed to Fano resonance because the doping levels are sufficiently 

high in these samples as this is also consistent with the available 
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reports.  

 

Figure 6.3: Raman spectra for heavily doped crystalline Si samples (a) 

c-Si-N and (b) c-Si-P along with intrinsic c-Si (dotted black line). 

 

It has been well established from the above discussion that the Fano 

resonance is present in samples c-Si-N & c-Si-P. The Fano Resonance 

may be present in the Si NSs, fabricated from highly doped wafers 

which show Fano resonance. It will be interesting to see how the Fano 

resonance induced asymmetric Raman line-shape superimposes itself 
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on the already asymmetric Raman line-shape from Si NSs due to 

confinement effect. 

6.1.2 Fano Resonance in Quantum Confined Si 

As discussed above, asymmetric Raman spectral line-shapes are 

observed from discrete optical phonons due to quantum confinement 

effect. It would be interesting to see how this asymmetry is affected by 

the introduction of Fano resonance in the same system where quantum 

confinement effect is already present. Fano resonance has been 

observed due to inter-sub-bands transitions in semiconductor quantum 

wells [215]. In such systems, the phonons and the electronic 

excitations, participating in the Raman scattering, have discrete 

quantized levels due to spatial confinement. In appropriately designed 

semiconductor superlattices, Fano resonance of intra sub-band 

electronic transitions with optical phonons has also been studied. In 

super lattices, the conduction sub-band can be easily tailored to make it 

wide enough so that the contribution from the optical phonons overlap.  

There are several reports on laser-induced Fano resonance in the 

SiNWs of diameter 5-15 nm [213]. Gupta et al. [215] fitted their 

experimental Raman scattering data using the asymmetric Fano line-

shape of the c-Si (Eq. 6.1) without considering any quantum 

confinement effect.  This is not possible for low dimensional materials 

where quantum confinement is inherent in the system. The interplay 

between Fano and quantum confinement effects is debatable unless it 

is investigated clearly. All the reports on Fano interaction in the Si NSs 

lack a clear theory as well as experiment on the mechanism of 

electron-phonon interaction. There are attempts to investigate the 

presence of Fano interaction in low dimensional systems. Still an in-

depth study is required regarding the issues related to Fano interaction 

in the Si NSs, its implications and dependence on other parameters like 

size of the NSs, excitation laser power density and temperature etc. An 

attempt has been made to understand the interplay between Fano and 

nano combine effect. A suitably designed low dimensional 

semiconductor to observe nano-effect with appropriate doping to 



 Fano Resonance and Fano Scattering…  

 

  

111 

 

observe Fano resonance can be investigated by Raman spectroscopy. 

First a comprehensive theoretical Raman line shape function has been 

generated with appropriate modification in the general Fano line-shape 

to incorporate the size effect and weighting function, which have been 

extensively used to study this type of effect. 

To see the combination of Fano and nano effects (quantum confined 

system) (F-C) on Raman line shape the following equation has been 

used, which is a well-accepted approach for this purpose [70,220,258]. 

 

  𝐼𝐹𝐿(𝜔) = ∫ exp(−𝑘2𝐿2 4𝑎2⁄ )
(𝑞+𝜀′)2

1+𝜀′2
𝑑𝑛𝑘

1

0
 ,   (6.3) 

where ’= [𝜔-𝜔(k)]2/(γ/2)2 the 𝜔(k) is the phonon dispersion relation 

representing optic phonons in Si and  is given by 𝜔(k) = [A + B 

cos(k/2)]
0.5 with A = 171400 cm

-2
 and B = 100000 cm

-2
. ‘q’ is the 

Fano asymmetry parameter. The γ ‘L’ and ‘a’ are the spectral width, 

particle size and lattice constant respectively. The theoretical Raman 

line-shapes represented by Eq.6.3 can be used as a general line-shape 

as it takes care of both the effects (Fano and nano combined effect) for 

both n- and p-type semiconductor nanomaterial by appropriately 

choosing the sign of Fano parameter (positive q for p-type material and 

negative q for n-type material) for a fixed vale of L (size of NSs), 

displayed in Figure 6.4.  

To study these effects, first Raman line shapes have been obtained only 

for nano effect in Si NSs of size 3 nm followed by inclusion of Fano 

resonance contribution by using three different |q| values of 5, 4 and 3. 

Negative values of q in Figure 6.4(a) represent how Fano resonance 

affects the quantum confinement effect for n-type Si NSs. When finite 

negative value of q is introduced, the αR increase with 1/|q| (i.e, 

deviating away from symmetric nature) because in n-type 

semiconductors Fano resonance and nano-effect increases pre-

maximum half width (ΓL) without changing the post-maximum half 

width (ΓH) (see Figure 6.2(c)). This results in increase of αR more 

rapidly with 1/|q| in n-type confined system (Figure 6.4(c)). 
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Figure 6.4: Theoretical Raman line shapes obtained using Eq. 6.3 for 

(a) heavily doped n-type low dimensional Si (b) heavily doped p-type 

low dimensional Si (c) Fano parameter dependent αR for heavily doped 

low dimensional n and p-type Si. 

It means that the Fano resonance adds to the already existing 

asymmetry for a low dimensional n-type semiconductor system. On the 
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other hand, Fano effect in p-type confined system induces an increase 

in the post-maximum half width (γH) without changing the pre-

maximum half width (γL) as decided by the nanocrystallite size.  

The γH keeps on increasing with increasing Fano coupling or 

decreasing |q| and eventually may completely compensate the nano-

effect induced lower half width. Due to this compensatory nature, the 

αR approaches unity, as can be seen in Figure 6.4(c), with decreasing 

1/|q| to result in a near symmetric Raman line-shape from a system 

consisting of appropriate nano- effect and Fano resonance 

contributions. This observed near-symmetric Raman line-shape may 

mislead one to be interpreted in terms of absence of either of the effect 

or at best to be originating due to temperature or stress effect [168].  

Furthermore, disappearance of antiresonance dip (Figure 6.4b) makes 

the detection of Fano effect even worse and virtually impossible to be 

identified when present in a low dimensional p-type system. Thus Fano 

resonance plays a dual role for addition and compensation depending 

on the doping type in low dimensional semiconductor systems and 

hence need careful analysis of the Raman line-shape to be conclusive. 

In order to understand the anomaly present in the p-type highly doped 

semiconducting nanostructures more closely. The theoretical Raman 

line shapes have been generated using Eq. 6.3 for various combinations 

of +ve q and L value that yield unit αR and listed in Table 6.1. The 

corresponding line-shapes are plotted in Figure 6.5a [61]. 

Table 6.1: Raman parameters calculated from the theoretically 

developed Raman line-shape  

Size of nanostructures 

(nm) 

Fano parameter q Asymmetry Ratio 

3 3.4 1.01 

4 4.0 1.01 

5 4.7 1.00 

6 5.7 1.00 

7 6.9 1.00 
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Figure 6.5(b) shows a variation of αR as a function of Fano parameter 

for different NSs size calculated from Figure 6.5(a). As discussed 

earlier, low dimensional systems show Raman line-shape asymmetry 

with smaller half width in the pre-maximum side as compared to the 

post-maximum side irrespective of the doping type (p- or n- type). On 

the other hand heavily doped p-type material show Raman line-shape 

asymmetry with higher half width in post-maximum side when only 

Fano effect is present. This implies that both the effects are inducing 

the half widths in the opposite sides of the spectral maximum for a low 

dimensional p-type semiconductor.  

 

Figure 6.5: (a) Theoretically obtained Raman line shape for various 

combinations of q and L using Eq 6.3 (b) the variation of αR as a 

function of Fano parameter q for different nanostructure sizes. 

  

In other way the induced asymmetry (by Fano effect) in the post-

maximum side is compensating the induced asymmetry in the pre-

2 4 6 8 10

0.5

1.0

1.5

 

 

L
in

e 
sh

ap
e 

as
sy

m
et

ry
 r

at
io

Fano parameter |q|

500 510 520 530 540

 
Raman shift (cm-1)

 

 

R
am

an
 i

n
te

n
si

ty
 (

a.
u
.)

3nm

7nm

c-Si

3nm

5nm

7nm

(b)

(a)



 Fano Resonance and Fano Scattering…  

 

  

115 

 

maximum side (by quantum effect) as long as the αR are concerned. In 

a situation where both the induced half widths are equal, a unit αR will 

result. The combined effect in p-type SiNWs shows the strange Raman 

line shape, though the αR of the Raman line shape is equal to one but 

still the Raman line shapes are deviated from true symmetric nature. 

The Raman line-shapes corresponding to these q-L pairs may be 

termed to be pseudo-symmetric as the half widths on either sides of the 

peak is not equal for other than half maximum intensity values. 

From Figure 6.5(b) it can be observed that Fano effect dominates over 

confinement effect in smaller q region irrespective of nano crystallite 

size. From Figure 6.5(b) it is also observed that the variation in R 

range is not consistent as a function of size of SiNWs. For L=3 nm the 

value of αR varies from 1.75 to 0.45 for q= 1 to q=10 respectively but in 

case of L=7 nm variation is from 1.1 to 0.38 for the same q range. This 

is consistent with the fact that Fano effect is strongly dependent on the 

size of the Si NSs [216]. 

6.1.3 Fano Resonance in Si NSs: Raman Scattering 

The theoretical framework of Fano resonance has been discussed for c-

Si and Si NSs in section 6.1.1 and 6.1.2. The constructed framework of 

Fano resonance for Si NSs has been validated by comparing the 

predicted above-mentioned Raman line-shapes with the experimentally 

observed Raman scattering from suitably designed Si NSs samples 

prepared from heavily doped n- and p-type Si wafers. It has been 

already discussed that the c-Si-N and c-Si-P wafers exhibit Fano effect 

(Figure 6.3). In order to study the Fano and Nano combined effect 

together the SiNWs samples (sample N
#’

 and P
#’

) have been fabricated 

for this purpose mentioned in Table 3.1 in chapter 3. The samples 

under study must contain sufficiently thin SiNWs to show quantum 

confinement effect (which is confirmed from Figure 4.16 TEM images 

of sample N
#’

 and P
#’

) so that any perturbation induced by Fano effect 

can be investigated.   
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Figure 6.6: Raman spectra for sample N
#’

 and sample P
#’

 along with 

intrinsic c-Si (dotted line). Discrete points represent experimentally 

observed data while solid lines represent the theoretical Raman line 

shapes (Eq.6.3). Inset shows the corresponding Raman spectra in wider 

spectral range to show antiresonance (arrow marked). 

The Raman spectra from samples N
#’

 and P
#’

, shown as discrete points 

in Figure 6.6, are redshifted and asymmetrically broadened as 

compared to the Raman spectrum of c-Si (undoped Si wafer).The αR of 

Raman spectra for samples N
#’

 and P
#’

 are found to be 2.78 and 0.78 

respectively. This trend of αR greater than unity and lesser than unity 

for n-type and p-type SiNWs respectively is accompanied by presence 

of antiresonance dips (insets of Figure 6.6) for N
#’ 

and P
#’ 

both which 

signifies the presence of Fano resonance in both the samples.  

Above discussion establishes that the SiNWs is suitable to show Fano 

resonance as well as nano-effect. Thus it will be interesting to analyze 
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the asymmetry in Raman line-shapes in Figure 6.6 in terms of relative 

contribution from the two phenomena. For complete analysis of these 

Raman spectra of samples N
#’

 and P
#’

, it is also necessary to compare 

the Raman line-shape of SiNWs with their heavily doped crystalline 

counterparts. Raman spectrum of sample N
#’

 (Figure 6.6, top panel) is 

more red shifted and more asymmetric as compared to Raman 

spectrum of c-Si-N (Figure 6.3a). This can be understood from PCM 

because phonon confinement produces asymmetric broadening with 

αR >1. Therefore in N
#’

 nano-effect as well as Fano resonance both 

increases the lower half widths of the Raman line-shape. This way the 

Fano resonance contribution adds up to the already existing asymmetry 

due to nano-effect. This is quantitatively evident from the αR value 

which increases from 1.2, when only Fano resonance is present, to 2.78 

when Fano resonance is present along with nano effect. In contrast to 

this, Raman spectrum of sample P
#’

 is less asymmetric with αR =0.78 

as compared to Raman spectrum of its bulk counterpart with αR = 0.58. 

This seems to be in contradiction to the above trend hence needs 

careful explanation and theoretical framework, developed in the above 

section (Figure 6.5), may prove to be useful in this attempt. It has 

already been analyzed in theoretical section above that in p-type 

system, Fano resonance and nano effect induces additional half widths 

in opposite energy sides of the Raman peak. The Fano resonance in 

sample P
#’

 induces extra half width on the post-maximum side of the 

peak position by keeping the pre-maximum half width unchanged.  

This way the Fano resonance induced half width increase compensates 

the nano-effect induced half width to help the αR of the line-shape 

approach unit value. Therefore the value of αR caused by Fano 

resonance in c-Si-P is 0.58 but when SiNWs have been fabricated from 

c-Si-P, nano effect comes in P
#’

 which produces broadening in lower 

energy side hence value of γL/γH increases to 0.78 i.e., it comes closer 

to unity. The observed anomaly in the Raman line-shape can be 

explained based on compensatory and additive nature of nano-effect 
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and Fano-resonance with each other for p-and n-type SiNWs. It is also 

worth mentioning here that the sufficiently low excitation laser powers 

were chosen to avoid any heating related effects which will further 

complicate the analysis.  

Furthermore, to quantitatively validate these observations, the 

experimental Raman scattering data obtained from SiNWs samples of 

N
#’

 and P
#’ 

have been fitted by a theoretical Raman line shape given in 

Eq.6.3 which takes care of the nano-effect as well as Fano resonance 

with nanocrystallite size. The value of ‘q’ can be obtained by the best 

fitting of the observed Raman line shape from the samples. The 

negative value of q is used to fit for N
#’

 (n-type samples) while positive 

value of q is used to fit for P
#’

 (p-type system) [61]. 

The fitting parameters are summarized in Table-6.2 and the line-shape 

corresponding to these values are represented by solid lines in Figure 

6.6. It is notable here that bit difference between peak position of 

experimental and theoretical Raman line shapes is observed. It could 

be possible due to stress present in the system as the SiNWs have been 

prepared from heavily doped Si wafers, which contain stress. It is 

worth mentioning here that presence or absence of stress in the system 

does not affect the Fano resonance. Obtained fitting parameters 

confirm the presence of Fano resonance and nano-effect together.  

 

Table 6.2: Raman parameters estimated from Raman spectra of SiNWs 

samples of N
#’

 and P
#’

 by theoretical fitting of experimental data 

(discrete points in Figure 6.6) with Eq.6.3. 

Sample Raman 

Peak 

position 

FWHM Asymmetry 

ratio 

Fano 

asymmetry 

parameter 

‘q’ 

SiNWs 

size 

N
#’

  518.5 cm
-1

 10 cm
-1

 2.38 -9 6 nm 

P
#’

 517.5 cm
-1

 14 cm
-1

 0.78 +4 3 nm 

 

It is clear from Table 6.2 that the average size of SiNWs formed in 
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sample P
#’

 is ~3 nm while the average size of SiNWs formed in sample 

P
#’

 is ~6 nm. Presence of thinner SiNWs in sample P
#’

 as compared to 

sample N
#’

 is consistent with TEM images shown in Figure 4.16 (TEM 

images of sample N
#’

 and P
#’

). Additionally, the absolute value of Fano 

parameter q is smaller |q| = 4 in case of sample P
#’

 than |q|= 9 in case 

of sample N
#’

 because the doping level is higher in sample c-Si-P than 

c-Si-N. On the whole, the combination of Fano resonance and nano 

effects may be compensatory or incremental to each other, to be 

reflected in Raman line-shape, for a p-type and n-type system 

respectively in the absence of heating related perturbations. After 

complete analysis of electron optic phonon interaction both 

experimentally as well theoretically, the electron acoustic phonon 

interaction also have been studied using the low frequency Raman 

scattering of Si NSs and discussed in following section.     

  

6.2 Electron-Acoustic Phonon Interaction: Fano 

Scattering 

The Fano resonance (interference of electron-optic phonon) have been 

extensively studied in both n-type and p-type heavily doped Si wafers 

and the Si NSs fabricated using these wafer in the previous sections 

both theoretically and experimentally. An attempt has been made to 

extend the study of Fano resonance when a quantum interference 

taking place between a low energy discrete state i.e. low frequency 

phonons with an appropriate continuum of energy states.  It means that 

two conditions are required to exhibit Fano effect i.e. presence of 

discrete state and suitable energy continuum. It is well known from the 

dispersion curve of Si that at the zone center low frequency phonons 

(acoustic phonons) are absent in case of Si (see Figure 2.2 in chapter 2) 

but as the size of Si approaches towards its Bohr exciton radius (~5nm) 

the acoustic phonons, with finite frequency, corresponding to finite 

wave vector (k) may be available for scattering.[96] 
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To study the interference of electron and low frequency phonons, first 

it is important to check the possibility of interaction between the two 

i.e. whether they meet the necessary requirements for interaction or 

not. It is well established fact that Fano interaction between optic 

phonons and electronic continuum (e.g, in Si and its NSs) can be seen 

if width of the continuum is more than the phonon energy [216].  In Si 

NSs, due to absence of a clear band structure, a quasi-continuum of 

electronic states [217] are available to interact with optic phonons 

mediated by interferons [217]. Acoustic phonons, having energies 

lower than the optic phonons, by default full fill the above-mentioned 

criteria. Thus Fano effect resulting due to acoustic phonon-electron 

interaction is technically possible but such reports are very limited and 

needs further careful investigation about its observation and nature. 

In order to understand the above mentioned discussion regarding the 

interference between electron and phonon first the schematic diagram 

has been drawn just to check the possibilities of interaction. Figure 6.7 

represents the possibility of interaction between Interband (marked 

with * in Figure 6.7a) and intraband (marked with # in Figure 6.7a) 

energy continuum with both optic and acoustic phonons. From the 

above discussion it is clear that the width of the interband continuum 

matches with the energy of optic phonons hence the interference is 

possible in this combination and results in the Fano interference 

(Figure 6.7b). 
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Figure 6.7: (a) Schematic representation of inter- and intra-band 

transitions. (b) Graphics to explain various combinations of electronic-

discrete energies where Fano interaction is possible. 

 

On the other hand, the energy of acoustic phonons is very less as 

compare to the energy of interband continuum, due to this it does not 

meet the necessary prerequisite and does not show the interaction 

resulting in no Fano resonance (Figure 6.7b). It is evident from Figure 

6.7 that the energy of intraband continuum (# mark in Figure 6.7a) is 

very less as compared to the energy of the optic phonons means it 

automatically qualify the possibility of interaction, but the interaction 

is very weak due to which it will not be visible in the respective 

spectrum. Similar to the all interaction discussed above the energy of 

intraband continuum is of the order of few meV and the energy of 

acoustic phonon is also in the same range in case of Si (2-3 meV), 

means they may interact with each other the way optic phonon interact 

with inter band continuum.      

Observation of low frequency Fano resonance has been predicted in 

low dimensional Si to be visible through Raman scattering to yield an 

asymmetric Raman line-shape for which a line-shape function has been 

modelled. Further the same has been validated experimentally from Si 

NSs samples prepared by different technique, the laser induced etching 
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or LIE. Sample details are given in Table 3.3 in chapter 3. It is 

proposed that due to relaxation of selection rule (k=0) low frequency 

phonons are available for Raman scattering in the Si NSs.   It is worth 

mentioning here that observation of Raman scattering from 

nanomaterials at low frequency has been reported [218,219] but little 

information is available about the asymmetry of the observed Raman 

line-shapes. The current analysis will also help in understanding it 

using the developed framework of Fano interaction/scattering. 

Observation of low frequency phonons using Raman scattering in Si 

NSs and its asymmetric nature hints at a possible connection between 

the Fano resonance, Raman scattering and quantum confinement 

effects. It means that a phenomenon, similar to Brillouin scattering, is 

possible at nanoscale in low frequency regime thus may be called 

“Fano scattering” in general. Three samples (namely N25, N45 & N60 

given in table 3.3 in chapter 3) of Si NSs, with varying sizes between 3 

to 5 nm, were fabricated using LIE technique. To study Fano 

scattering, Raman spectra of these samples have been recorded. Raman 

spectra from samples N25, N45 and N60, displayed in Figure 6.8(a), 

shows asymmetric Raman spectra with peaks centered at 22.5 cm
-1

, 

27.5 cm
-1

 and 33.5 cm
-1

 respectively.  

The discrete data points in Figure 6.8(a) shows the experimentally 

observed Raman scattering data and solid line shows the theoretically 

calculated Raman line shapes which will be discussed later. Figure 

6.8(b) shows the Raman parameter calculated from Raman spectra 

shown in Figure 6.8(a). It is evident from Figure 6.8(b) that as the size 

decreases the αR increases and the same trend is observed for FWHM. 

The observed Raman spectra correspond to the acoustic phonons in Si 

NSs due to relaxation in Raman selection rule as a result of quantum 

confinement effect [90]. Acoustic phonons cannot be observed from its 

crystalline counterpart because no acoustic phonons are present at zone 

center of phonon dispersion curve (γ-point, shown in Figure 2.2) [105] 

which are the only ones that can participate in Raman scattering due to 

k=0 selection rule. 
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Figure 6.8: (a) Raman spectra from sample N25, N45 and N60 

containing Si NSs. (b) Size-dependent variation in FWHM and αR 

obtained from Raman scattering data shown in (a). 

 

Quantum confinement effect, when considered alone, can explain 

observation of low frequency Raman spectrum but the asymmetry as 

observed by many researchers  [218,219], is not obvious thus requires 

additional investigation and preferably a theoretical modelling. In 

quantum materials, like Si NSs, the electronic energy levels gets 

quantized and different inter- and intra-band transitions (these are non-

radiative transitions) are possible and can be observed using Raman 

spectroscopy. Width of such an electronic continuum [213] (~650 

meV) resulting from inter-band transitions are much higher  than the 

intra-band continuum. Acoustic phonons, having energies of only a few 

meV can interact with the intra band electronic transitions taking place 

within the modified conduction band giving rise to quasi-continuum 
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and provide a platform for Fano interaction.  

In order to study the Fano interference by low frequency phonons a 

theoretical framework have been developed by appropriately modify 

the Fano-Raman line shape (by incorporating the two effects quantum 

confinement and electron-phonon interaction given in Eq. 6.3) to result 

in the following Eq. 6.4. 

𝐼𝐴𝐹(𝜔) = ∫ [
(𝜖′+𝑞)2

(1+𝜖′2)
] 𝐶(𝑘)𝑑2𝑘,

𝑘𝑓

0
             (6.4) 

 

where    𝜖′ =
𝜔−𝜔𝐴(𝑘)

𝛾

2

,           𝐶(𝑘) = 𝑘8𝑒
−

𝑘2𝐿2

4𝑎2 ,  

𝜔𝐴(𝑘) = 761.9 sin (
𝜋𝑘

2
) 𝑒−

√𝑘
5

0.6  

Term in square bracket in Eq. 6.4 takes care of the effect of Fano 

interaction & quantum confinement effect on Raman line-shape. C(k) 

is a weighing function which provides the information about the 

weighted contribution of a phonon  corresponding to a given wave 

vector ‘k’. The abovementioned weighing function has been used here 

so that the experimental Raman data fits well with Eq. 6.4. wA(k) 

represents the phonon dispersion relation corresponding to acoustic 

phonons for c-Si and ‘a’ is lattice constant of Si and kf = (a/L)
ϑ 

is 

proposed as Fano’s scattering coefficient which is a function of 

crystallite size ‘L’ and a coupling factor ‘ϑ’ which are fitting 

parameters along with ‘q’ the well-known Fano asymmetry parameter 

(where, 1/q is referred as Fano coupling strength).  

The parameters obtained by fitting the Raman data from samples N25, 

N45 and N60 using Eq.6.4, has been listed in Table 6.3. To validate the 

sizes obtained by fitting the experimentally acquired low frequency 

Raman scattering data of sample N25, N45 and N60, the optical 

Raman spectra of these samples also have been recorded and fitted 

using Eq. 6.3 to calculate the size of NSs. Figure 6.9 shows the optical 

Raman spectra of sample N25, N45 and N60 with discrete data points 

representing the experimentally obtained Raman spectra and solid line 
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shows the theoretically calculated Raman line shape using Eq. 6.3.  

 

Figure 6.9: Raman spectra from samples N25, N45 and N60. Discrete 

points correspond to the experimental data whereas the solid lines 

corresponding to the theoretical line-shape calculated using Eq.6.4. 

 

Table 6.3: Various fitting parameters obtained using Eq.6.4 with 

experimentally observed Raman spectra. Values in bracket in column 2 

represent the nanocrystallite size estimated from optical Raman spectra 

shown in Figure 6.9. 

 

The size of NSs calculated using optical Raman spectra are written in 

bracket in column 2 in Table 6.3. The estimated sizes from acoustic 

and optic phonons are in well agreement with each other. It is evident 

from Table 6.3 that in order to achieve best fitting in case of low 

frequency Raman spectra (Figure 6.8(a)) of sample N25, N45 and N60 

the used Fano parameters’ values are 4, 3.5 and 3 respectively, where q 
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ϑ q kf Raman 

Peak 

position(ω) 
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) 

 ω(kf) 

(cm
-1

) 

N25 5.1 (5.3) 1.38 4 0.046 22.5 22.2 

N45 4.5 (4.5) 1.33 3.5 0.060 27.5 27.8 

N60 3.8 (4.0) 1.30 3 0.078 33.5 34.0 
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is the measure of Fano interaction. From the above discussion it is 

clear that the Fano interaction is present (presence of finite value of q) 

in the low frequency phonon when it interacts with the intraband 

energy continuum. The electron-acoustic phonon interaction (Fano 

Scattering) has been explained pictorially by giving a “snake−food” 

analogy through graphics and provided as Figure 2A.1 in Appendix 2. 

 

6.3 Study of Non-Radiative Transition in Si Nanostructures by 

Fano Scattering       

As discussed above, the Fano Scattering contains the intraband 

electronic continuum and acoustic phonons. If any how the phonon 

contribution is extract from the Fano scattering then, only the 

electronic part i.e. intraband continuum remain in the spectrum and the 

intraband continuum is nothing but the non-radiative transition present 

in the Si NSs. The schematic diagram has been sketched (Figure 6.10) 

to understand such procedure. 

 

 

Figure 6.10: Schematic representation of non-radiative intraband 

transitions can be extracted using Fano scattering.  

 

The detailed recipe to obtain this continuum is as follows. For a given 

sample, information about Raman peak position and half width 

(towards lower energy side of the peak) of the line-shape are already 

available. A Lorentzian line-shape generated using these Raman line-

shape parameters will be a true representative of the discrete 

component alone. This Lorentzian component can then be subtracted 

from the corresponding Fano scattering line-shape to obtain the 

continuum. It is evident from Figure 6.10 that the discrete energy state 
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when eliminated from the Fano Scattering Raman line-shape results in 

the electronic continuum i.e. non-radiative intra-band transitions [60].  

 

Figure 6.11: Nonradiative continuum obtained from Fano scattering 

data corresponding to Si NSs of different size. Dotted line shows 

constant continuum for c-Si for comparison.  

 

Figure 6.11 shows the estimated continuum obtained using the above-

mentioned method, for samples N25, N45 and N60 having Si NSs of 

different sizes. It is evident from Figure 6.11 that the continuum varies 

with Si NSs size with spectra becoming steeper with decreasing size. 

This can be explained using quantum confinement effect due to which 

the energy levels get more and more discretized with increasing 

separation between energy levels for smaller sizes. The unequal 

separation between these quantized energy levels induces unequal 

transition probabilities which is reflected as the obtained intensity 

profile as shown in Figure 6.11. This is explained using the band 

picture in the inset of Figure 6.11. For c-Si the continuum is rather 

constant as expected due to absence of separation of energy levels at 

all which is also shown in inset of Figure 6.11 for comparison. It is 

important here to mentioning that these continua are present due to 

intra-band transitions which are non-radiative transitions. Thus the 

proposed method gives a method to observe non radiative transitions 
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experimentally which is not possible to see otherwise. 

 

6.4 Summary 

In summary, a two-fold approach (theoretical as well as experimental) 

has been adopted to understand the effect of perturbations induced by 

electron-optic phonon (Fano resonance) and electron-acoustic phonon 

(Fano Scattering) interaction on Raman scattering from crystalline and 

nanocrystalline Si. The doping and size dependent Fano effect have 

been understood using Raman scattering from heavily doped bulk Si 

and SiNWs fabricated from n- and p-type Si wafers. Fano resonance in 

n-type confined system enhances the asymmetric broadening of Raman 

line shape as reflected by increased asymmetry ratio with respect to its 

bulk counterpart (highly doped n-type c-Si). In contrary, Fano 

resonance in p-type confined system compensates the asymmetry of 

the Raman line shape, already induced by confinement, and results in 

decreased asymmetry with respect to the p-type c-Si wafer. However 

line-shape asymmetric broadening increases irrespective of the doping 

type as long as the system is in the quantum regime. It means that the 

asymmetry in the Raman line-shape gets amplified in n-type and gets 

cancelled in heavily doped p-type low dimension Si system when Fano 

resonance and quantum confinement effect are present together. Low 

frequency Raman scattering from Si NSs (Fano scattering) gives a 

method to estimate intraband continuum. This provides an 

experimental way to measure non-radiative transitions which is not 

observable otherwise. 
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Chapter 7 

Optical Properties of Silicon 

Nanostructures 

 

Change in the optical properties due to quantum confinement of 

electrons in Si NSs is studied in the present chapter. Diffuse reflectance 

absorption spectroscopy has been employed to quantify the band gap 

energies in different Si NSs samples fabricated by MIE. PL and its 

origin in Si NSs samples are discussed. Section 7.1 deals with 

Kubelka-Munk theory of band gap calculation from diffuse reflectance. 

The band gap estimation of different Si NSs samples fabricated by 

MIE is given in section 7.1.1 and 7.1.2 while the results of PL 

measurement from Si NSs are discussed in section 7.2. Origin of room 

temperature PL is discussed on the biases of lifetime measurement in 

section 7.3. The major conclusion of this chapter is summarized in 

section 7.4. Some of the results presented in this chapter are published 

in the literature
5
. 

 

 

 

 

 

 

 

 

 

 

 

                                                 
5
 Priyanka et al., Superlattices Microstruct, 120,141-147, (2018), 

Priyanka et al., Communicated    
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7.1 Band Gap Estimation from Diffuse Reflectance using 

Kubelka-Munk Function 

Kubelka-Munk model allows the band gap estimation of unsupported 

materials like powder or rough films. Due to scattering the band gap 

estimation of powder and rough film is not possible by typical UV 

spectroscopic techniques. Basically Kubelka-Munk function is directly 

proportional to the absorption coefficient of the material [156]. Diffuse 

reflectance spectra (DRS) of the samples are converted to equivalent 

absorption using Kubelka-Munk function F(R∞) for infinitely thick 

samples which is given by [220] 

𝐹(𝑅∞) =
𝐾

𝑆
,                                                         (7.1) 

𝐾 = (1 − 𝑅∞)2,                                                  (7.2) 

𝑆 = 2𝑅∞,                                                               (7.3) 

 

where, R∞ = Rsample/Rstandard. Rsample is the diffuse reflectance of the 

sample and Rstandard is diffuse reflectance of the standard sample 

(BaSO4 in the current study). K and S are the Kubelka–Munk 

absorption and scattering functions, respectively. After getting 

Kubelka-Munk absorption, the band gap estimation can be done by 

well know method,  Tauc plot [158] , in the following manner: 

The following relational expression proposed by Tauc [221], Davis, 

and Mott is used. 

(ℎn)1/𝑛 = 𝐴(ℎn− E𝑔),                               (7.4) 

 

where, h is Planck's constant, ν is frequency of incident photon, α is 

absorption coefficient, Eg is band gap and A is proportionality constant. 

The value of the exponent n denotes the nature of the sample 

transition. 

For direct allowed transition············· n = 1/2 
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For direct forbidden transition·········· n = 3/2 

For indirect allowed transition·········· n = 2 

For indirect forbidden transition········ n = 3 

Since F(R∞) is proportional to the absorption coefficient. Therefore α 

in the Tauc Eq. 7.4 is substituted with F(R∞). Thus, the modified 

expression becomes: 

{ℎn ⨉ 𝐹(𝑅∞)}1/𝑛 = 𝐴(ℎn− 𝐸𝑔),                     (7.5) 

Now using the Kubelka-Munk function, the [hν X F(R∞)]
1/n

 plotted 

against the hν. The curve that plots the value of hν on the horizontal 

axis and [hν X F(R∞)]
1/n 

on vertical axis is drawn. Further a line is 

drawn tangent to the point of inflection on the curve and the hν value at 

the point of intersection of the tangent line and the horizontal axis 

provides value of band gap (Eg). 

7.1.1 Band Gap Estimation of Si NSs Samples 

It is well known that the band gap of a material will increase if the 

dimension of a material is reduced to sizes comparable to the Bohr 

exciton radius. In order to establish the quantum confinement effect 

present in the samples fabricated by MIE, diffuse reflectance 

absorption (DRA) spectroscopy [222,223] have been employed on the 

samples mentioned in Table 3.1. The reflection of size dependent 

change in band gap (Eg) is one of the strongest signatures which can 

establish the existence of quantum confinement effects in low 

dimensional semiconductor systems in general and in Si in 

particular [224].  Band gap measurements have been carried out from 

Si NSs fabricated using both n and p-type Si wafer using DRA as 

displayed in Table 3.1.  

In order to calculate the band gap of sample P*’and P
#
’ the DRA 

spectra have been recorded for these samples using the spectrometer of 

Agilent Cary 60 UV-Vis. Figure 7.1 shows the DRA spectra of sample 

P*’and P
#
’. Discrete data points show the experimentally obtained 

DRA spectra while  the solid line correspond to theoretical fitting. The 
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qualitative analysis of Figure 7.1 have been done using Kubelka-Munk 

(KM) method which is a well-established mode employed for this 

purpose for solid samples [223] such as SiNWs prepared using Si 

wafer.  

 

Figure 7.1: DRA spectra of sample P*’and P
#
’, discrete data points 

show the experimentally obtained DRA spectra whereas solid line 

corresponds to theoretical fitting. Inset (a) & (b) shows the schematic 

representation of energy band gap of P*’ (along with c-Si) and P
#
’ 

(along with c-Si) samples respectively.  

The calculated values of Eg using KM function are 2.5 eV and 2.9 eV 

for sample P*’and P
#
’ respectively which are much higher than the c-Si 

band gap of ~ 1.1 eV. Inset of Figure 7.1 shows the schematic 

representation of energy band gap in c-Si, P*’(inset of Figure 7.1a) and 

P
#
’ (inset of Figure 7.1b) sample. However the Eg for c-Si is 1.1 eV 

which is much lesser than the Eg of sample P*’and P
#’

,
 

which 

fabricated by MIE technique. As from the above calculation of Eg of 
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sample P*’and P
#’

 shows significant increase  in Eg, which has been 

explained on the biases of quantum confinement effects that take place 

in semiconductors having sizes of the order of the equivalent Bohr 

radius [225]. 

 

Figure 7.2: DRA spectra of sample N
#
’ and N*’, discrete data points 

show the experimentally obtained DRA spectra whereas solid line 

corresponds to theoretical fitting. Inset (a) & (b) shows the schematic 

representation of energy band gap of N
#
’ and N*’ (along with c-Si) 

samples respectively.  

Hence this increase in Eg clearly shows the size of SiNWs in sample 

P*’and P
#’

,
 
is comparable to the Bohr exciton radius (i.e.5 nm) of Si. 

In order to further confirm the presence of quantum confinement the 

band gap measurement of sample prepared by n-type Si wafer (N*’and 

N
#’

) also have been carried out. The discrete data points in Figure 7.2 

shows the experimentally obtained DRA spectra of sample N*’and N
#’
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and solid line corresponds to theoretical fitting. The quantified values 

of Eg is 2.83 and 3.02 eV for sample N*’and N
# 

(using theoretical 

fitting). The Eg of sample prepared by n-type Si wafer also shows 

enrichment in Eg with respect to its bulk counterpart (c-Si 1.1 eV). It is 

clear from these  Eg measurements  the Si NSs fabricated using both n- 

and p-type Si wafers indicates presence of quantum confinement 

effect. 

7.1.2 Doping Dependent Band Gap of n-& p-type SiNWs 

As from Figure 4.16 (TEM images of sample N
#
’, P

#
’) in chapter 4 

that the sizes of Si NSs present in sample P
#
’ is smaller with respect to 

the sample N
#
’. It is clear from Table 3.2 that the sample P

#
’ having 

comparatively high doping as compare to sample N
#
’ which shows 

some connection of size and doping effect i.e. the size of Si NSs may 

depends on the doping level present in the Si wafer. As it is well 

known that if the size of Si NSs is less and comparable or equal to its 

Bohr exciton radius (5 nm) then the system shows strongly or weakly 

confined system respectively. As the size becomes smaller than its 

Bohr exciton radius then the system shows strong confinement effect. 

To differentiate between weak confined, and strong confined system 

the band gap measurement is one of the best techniques in all 

available.  

It is evident from Figure 4.16, the TEM image which suggests that the 

size of Si NSs in sample P
#
’ and N

#
’ is ~3 nm and ~6 nm 

respectively [226]. As from the above discussion if the size of NSs is 

less compared to Bohr radius it is a strongly confined system and its 

Eg will be more with respect to the weakly confined system. In order 

to confirm the increase in Eg the DRA spectra of sample N
#
’ and P

#
’ 

have been recorded and analysed theoretically to calculate Eg. Figure 

7.3 shows the DRA spectra (discrete data points show theoretically 

obtained DRA spectra and solid line shows the theoretical fitting) of 

samples P
#
’ and N

#
’. The calculated values of Eg are 2.90 eV and 2.83 

eV for sample P
#
’ and N

#
’ respectively. 
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Figure 7.3: DRA spectra of sample N
#
’ (low doped) and P

#
’ (highly 

doped) Si NSs. Discrete data points show the experimentally obtained 

DRA spectra and the solid line corresponds to theoretical fitting. Inset 

(a) & (b) shows the schematic representation of energy band gap of 

N
#
’and P

#
’ (along with c-Si) samples respectively.  

It is clear from the quantification of band gap in both the samples that 

the strongly confined system having more Eg with respect to the 

weaker one. The consistency of TEM and DRA results established the 

doping level decides the size of NSs. As from the previous literature, if 

the size of Si becomes of the order of its Bohr exciton radius then it 

behave as a direct band gap material and can show the emission of 

light (PL). To check the possible emission of light from Si NSs 

samples (mentioned in Table 3.1) fabricated using MIE, PL spectra 

have been measured by exciting the samples with 405 nm wavelength 
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using diode laser. 

7.2 Photoluminescence of Si Nanostructures. 

In order to confirm that whether the Si NSs fabricated using MIE 

shows emission of light (PL) or not, the PL measurements have been 

carried out. Figure 7.4 shows the RT PL spectra of sample N*’, N
#
’ 

and P
*
’. The Si NWs exhibit an orange colour emission of light which 

is revealed by the photograph (after blocking the 405 nm illuminating 

light) of sample under 405 nm illumination shown in the inset of 

Figure 7.4. A broad band emission in the range of 625 nm to 750 nm 

(1.65 eV to 2 eV) is observed in all the three samples. The PL spectra 

of the samples could be fit well with two Gaussian peaks for samples 

N*’and P
*
’ whereas an additional third Gaussian peak is required to 

get the best fit for sample N
#
’ (Figure 7.4).  

 

Figure 7.4: PL spectra of sample N*’, N
#
’ and P

*
’ at RT. Green line 

over the corresponding experimental points is the best fit to the data 

with sum of multiple Gaussian peaks. The isolated individual peaks are 

shown in pink color for all the samples. The inset shows a 

representative actual photograph of PL emission from the sample N
#
’  

when excited using 405 nm source. 

P*’

N#’
N*’
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The strongest peaks that contribute to the PL have its peak at 

wavelengths 676 nm, 690 nm and 681 nm for N*’, N
#
’ and P

*
’ 

respectively. In addition to this strong peak, all the samples have a 

weaker peak towards the blue side centered at 598 nm, 601 nm and 590 

nm for N*’, N
#
’ and P

*
’respectively. It is evident that all the samples 

show a nearly similar behaviour except for the sample N
#
’ which has 

an additional weak peak on the red-side of the PL centered at 798 nm.  

 

7.3 Time Resolved PL Study of Si NSs. 

In order to understand the emission of PL spectra more closely, time-

resolved PL studies have been carried out using TCSPC system at RT 

on sample N*’, N
#
’ and P

*
’. The PL decay measurements have been 

done by collecting the full emission spectrum to understand the 

mechanism of PL in Si NSs of sample N*’, N
#
’ and P

*
’. Figure 7.5 

shows the time dependence of the PL intensity for sample N*’, N
#
’ 

and P
*
’ zoomed in three different time domains, sub-ns, few ns and in 

few tens of ns. The instrument response function (IRF) is also shown 

along with the experimental PL intensities (cyan curve). Just after the 

arrival of exciting femtosecond pulse (~100 fs) the PL intensity from 

the sample increases. Since the excitation pulse is much shorter, initial 

rise nearly follows the IRF. From the time dependence shown in 

different time scales one can clearly see the existence of three different 

decay times thus, the experimental data was fitted with a PL function 

given by following Eq. 7.6: 

𝐼𝑃𝐿 = 𝐴1𝑒
−𝑡

𝜏1
⁄ + 𝐴2𝑒

−𝑡
𝜏2

⁄ + 𝐴3𝑒
−𝑡

𝜏3⁄ ,  (7.6) 

where Ai’s are the amplitudes for the corresponding decay timesi. This 

PL intensity dependence is then convoluted numerically with the 

experimental IRF and then was fitted to the experimental time 

dependent PL data. The red solid lines shown in Figure 7.5 correspond 

to the best fit to the experimental data with Eq. 7.6. Although the 
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fastest decay in the PL of the samples is very close to the IRF still a 

short PL lifetime is required for proper fitting of the data. This fast 

decay time was estimated to be 18, 18 and 15 ps respectively for 

sample N*’, N
#
’ and P

*
’.  

The decay times obtained from the best fit for the PL data are much 

longer than few picoseconds as given in Table 7.1. It is evident that 

each sample has a decay time one in the order of sub nanosecond and 

another in the order of a few nanoseconds to tens of nanoseconds. 

Long PL life times of the order of a few ms have been reported in 

literature [83]. To verify the same samples have been excited using 

second harmonic (400 nm) of 35 fs, 800 nm pulses of repetition rate 1 

kHz and detected the PL using a fast photodiode-oscilloscope 

combination. The signal measured using the ultrafast laser is not more 

than few tens of nanoseconds which means that long lived PL emission 

from all the three samples are negligible. 

 

Figure 7.5: The time dependence of the PL intensity of sample N*’, 

N
#
’ and P

*
’measured using TCSPC. The data is plotted in different 

time range to show existence of multi exponential decay in the PL 

intensity. Dots represent the experimental data, the cyan line is the IRF 

and the red lines are the best fit obtained by fitting the data with Eq. 

7.6 convoluted with IRF.  
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Table 7.1: Decay time obtained from the best fit of time dependent PL 

(Figure 7.5). 

Sample 

name 
Size (nm) τ2 (ns) τ3 (ns) 

N*’ 3 0.55 12 

N
#
’ 6 0.39 4.5 

P
*
’ 7 0.36 1.8 

Figure 7.6 shows the size dependence of the longer decay times 2 and 

3. Irrespective of the type of Si (n- or p-type or doping level), clearly 

a monotonic trend is followed and the decay times decrease with 

increase in the size of the NSs. It is evident from the PL spectra and PL 

decay times of all the samples (Figures 7.4 & 7.6) that the type of 

dopant as well as the doping level is not playing any direct role on PL 

emission spectra as well as on PL decay in all the three samples (from 

Table 3.2 that sample N
#
’ having comparatively higher doping with 

respect to the sample N*’, and P
*
’). In fact, they depend on the size of 

the Si NSs instead.  

 

Figure 7.6: The dependence of PL life times (2 and 3) on the size of 

the Si nanostructures present in the sample. 

The size dependent change in properties is usually explained within the 
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framework of quantum confinement effect but the same explanation in 

the present case may be misleading. A direct attribution of the PL 

(Figure 7.4) to the quantum confinement is unlikely here since a size 

confinement should induce a strong blue shift for the sample N*’[6]. 

This is because N*’ has Si NSs of size ~3 nm which is very small 

when compared to the other two samples N
#
’ and P

*
’which have NSs 

of much larger size (6 and 7 nm). It is evident from the results of PL 

spectra (Figure 7.4) that the PL peak position does not show any direct 

size dependence.  

Although the PL emission strength should depend on the density of Si 

NSs per unit volume present in the sample, in case of Si NSs since it 

changes from indirect bandgap to direct therefore an increase in PL 

emission also expect with reduction in size of the particles. Clearly the 

PL emission strength does not show any such size dependence (Figure 

7.4). It is worth mentioning here that although the substrate used for 

the preparation of all the samples are different still they show the 

strongest peak nearly at 680 nm and a next stronger peak at ~600 nm. 

Thus the PL peak from these samples does not depend on the type of 

doping and doping concentration. Based on these evidences the origin 

of PL to such a recombination process which are independent of size, 

type of doping and doping concentration have been attribute in the 

present study. The interface between Si and SiOx, present inherently in 

the porous Si NWs prepared by MIE [227–229] might come to rescue 

in explaining the above-said origin of PL. In such cases, the surface 

roughness, and the porosity, present in the sample should show a direct 

correlation to the PL lifetime in the samples.   

To further understand the dependence of PL lifetime on the NSs’ size 

the TEM images of sample N*’, N
#
’ and P

*
’ have been used which is 

shown in the appendix 3. It has been reported in the previous 

literatures that the NWs contains few nm sized Si NSs[184,280]
 
on the 

wires which itself shows porous nature when fabricated by MIE. 

Figure 1 to Figure 3 (main image) in appendix 3 show the TEM images 

of NWs (these NWs are scratched out from their substrates into DI 
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water and dried on TEM grid) present in samples N*’, N
#
’ and P

*
’. It 

is clear from the TEM images (from Figure 1 to Figure 3 of appendix 

3) that the material distribution inside and the surface of the nanowire 

is non-uniform and porous [230]. The non-uniformity in the surface 

can be clearly seen at the edges of the nanowires in TEM images.  

A two-fold approach has been used to specify this roughness or 

porosity (from now on here call porosity in general) of Si NWs present 

in TEM images using image data processing. On a gray scale TEM 

image, the amount of material present at a location corresponds to the 

darkness of the image. Using this gray scale value the surface plots, 

acquired from the wires visible in the TEM images, have been shown 

in the corresponding insets of Figure 1 to Figure 3 (selected area 

marked by white dotted line, top right in sample N*’ and bottom right 

and left in sample N
#
’ and P

*
’respectively). 

It can be visualized from the surface plots in the insets of all the 

samples that the structure of the Si NWs has strong surface roughness 

and variation in the internal material distribution in the wire showing 

that the Si NWs fabricated are strongly porous in nature. It is also 

observed from the surface plot of sample N*’ that the porosity of Si 

NWs is less with respect to other two samples (from surface plot of 

N
#
’ and P

*
’ from Figure 2 & 3 in appendix 3). For clarity, line profile 

graphs of all three samples have also been plotted as inset in the Figure 

1, 2 and 3 of appendix 3.  The solid white line shows the selected 

portion on TEM image used to get the line profile of corresponding 

samples. The bottom right inset (Figure 1 in appendix 3) shows the line 

profile graph for sample N*’ and top left and right inset for sample of 

N
#
’ and P

*
’ (Figure 2 and Figure 3 in appendix 3) respectively. For a 

given length, the plot appears uneven, which is less in sample N*’ in 

comparison with the other two samples’ line profile graphs.  

To quantify the length scales at which the variation in density of 

material distribution happens the spatial frequencies that exist in the 

TEM picture of nanowire have estimated using Fourier transform (FT). 
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The following procedure is adopted for the estimation of the spatial 

frequencies. First an area on the TEM image inside the nanowire, as 

large as possible, is selected (similar to the ones that are plotted as 

surfaces in Figure 1 to 3 in appendix 3). The image was then converted 

to a matrix of data using gray scale. To increase the number of data 

points for the FT the matrix of data is converted to a single array by 

randomly staking all the columns of data in to one column. By this 

random selection, details of nanostructures in a column are preserved 

and additional periodicity that can arise due to staking of data in 

sequence is reduced.  

Further to compare between different samples the data for a single 

sample was normalized after subtracting its minimum value. This will 

scale the variation in each sample from minimum zero to a maximum 

of one. The numerical technique fast Fourier transform (FFT) was used 

for the estimation of distribution of spatial frequencies and the spatial 

dimensions were converted to appropriate spatial frequencies using the 

scale bar in the TEM picture. The amplitude of spatial frequencies (ISF) 

that are present in the nanowire images of samples N*’, N
#
’ and P

*
’ 

are shown in Figure7.7. The few sharp periodic peaks in the ISF are 

arising due to the column wise staking of data. One can clearly note 

that N*’ has much lower spatial frequencies i.e. it is much smoother in 

real space than the other two samples (N
#
’ and P

*
’). Note that smaller 

spatial frequencies correspond to density variation on larger length 

scale.  

For example 10 nm structures are present in case of samples N
#
’ and 

P
*
’ but are negligibly small in sample N*’. Here by negligible, mean 

that the ISF that becomes comparable to that estimated for TEM image 

of same sample but outside the NWs. Similarly 5 nm structures are 

present in P
*
’ and are negligible in the other two samples. Clearly 

increase in the porosity present in the order N*’, N
#
’ and P

*
’ can be 

directly correlated to the reduction in the PL decay time 2 and 3 in 

sample. 
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Figure 7.7: The dependence of amplitude of spatial variation in the 

material on the spatial frequencies for samples N*’, N
#
’ and P

*
’ 

estimated from TEM image of NWs. For the reader, the length 

periodicity in density distribution of material that will give rise to 

signal (ISF) at two frequencies are also shown as vertical lines. 

 

This means that the PL decays fastest for the most porous sample and 

decays slowest for least porous one amongst the three. The sample 

which has large porosity will have higher number of defects and 

interfaces. Further the higher variation in material distribution also 

means presence of larger amount of interfaces between Si and SiOx. 

This implies that the interface between Si and SiOx is playing a strong 

role in the decay process of PL in the samples [227–229]. 

In order to further understand the PL mechanism present in SiNWs 

fabricated by MIE technique, temperature dependent PL measurement 

of sample N*’, N
#
’ and P*’ have been carried out from room 

temperature (RT) to 100 K. Figure 4 in the appendix 3 shows the 

temperature dependent PL spectra of sample N*’, N
#
’ and P

*
’. It is 

evident from the Figure 4 of appendix 3 that the PL spectra of all 

N*’

N#’

P*’
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sample is not showing much change in the peak position as the 

temperature is reduced from RT to 100 K though the size of Si NSs is 

very less in the sample N*’ with respect to the other two samples. The 

temperature dependent PL also validate that the emission of PL from 

the Si NSs is because of the interface between Si and SiOx. 

 

7.4 Summary 

In summary DRA spectra reveal that Si NSs, fabricated by MIE are 

capable to show the quantum confinement effect as evident from size 

dependent band gap variation. The quantification of band gap of Si 

NSs has been done by Kubelka-Munk function using Tauc relation 

from DRA data. Effect of doping level on the band gap is studied 

which show that band gap of Si NSs is increasing with increasing 

doping level. The Si NSs fabricated using MIE shows a broad visible 

PL emission at room temperatures. The time dependence of PL 

intensity has been measured using TCSPC and three different decay 

times, one in the order of few tens of ps, other in the fraction of ns and 

another one in ns time scale were observed with almost no dependence 

on PL peak position. The PL spectra and the time dependence of the PL 

intensity did not show any direct dependence on the resistivity and 

dopant present in the Si wafers from which the Si NWs were 

fabricated. On the other hand the decay times of PL longer than few 

hundreds of ps increases with reduction in the size of the NSs. A direct 

correlation between the porosity, directly related with roughness, and 

PL decay time is observed implying that the PL life time gets affected 

by the nature of Si/SiOx interface. 
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Chapter 8 

Conclusions and Future Scope 

 

New scientific findings along with all the conclusions deduced from 

the results reported in above chapters are listed here. This chapter also 

discusses future scope of work that can be carried out for further 

development in this field. 

 

8.1 New scientific Findings in the present Thesis work 

(i) Discovered a subtle phenomenon called “Fano scattering” as a 

result of manifestation of electron-acoustic phonon interaction in Si 

NSs using Raman scattering in low frequency regime. 

(ii) Devised a method to quantify the extent of “short-range order” in 

a-Si using Raman scattering. 

(iii) Proposed a way to estimate the nonradiative transitions in the Si 

NSs. 

(iv)Explained Raman spectral anomaly in p-type SiNWs by 

successfully accounting for interplay between phonon confinement and 

Fano effect. 

(v) Fractal nature of porous Si has been revisited and explained the 

appearance of such nature. 

 

Other important conclusions are summarised as follows: 

 

8.2. Conclusions 

 
The major conclusions of the research work reported in this thesis are 

the following: 

 

 Well aligned SiNWs of n- and p-type Si wafer can be Fabricated 

using MIE technique via porosification. 
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 In MIE metal nanoparticles provides sites for porosification to start 

and more coverage of MNPs result in thinner SiNWs/wider pores. 

 The texturization of Si wafer strongly depends on the junction 

formed between the metal, used in etching, and semiconductor.  

 The Si nanostructures (SiNSs) have been textured on n- and p- type 

Si wafers using Ag (silver) and Au (gold) MNPs induced chemical 

etching. The combinations of Si NSs/Ag as well as p-Si/Au form 

Ohmic contact and result in the same texturization on the Si surface 

on porosification, where tent-shaped morphology has been 

observed consistently in both n- and p-type Si. Whereas, 

porosification result in different surface texturization for other two 

combinations (p-Si/Ag and NSs/Au) where Schottky contacts are 

formed. 

 The SiNWs fabricated using MIE itself shows porous nature (the 

small Si NSs are present on the surface of SiNWs) i.e. the Si wafer 

become porous after etching and formed SiNWs and the wires 

formed after etching also shows porous nature, this is known as 

Fractal nature.  

 The SEM and TEM studies have been consolidated to model the 

growth mechanism for the observed fractal porous Si NWs. 

 Raman spectroscopic studies of samples fabricated by MIE are 

analyzed to estimate the sizes of Si NSs using PCM. 

 Asymmetric, red shifted and broad Raman line shapes are observed 

for Si NSs due to phonon confinement. The two fold approach has 

been used to understand the asymmetric nature present in the 

Raman spectra attributed from Si NSs. 

 The Fano resonance has been modelled first theoretically for both 

bulk and nano forms. This model was later employed on the Raman 

spectra of Si NSs for both n- and p-type NSs. 

 An anomalous nature of Raman spectral asymmetry has been 

studied from SiNWs prepared from heavily doped p-type Si wafer. 

A theoretical framework for supporting the presence of the 

combined (“FANTUM”) effect has also been proposed to show 
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how a system with appropriate Fano and quantum effects’ relative 

contribution may result in near-symmetric Raman line-shape. 

 A dual role of Fano resonance in n- and p- type nano system has 

been observed to modulate Raman spectra differently and reconcile 

accordingly to enhance and cease the Raman spectral asymmetry 

respectively. 

 A theoretical line-shape function has been proposed for 

representing the observed Raman scattering spectrum from 

amorphous Si based on modified PCMframework. 

 Additionally, an empirical formula has been proposed using bond 

polarizability model (BPM) for estimating the short range order 

making one capable to quantify the distance of short range order by 

looking at the Raman peak position alone. 

 The experimental asymmetric Raman line-shape has been 

explained by developing a theoretical model which incorporates the 

quantum confined acoustic phonons interacting with intra-band 

quasi-continuum available in Si NSs as a result of discretization of 

energy levels with unequal separation. A phenomenon, similar to 

Brillouin scattering, is discover which is possible at nanoscale in low 

frequency regime and is called “Fano scattering” in general. 

 A method has been proposed to extract information about non 

radiative transitions from the Fano scattering data where these 

nonradiative transitions are involved as intra-band quasi-continuum 

in modulation with discrete acoustic phonons. 

 Diffuse reflectance spectroscopy (DRS) reveal that Si NSs are 

capable to show the quantum confinement effect as evident from 

size dependent band gap variation which is in consonance with 

conclusions drawn using the TEM and Raman scattering. 

 Visible PL at room temperature from Si NSs samples has been 

observed. 

 The porosity dependent PL lifetime have been observed in the 

SiNWs fabricated by MIE. 

 Comparative study of DRS, PL spectra and PL lifetime suggest that 

PL from SiNWs are observed due to Si/SiOx interface. 
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8.3 Future Scope 
 

This work is focused on the spectroscopic investigations of low 

dimension Si fabricated using MIE technique. There is much scope to 

extend this work further in future. Some possible studies are described 

below: 

 The Fano scattering can be extended to study the  non- radiative 

transition in p-type Si NSs fabricated using MIE, because LIE 

technique is incapable to fabricate the Si NSs of p-type Si wafer. 

  

 The theoretical model for amorphous Si can be extended and 

developed for other semiconducting nanowires which can help in 

improving the efficiency of devices like solar cells.  

 

 A methodology to clearly distinguish the quantum confinement 

induced PL from the other source can be worked out. 

 

 Fano scattering can be extended further to explore whether it is of 

universal nature. 

 

 An experimental verification of proposed method for extracting 

non-radiative transitions can be worked out to validate the method 

further  
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Appendices 
Appendix 1 
 

Silicon elemental facts 

_________________________________________________________ 

Classification:   Si is a metalloid 

Atomic weight:  28.0855 g/mol 

Density @ 20 
o
C:  2.33 g/cm

3
 

Atomic volume:  12.1 cm
3
/mol 

_________________________________________________________ 

States 

_________________________________________________________ 

 

State:     solid 

Melting point:   1687 K (1414 
o
C) 

Boiling point:    3538 K (3265 
o
C) 

_________________________________________________________ 

Energies 

_________________________________________________________ 

 

Specific heat capacity:  0.71 J g
-1

 K
-1

 

Heat of fusion:   50.21 kJ mol
-1

 

1
st
 ionization energy:   786.4 kJ mol

-1
 

3
rd

 ionization energy:   3231.4 kJ mol
-1

 

Heat of atomization:   456 kJ mol
-1

 

Heat of vaporization:   359 kJ mol
-1

 

2
nd

 ionization energy:   1577 kJ mol
-1

 

Electron affinity:   133.6 kJ mol
-1

 
_____________________________________________________________________________________ 

Oxidation & Electrons 

_________________________________________________________ 

Shells    :  2,8,4 

Min. oxidation number :  -4 

Min. common oxidation no. :  -4 

Electronegativity (Pauling Scale):  1.9 

Electron configuration :  1s
2
 2s

2
 2p

6
 3s

2
 3p

2
 

Max. oxidation number :  4 

Max. common oxidation no. :  4 

Polarizability volume  :  5.4 Å
3
 

_________________________________________________________ 

_________________________________________________________ 

Appearance & Characteristics 

_________________________________________________________ 

Structure :    diamond structure 

Hardness :    11.9 GPa 

Color  :   silvery 

_________________________________________________________ 
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_________________________________________________________ 

Reactions & Compounds 

_________________________________________________________ 

Reaction with air:   none 

Reaction with 15 M HNO3: none 

Oxide(s):   SiO2 

Hydride(s):   SiH4 (silane), Si2H6 + more 

Reaction with 6 M HCl :none 

Reaction with 6 M NaOH : mild,⇒ silicates 

Chloride(s)   : SiCl4, Si2Cl6 + more 

_________________________________________________________ 

Conductivity 

_________________________________________________________ 

Thermal conductivity:   149 W m
-1

 K
-1

 

Electrical conductivity:   1.2 x 10
-5

 S cm
-1

 

_________________________________________________________ 

Abundance & Isotopes 

_________________________________________________________ 

Abundance earth's crust: 28 % by weight, 21 % ppm by moles 

Abundance solar system: 900 ppm by weight, 40 ppm 

_________________________________________________________ 

 

Isotopes 

Silicon has 14 isotopes whose half-lives are known, with mass 

numbers 22 to 36. Of these, three are stable: 
28

Si, 
29

Si and 
30

Si. 

 

Harmful effects 

Si is not known to be toxic, but if breathed in as a fine silica/silicate 

dust it may cause chronic respiratory problems. Silicates such as 

asbestos are carcinogenic. 

 

Characteristics 

Si is a hard, relatively inert metalloid and it’s crystalline form is very 

brittle with a marked metallic lustre. Si occurs mainly in nature as the 

oxide and as silicates. The solid form of Si does not react with oxygen, 

water and most acids. Si reacts with halogens or dilute alkalis. Si also 

has the unusual property that it expands as it freezes (like water). 
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Appendix 2 

 
“Snake-food” and “continuum-discrete” analogy 

 
• We have given analogy related to the physical phenomena of 

Fano interaction in terms of biological entities and their food 

habits. 

• If we have consider Interband and Intraband electronic 

transitions as a python and a cobra respectively corresponding 

to the size of continuum, we found good analogy in our propose 

model. 

• As optic phonons have higher energy as compare to acoustic 

phonon we consider a dear and a rat corresponding to these 

parameters. 

Following facts can be related based on Figure A2.1 

1. Python can swallow rat but that will make no difference in its 

shape & size but if it swallows dear, will make clear change in 

his body structure and that is observable (red circle).  

It’s like Interband continuum and acoustic phonon can interfere 

but not observable in terms of Raman line-shape asymmetry. 

2. Cobra can’t swallow dear relates to no interaction between 

intraband transition and optic phonon due to energy mismatch 

and noncompliance of the interference condition. On the other 

hand cobra can swallow rat and it will make visible changes in 

its body (red circle) which make clear correlation with acoustic 

phonon interaction with intraband transition giving rise to Fano 

scattering and asymmetry in Raman line-shape as in Figure 1 in 

main text. 
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Figure A2.1: Snake-food analogy to explain various combinations of 

energy continuum-discrete interaction. 
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Appendix 3 

 

 

Fig A3.1: TEM image of samples N*’ prepared by MIE. Inset shows 

the selected area (marked by white dotted line) 3D surface plot (top 

inset) of TEM image whereas the solid white line shows the position of 

TEM used to calculate the line profile (bottom inset) of sample. 

 

 

Figure A3.2: TEM image of samples N
#
’ prepared by MIE. Inset 
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shows the selected area (marked by white dotted line) 3D surface plot 

(bottom inset) of TEM image whereas the solid white line shows the 

position of TEM used to calculate the line profile (top inset) of sample. 

 

 

Figure A3.3: TEM image of samples P
*
’ prepared by MIE. Inset 

shows the selected area (marked by white dotted line) 3D surface plot 

(bottom inset) of TEM image whereas the solid white line shows the 

position of TEM used to calculate the line profile (top inset) of sample.  
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