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Abstract

We consider a predator-prey model with a Cosner-type functional response.

We incorporate time delay in the predation process. Delay played an important

role in the population dynamics. The analysis of positive solution in the

delayed model is challenging. We will prove the positivity and boundedness

of solutions of both the models. Apart from trivial and boundary equilibrium

under some conditions, the system consists of either no interior equilibrium,

a unique interior equilibrium, or two distinct equilibria between boundary

equilibria. We discuss different dynamic behaviors due to variation of time

delay. Based on the parameter conditions, the stable co-existing equilibrium

of the non-delayed model remains stable for increasing time delay. For some

other parameter restrictions the stable equilibrium may experience instability

through a Hopf bifurcation at a critical delay threshold.There does not exists

any delay induced stability switching phenomena in this system.
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Chapter 1

Introduction

Delay differential equations (DDEs) are a class of differential equations in

which the rate of change of a variable at any given time depends on its values at

previous times. Unlike ordinary differential equations, which mainly depend on

the current state, DDEs incorporate delays, making them particularly useful

for modeling systems [9] where past states influence current dynamics. In

ecology, DDEs are used to model population growth.

The exponential growth model [12] is a simple way to describe how pop-

ulations change over time. It assumes that the population grows at a rate

proportional to its current size. The differential equation for this model is:

dR

dt
= rR(t), (1.1)

where R is the population, and r is the intrinsic growth rate of the population.

The solution of the equation is R(t) = R0 ert, where R0 is the initial population

size.

We consider the Lotka-Volterra model [1] as follows:
dR

dt
= rR − αRC,

dC

dt
= αβRC −mC,

(1.2)

where R and C are prey and predator biomass, respectively. Here r is the

intrinsic growth rate of the prey, m denotes the specific death rate of the

predator, α is the attack rate on the prey by the predator, and β is the

1



conversion coefficient.

After introducing logistic terms in the Lotka-Volterra model (1.2) we get,
dR

dt
= rR(1 −

R

K
) − αRC,

dC

dt
= αβRC −mC,

(1.3)

where K is the environmental carrying capacity. This model is popularly

known as logistic Lotka-Volterra model.

We now consider the Rosenzweig-MacArthur predator-prey model [10]

read as:
dR

dt
= rR(1 −

R

K
) −

αR

1 + αhR
C,

dC

dt
=

αβR

1 + αhR
C −mC,

(1.4)

where h represents the handling time. We are familiar with various types of

responses, e.g., Holling type II [13], Holling type III [5], Beddington-DeAngelis

[14]. The model with Beddington-DeAngelis type functional response [8] can

taken in the form:
dR

dt
= rR(1 −

R

K
) −

αR

1 + β1R + β2C
C,

dC

dt
=

eαR

1 + β1R + β2C
C −mC,

(1.5)

where β1 and β2 are parameters that measure the effect of prey and predator

density on the functional response [4], respectively. We consider another type

of functional response, known as the Cosner-type functional response. We

consider a model with a Cosner-type functional response [11] and use delay in

its predation process. We will discuss the stability analysis for both delayed

and non-delayed model in the successive chapters.
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Chapter 2

A delayed predator-prey model

with Cosner-type functional

response

2.1 Motivation

For the Lotka-Volterra model (1.2), the functional response part is in a very

simple form. We can easily prove the positivity and the boundedness of that

model. However, for a predator-prey model with a Cosner-type functional

response [3], in the functional response contains prey and predator biomass in

the denominator part. Thus, we face a lot of challenges to prove the positivity

and the boundedness of the solutions. We consider a predator-prey model with

a Cosner-type functional response. And introduce a delay in that model. Our

main goal is to analyze the stability of delayed model. We will discuss the

positivity and the boundedness of the solutions of that model.

Barman and Ghosh [2] have also provep that stability switching is never

possible with respect to time delay. Therefore, for a predator-prey model with

a Cosner-type functional response, we will examine whether stability switching

is possible.
3



2.2 Main model

We consider a predator-prey model with the Cosner-type functional response

[6] is as follows,

dX

dT
= rX(T ) (1 −

X(T )

K
) −

se0X(T )Y (T )

1 + h1se0X(T )Y (T )
Y (T ),

dY

dT
=

ase0X(T )Y (T )

1 + h1se0X(T )Y (T )
Y (T ) − µY (T ),

(2.1)

with X(0) > 0, Y (0) > 0.

Table 2.1: The variables and parameters are defined in Table:

Variables/parameters Represents

T Time

X(T ) The population biomass of prey

Y (T ) The population biomass of predator

r The specific birth rate of prey

s The no. of prey caught by a predator during each encounter

h1 The handling time per prey

e0 The overall encounter coefficient between the prey and predator

a The effectiveness rate of the prey in predator

Including delay in a predator-prey model helps capture more realistic

dynamics of ecosystems as biological processes do not happen instantly. In

particular, digesting prey biomass by predator might takes more time. After

introducing a delay [2] in the predation, the model (2.1) becomes,

dX

dT
= rX(T ) (1 −

X(T )

K
) −

se0X(T )Y (T )

1 + h1se0X(T )Y (T )
Y (T ),

dY

dT
=

ase0X(T − σ)Y (T − σ)

1 + h1se0X(T − σ)Y (T − σ)
Y (T − σ) − µY (T ),

(2.2)

with X(ϕ) > 0, Y (ϕ) > 0, where ϕ ∈ [−σ,0] and σ is gestation delay.

After applying the following scaling

R =
N

K
, C =Kh1se0Y, a1 =

1

rse0(h1K)2
, t = rT, a2 =

a

rh1

, γ =
µ

r
, and σ = rτ,
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the model (2.1) becomes,

dR

dt
= R(t) (1 −R(t)) −

a1R(t)C(t)

1 +R(t)C(t)
C(t),

dC

dt
=

a2R(t)C(t)

1 +R(t)C(t)
C(t) − γ C(t),

(2.3)

with R(0) > 0, C(0) > 0.

And the model (2.2) becomes,

dR

dt
= R(t) (1 −R(t)) −

a1R(t)C(t)

1 +R(t)C(t)
C(t),

dC

dt
=

a2R(t − τ)C(t − τ)

1 +R(t − τ)C(t − τ)
C(t − τ) − γC(t),

(2.4)

with the initial conditions R(θ) > 0, C(θ) > 0, where θ ∈ [−τ,0].

2.3 Positivity of solutions

We will establish the positivity and the boundedness of all solutions of both

models (2.3) and (2.4).

Theorem 2.1. The solutions of the predator-prey model (2.3) remain positive

for any time t > 0 with the initial conditions R(0) > 0, C(0) > 0.

Proof. Let, R(0) = R0 > 0 and C(0) = C0 > 0 are the initial conditions. If we

consider any point (0,C0) on the C−axis as an initial condition, then
dR

dt
= 0.

This implies that R(t) will remain zero for any initial condition (0,C0). Hence,

R = 0 axis is an invariant manifold.

Similarly, if we consider any point (R0,0) on the R−axis as an initial

condition, then
dC

dt
= 0. This implies that C(t) will remain zero for any ini-

tial condition (R0,0). Hence, C = 0 axis is an invariant manifold. Thus,

(R(t),C(t)) remain non-negative for R(0) > 0, C(0) > 0.

Now We show that the solutions are positive. The fraction
R(t)C2(t)

1 +R(t)C(t)

5



is always non-negative, this term does not have any singularity. Therefore,

R(t) = R(0) exp(∫
t

0
{1 −R(s) −

a1C2(s)

1 +R(s)C(s)
}ds),

C(t) = C(0) exp(∫
t

0
{
a2R(s)C(s)

1 +R(s)C(s)
− γ}ds),

(2.5)

are solutions. Hence, R(t) and C(t) both are strictly positive for any time

t > 0.

However, for the delayed model, we can not defined R and C axes as invariant

manifold. Therefore, the proof of positivity is not straight forward.

Theorem 2.2. The solutions of the predator-prey model (2.4) remain positive

for any time t > 0 with initial conditions R(θ) > 0, C(θ) > 0, where θ ∈ [−τ,0].

Proof. We have,

Ċ(t) =
a2R(t − τ)C2(t − τ)

1 +R(t − τ)C(t − τ)
− γC(t). (2.6)

We consider two different cases.

Case-I: Let there exists a least t = t1 > 0 such that R(t) > 0, C(t) > 0

for t < t1 and R(t1) = 0, C(t1) ≥ 0. First integration of (2.5) is well defined.

Hence R(t1) > 0, which is a contradiction to R(t1) = 0.

Case-II: Let there exists a least t = t1 > 0 such that R(t) > 0, C(t) > 0

for t < t1 and R(t1) > 0, C(t1) = 0. Since R(t − τ) is strictly positive and

C(t − τ) is non-negative, for t ∈ (0, t1], the first term in the right side of the

given equation (2.6) is non-negative, and hence

Ċ(t) ≥ −γC(t), 0 < t ≤ t1.

Now, since C(t) is continuous on [0, t1], by the theory of differential inequality,

we get,

C(t) ≥ C(0) exp(−∫
t

0
γ ds).

This implies C(t1) > 0. Thus, our initial assumption C(t1) = 0 is wrong.

Hence, prey and predator populations of the predator-prey model (2.4) always

remain positive.

Now, we will prove that the solutions are bounded for both the models (2.3)

and (2.4).
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2.4 Boundedness of solutions

Theorem 2.3. All solutions of the system (2.3) bounded for any time t > 0

with R(0) > 0, C(0) > 0.

Proof. Choose Z(t) = R(t) +
a1
a2

C(t). Thus,

dZ

dt
=
dR

dt
+
a1
a2

dC

dt
,

= R (1 −R) −
a1
a2

γC.

We have

dZ

dt
≤ −γ (R +

a1
a2

C) + 1 − (R −
(γ + 1)

2
)

2

,

= −γ (R +
a1
a2

C) + 1

Therefore,
dZ

dt
+ γZ ≤ 1. Now using comparision inequality, we obtain 0 <

Z(t) <
1 − e−γt

γ
+ Z(0)e−γt. As t →∞,0 < Z <

1

γ
. Thus, Z(t) = R(t) +

a1
a2

C(t)

implies that both R(t) and C(t) of the system (2.3) are bounded.

Since delay is included in the predation process for the delayed model, we need

to use a different approach to prove the boundedness of the delayed model.

Theorem 2.4. All solutions of the system (2.4) bounded for any time t > 0

with R(θ) > 0, C(θ) > 0, where θ ∈ [−τ,0].

Proof. Since R(t) > 0, ∀ t > 0, we are able to write,

Ṙ(t) ≤ R(t)(1 −R(t)).

That implies

lim
t→+∞ supR(t) ≤ 1.

This implies, for any δ > 0, there is a t∗ > 0 such that 0 < R(t) ≤ 1+δ for t ≥ t∗.
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Thus for t ≥ t∗, we obtain

a2Ṙ(t) + a1Ċ(t + τ) = a2R(t)(1 −R(t)) − γa1C(t + τ)

≤
a2
4
− γa1C(t + τ)

[since R(t)(1 −R(t)) ≤
1

4
]

=
a2
4
+ γa2(1 + δ) − γ {a2R(t) + a1C(t + τ)} .

For δ arbitrarily very small, lim
t→+∞ sup{a2R(t) + a1C(t + τ)} ≤

a2
4γ +a2 = L. Thus,

lim
t→+∞ supC(t) ≤ L/a1.

8



Chapter 3

Stability analysis of the

non-delayed model

Analytic solutions are not easy to find for a nonlinear system. However, we

can easily calculate equilibrium points for a nonlinear system. The equilibrium

points are the constant solutions for a given system.

3.1 Equilibria

The equilibrium points for the system (2.3) are:

(i) The trivial equilibrium (0,0) which always exists.

(ii) The boundary equilibrium (1,0).

(iii) The interior equilibrium (R∗,C∗), where it satisfy:

(1 −R∗) − a1C
∗2

1+R∗C∗ = 0 and a2C
∗2

1+R∗C∗ − γ = 0.

Solving above two equations, we obtain, C∗ =
γ

(a2 − γ)R∗
and HR∗3 +

GR∗2 +L = 0, where L = a1γ2, G = −a22 + a2γ, H = −a2γ + a
2
2.

If a2 > γ, then L > 0, G < 0, and H > 0. Since ϕ(R) =HR3 +GR2 +L = 0

has two changes of sign, it has either two positive roots or no positive root.

Again, ϕ(−R) = −HR3 +GR2 +L = 0 has one change of sign. So it has at most

9



one negative root. Now
dϕ

dR
= 3HR2 + 2GR = 0 and

d2ϕ

dR2
= 6HR + 2G. To

find a local maximum or local minimum,
dϕ

dR
= 0. Thus, R(3R − 2) = 0. It is

obtained that possible extreme points are R = 0, 2
3 . Now,

d2 (ϕ)

dR2
∣ϕ=0 = 2G =

−2a22 +2a2γ < 0 and
d2 (ϕ)

dR2
∣ϕ= 2

3
= −2G = 2a22 −2a2γ > 0. Therefore, ϕ has a local

maximum at 0 and the maximum value is a1γ2. Also, ϕ has a local minimum

at 2
3 and the minimum value is a1γ2 − 4

27(a
2
2 − a2γ).

Lemma 3.1.

(i) If a1γ2 = 4
27(a

2
2 − a2γ), we can conclude that (2.3) has exactly one interior

equilibria (23 ,
3γ

2(a2−γ)) .

(ii) If γ2 > 4
27(a

2
2 − a2γ), we can conclude that (2.3) has no interior equilibria.

(iii) If a1γ2 < 4
27(a

2
2−a2γ), we can get that (2.3) has exactly two distinct interior

equilibria.

Proof. Clearly
d2ϕ(R)

dR2
= 6HR + 2G. We obtain

d2ϕ(0)

dR2
= −2(a22 − a2γ) < 0

and
d2ϕ (23)

dR2
= 2(a22 − a2γ) > 0. We obtain ϕ(R) has local maximum a1γ2 at

R = 0 and local minimum a1γ2 − 4
27(a

2
2 − a2γ) at R =

2
3 .

(i) If γ2 = 4
27(a

2
2−a2γ), then ϕ(R) touches R-axis one at R = 2

3 as g(
2
3) = 0. That

implies the given system has a unique interior equilibrium point (23 ,
3γ

2(a2−γ)).

(ii) If γ2 > 4
27(a

2
2 − a2γ), the graph of ϕ(R) never crosses R-axis for R > 0. This

implies that the given system (2.3) has no interior equilibrium.

(iii) If γ2 < 4
27(a

2
2 − a2γ), then ϕ(R) exceeds R-axis at exactly two points for

0 < R < 1. That implies the given system has exactly two distinct interior

equilibria.

Now we will discuss the stability analysis of the non-delayed model.
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3.2 Linearization process of the non-delayed

model

The Jacobian matrices at the interior equilibrium (R∗,C∗) of the delayed

model (2.4) are:

J0 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 − 2R∗ −
a1C∗2

(1 +R∗C∗)2
−
a1R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

0 −γ

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and

Jτ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0

a2C∗2

(1 +R∗C∗)2
a2R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The characteristic equation of the model (2.4) is:

det (J0 + Jτe
−λτ − λI) = 0,

i.e.,
RRRRRRRRRRRRRRRRRR

1 − 2R∗ −
a1C∗2

(1 +R∗C∗)2
− λ −

a1R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

a2C∗2

(1 +R∗C∗)2
e−λτ −γ +

a2R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

e−λτ − λ

RRRRRRRRRRRRRRRRRR

= 0.

The characteristic equation can be represented as

λ2 +Ω1λ +Ω2λe
−λτ +Ω3e

−λτ +Ω4 = 0, (3.1)

where

Ω1 = γ − 1 + 2R
∗ +

a1C∗2

(1 +R∗C∗)2
,

Ω2 = −
a2R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

,

Ω3 = (
a1C∗2

(1 +R∗C∗)
+ 1 − 2R∗ −

a1C∗2

(1 +R∗C∗)2
)(

a2R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

) ,

Ω4 = −γ (1 − 2R
∗ −

a1C∗2

(1 +R∗C∗)2
) .

For τ = 0, the characteristic equation (3.1) becomes

λ2 + (Ω1 +Ω2)λ + (Ω3 +Ω4) = 0. (3.2)

From the characteristic equation, it is clear that when τ = 0, interior equilib-

rium E = (R∗,C∗) has either a stable, unstable, or saddle point under some

parameter conditions.
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3.3 Stability analysis of the non-delayed model

The Jacobian matrix of the non-delayed model (2.3) is:

J =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 − 2R −
a1C2

(1 +RC)2
−
a1R(2C +RC2)

(1 +RC)2

a2C2

(1 +RC)2
a2R(2C +RC2)

(1 +RC)2
− γ

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Now we will discuss the stability nature of each equilibrium.

Trivial equilibrium: For the trivial equilibrium (0,0), the eigenvalues of J

are 1 and − γ. Hence, the trivial equilibrium (0,0) is always a saddle point.

Boundary equilibrium: For the boundary equilibrium (1,0), the eigenval-

ues of J are −1 and − γ. Therefore, the boundary equilibrium (1,0) is always

locally asymptotically stable.

Interior equilibrium: We plot the diagram (3.1) of R∗ for two interior

equilibria for varying γ for the parameters a1 = 0.8, a2 = 0.7.

Figure 3.1: The diagram illustrates R∗ variation with changing γ for the pa-

rameters: a1 = 0.8, a2 = 0.7.

We will discuss the stability analysis of interior equilibrium for the non-

delayed model. For the parameters: a1 = 0.8, a2 = 0.7, γ = 0.2, we obtain two

interior equilibria are E1 = (0.882, 0.453) and E2 = (0.385, 1.036).

(i) For interior equilibrium E1 = (0.882, 0.453), the determinant of J

12



is −0.092. Therefore, the interior equilibrium E1 = (0.882, 0.453) is a

saddle point for the non-delayed model.

(ii) For interior equilibrium E2 = (0.385, 1.036), the determinant of J is

0.121, which is positive. Also, the trace of J is −0.067. Thus, eigenvalues

are complex with negative real parts. Therefore, the interior equilibrium

E2 = (0.385, 1.036) is a stable focus for the non-delayed model. The

phase portrait (3.2) gives E2 is a stable focus.

Figure 3.2: The phase portrait illustrates E2 is a stable focus for the parame-

ters: a1 = 0.8, a2 = 0.7, with initial condition (0.4,1.04).

13
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Chapter 4

Stability analysis of the delayed

model

The equilibriums of delayed and non-delayed models are equal. We now present

delay induced stability for the equilibria. In order to proceed further, we

present the following theorem:

Theorem 4.1. If an equilibrium is a saddle point when τ = 0, then the equi-

librium cannot be stable for varying delay. [Ref. Theorem 4.7 [7]]

Trivial equilibrium: The trivial equilibrium (0,0) is a saddle point

in the absence of delay. Using the above Theorem 4.1 we can say that it is

always a saddle point for any time delay τ.

Boundary equilibrium: The boundary equilibrium (1,0) is always sta-

ble for the non-delayed case. Since Jτ is independent of delay, we obtain

the characteristic equation delay-free. Therefore, we can state that both the

eigenvalues remain negative. Hence it is always locally stable for any time

delay.

Theorem 4.2. The boundary equilibrium (1,0) is globally stable whenever

a2 < γ.

Proof. We have established the positivity and the boundedness of the solu-
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tions. Clearly,

lim
t→+∞ supR(t) ≤ 1.

Thus, for any positive ϕ, there exists U = U(ϕ) such that R(t) ≤ 1 + ϕ,

whenever t > U. We understand the concept from that for t > U + τ ,

Ċ(t) ≤ a2
R(t − τ)C2(t − τ)

R(t − τ)C(t − τ)
− γC(t)

a2 ≤ C(t − τ) − γC(t)

Therefore, lim
t→+∞C(t) = 0 provided a2 < γ. Thus, for any given ϕ1 > 0, there

exists a U(ϕ1) > 0 such that for t > U(ϕ1), we have

Ṙ(t) ≥ R(t)(1 −R(t) − a1ϕ1).

Thus lim
t→+∞ infR(t) ≥ 1. Now lim

t→+∞ supR(t) ≤ 1 and

lim
t→+∞ infR(t) ≥ 1 implies, lim

t→+∞R(t) = 1.

Finally, we find lim
t→+∞C(t) = 0 and lim

t→+∞R(t) = 1.

Therefore, (1,0) is globally stable whenever a2 < γ.

Interior equilibrium: We will explore the stability changes in the system for

time delay τ. Since equilibriums are independent of time delay τ , bifurcations

such as saddle-node, and transcritical are not possible while considering τ as

the bifurcation parameter. For the existence of Hopf bifurcation there must

exist a pair of eigenvalues λ = ±iω (ω > 0) of the characteristic function.

Without loss of generality, putting λ = iω in the characteristic equation

and separating the real and imaginary parts, we obtain,

−ω2 +Ω2ω sinωτ +Ω3 cosωτ +Ω4 = 0, (4.1)

Ω1ω +Ω2ω cosωτ −Ω3 sinωτ = 0. (4.2)

After eliminating τ from equations (4.1) and (4.2), we can write,

(ω2 −Ω4)
2 +Ω2

1ω
2 = Ω2

2ω
2 +Ω2

3.

After simplifying we obtain,

ω4 + (Ω2
1 −Ω

2
2 − 2Ω4)ω

2 +Ω2
4 −Ω

2
3 = 0. (4.3)

The roots of the equation (4.3) are easy to calculate. We examine the

stability analysis of the system derived from the roots of the equation (4.3).
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Now we obtain the possible ω as follows:

(i) If Ω2
2 −Ω

2
1 + 2Ω4 < 0 and Ω2

4 −Ω
2
3 > 0 or (Ω2

2 −Ω
2
1 + 2Ω4)

2 < 4(Ω2
4 −Ω

2
3),

then we have no positive ω.

(ii) If Ω2
4−Ω

2
3 is strictly less than zero, then we obtain exactly one positive

ω represented by ω+.

(iii) For Ω2
2 −Ω

2
1 +2Ω4 > 0, (Ω2

2 −Ω
2
1 +2Ω4)

2 = 4(Ω2
4 −Ω

2
3), then we obtain

a two-fold or two equal positive ω.

(iv) For Ω2
4−Ω

2
3 > 0, Ω

2
2−Ω

2
1+2Ω4 > 0 and (Ω2

2−Ω
2
1+2Ω4)

2 > 4(Ω2
4−Ω

2
3),

then we obtain two unequal positive values of ω, and we denote terms

as ω+ and ω−.

Lemma 4.3. If Ω2
2 −Ω

2
1 + 2Ω4 > 0, then Ω2

4 −Ω
2
3 < 0.

Proof. Let us consider L1 = 1−2R∗−
a1C∗2

(1 +R∗C∗)2
and L2 =

a2R∗(2C∗ +R∗C∗2)
(1 +R∗C∗)2

.

Therefore we get,

Ω1 = γ −L1,

Ω2 = −L2,

Ω3 = (
a1C∗2

(1 +R∗C∗)
L2 +L1L2) ,

Ω4 = −γL1.

Now,

Ω2
2 −Ω

2
1 + 2Ω4 = (−L2)

2 − (γ −L1)
2 + 2(−γL1)

= L2
2 − γ

2 −L2
1 > 0

We get, L2
2 > γ

2 +L2
1.
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Also,

Ω2
4 −Ω

2
3 = (−γL1)

2 − (
a1C∗2

(1 +R∗C∗)
L2 +L1L2)

2

= L2
1γ

2 −L2
2 (

a1C∗2

(1 +R∗C∗)
+L1)

2

= L2
1(γ

2 −L2
2) −L

2
2(P

2 + 2PL1)

[Here,
a1C∗2

(1 +R∗C∗)
= P]

< −L4
1 −L

2
2(P

2 + 2PL1) < 0

Thus, if Ω2
2−Ω

2
1+2Ω4 is strictly positive, then Ω2

4−Ω
2
3 is strictly negative.

So, there is no case, in which we can get two positive ω.

The implication of the above lemma is that the two positive ω’s are impossible.

Now we will find the critical τ values corresponding to the positive ω = ω+.

After simplifying the equations (4.1) and (4.2), we obtain,

cosωτ =
(ω2 −Ω4)Ω3 −Ω1Ω2ω2

Ω2
2ω

2 +Ω2
3

, (4.4)

sinωτ =
Ω2ω(ω2 −Ω4) +Ω1Ω3ω

Ω2
2ω

2 +Ω2
3

. (4.5)

Now we can easily calculate the values of τ = τ+j .
The transversality condition in the context of Hopf-bifurcation refers to

the condition that ensures that a pair of eigenvalues crosses the imaginary

axis. If [
dRe(λ)

dτ
]
λ=±iω

≠ 0, then the eigenvalues ±iω cross the imaginary axis.

Now we verify the transversality condition for τ = τ+j .

Differentiating characteristic equation (3.1) w.r.t. τ , we obtain,

(2λ +Ω1 −Ω2λe
−λττ +Ω2e

−λτ −Ω3e
−λττ)

dλ

dτ
− (Ω2λe

−λτ +Ω3e
−λτ)λ = 0. (4.6)

Thus, after some simplification we obtain,

(
dλ

dτ
)

−1
=
2λ +Ω1 +Ω2e−λτ

(Ω2λ +Ω3)λe−λτ
−
τ

λ
. (4.7)

From the equation (3.1) we get,

e−λτ =
−λ2 −Ω1λ −Ω4

Ω2λ +Ω3

.
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Therefore,

[(
dλ

dτ
)

−1
]
τ=τ+j
= [

−2λ −Ω1

λ(λ2 +Ω1λ +Ω4)
+

Ω2

λ(Ω2λ +Ω3)
−
τ

λ
]
λ=iω±

=
Ω2

1 − 2(Ω4 − ω2)

Ω2
1ω

2 + (ω2 −Ω4)
2
−

Ω2
2

Ω2
2ω

2 +Ω2
3

+ Some imag. part of [(
dλ

dτ
)

−1
]
τ=τ+j

.

We know the result:

sign{[
d(Re(y))

dt
]} = sign{Re [(

dy

dt
)

−1
]} .

Using the above result we get, at τ = τ±j ,

sign{[
d(Reλ)

dτ
]} = sign{

Ω2
1 − 2(Ω4 − ω2)

Ω2
1ω

2 + (ω2 −Ω4)
2
−

Ω2
2

Ω2
2ω

2 +Ω2
3

}

= sign{Ω2
1 −Ω

2
2 − 2Ω4 + 2ω

2}

[As Ω2
1ω

2 + (ω2 −Ω4)
2 = Ω2

2ω
2 +Ω2

3 ]

= sign{±
√
D},

where D = (Ω2
2 −Ω

2
1 + 2Ω4)

2 − 4(Ω2
4 −Ω

2
3).

Hence, we obtain the transversality conditions [
d(Reλ)

dτ
]
τ=τ+j

is strictly positive

provided ∆ ≠ 0.

We have already theoretically proven that two positive ω’s are impossible.

We will provide example whether no or one positive ω exists.

Example 4.1. We consider a1 = 0.25, a2 = 0.99, γ = 0.2, then two interior

equilibria are E1 = (0.121,2.099) and E2 = (0.986,0.256). The equilibrium E1

is locally stable and E2 is a saddle point when τ = 0. At the interior equilibrium

E1, the obtain Ω1+Ω2 = 0.156 > 0 and Ω3+Ω4 = 0.2 > 0. Now, (Ω2
2−Ω

2
1+2Ω4)

2−

4(Ω2
4 −Ω

2
3) = −1.328 < 0. Therefore, in this case, ω does not exist. Thus, at all

time delays, E1 remains locally stable.

We already mentioned that the saddle equilibrium does not changes sta-

bility. However we examine if there exists any positive ω. At E2, Ω1 + Ω2 =

0.707 > 0 and Ω3 + Ω4 = 0.266 > 0. Thus, E2 is unstable or it has a saddle

point when τ = 0. There is no alteration in stability despite the variation in

delay. As Ω2
4 −Ω

2
3 = −0.175 < 0 at E2. Therefore, a positive ω+ = 0.638 exists.

At τ+0 = 3.816, two eigenvalues shift from the negative complex plane to the
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positive complex plane, both with negative real parts. Thus, we observed that

the instability remains unchanged. Thus, delay promotes instability for this

saddle point.

Example 4.2. We consider another parametr set as a1 = 0.8, a2 = 0.7, γ = 0.2.

Two interior equilibria are E1 = (0.882,0.453) and E2 = (0.385,1.036). For the

equilibrium E1, the value of Ω1 +Ω2 = 1.873 and Ω3 +Ω4 = −0.685. We obtain,

that the equilibrium E1 is saddle point when τ is zero. Therefore, the time

delay can not changed the stability.

The equilibrium E2 is stable when τ = 0. For the equilibrium E2, the

value of Ω1 + Ω2 = 1.273 and Ω3 + Ω4 = 0.375. We check it manually and

obtain τ+0 = 1.12. Due to the transversality condition one pair of eigenvalues

cross C0 (imag. axis) from C− (left- half complex plane) to C+ (right-half

complex plane), when τ increases through τ+0 . The evaluation of eigenvalues

are computed in the Figure (4.1).

Figure 4.1: The plot illustrates how the real parts of eigenvalues changes with

respect to τ .
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(a) (b)

(c) (d)

Figure 4.2: (4.2a) and (4.2b) are time series and phase potrait for τ = 0.9.

(4.2c) and (4.2d) are time series and phase potrait for τ = 1.3.

A time series for a predator-prey model with Cosner-type functional re-

sponses involves simulating the dynamics of prey and predator biomass. A time

series plot (4.2) showing prey population dynamics over time in a predator-prey

model serves several important purposes: understanding population dynam-

ics, evaluating stability, predicting future trends, etc. Time series plots of prey

and predator population dynamics provide valuable insights into the ecological

processes driving predator-prey interactions and ecosystem dynamics.
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(a) (b)

Figure 4.3: The bifurcation diagrams illustrates in (4.3a) how prey popula-

tions vary with changing τ and in (4.3b) how predator populations vary with

changing τ .

Bifurcation diagrams are used to visualize the dynamics of the system

as particular parametric changes. In the context of prey versus the parameter

τ , the bifurcation diagram (4.3a) would show nature of the prey biomass for

different τ values. In the other context of predator versus the parameter τ ,

the bifurcation diagram (4.3b) would show nature of the predator biomass for

different τ values. It can reveal stable and unstable equilibrium points and

periodic behavior in the predator-prey dynamics. This bifurcation diagram

helps in understanding how changes in the parameter τ influence the stability

and behavior of the prey population.
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Chapter 5

Conclusion and future plan

In this study, we proposed a predator-prey model with Cosner-type functional

response. Time delay is incorporated in predation process. Proving the pos-

itivity for the delayed model is not straight forward. We have use some so-

phisticated technique to proof the positivity of the delayed model. We have

also proved the boundedness of solutions for both the delayed and non-delayed

model.

We observed that there are either two positive equilibrium or no positive

equilibrium. Trivial equilibrium is a saddle point and boundary equilibrium is

locally asymptotically stable for both non-delayed and delayed models. It is

established the boundary equilibrium is globally stable whenever a2 < γ.

We have provided numerical examples of no change in stability of the co-

existing equilibrium. We have already theoretically proved that no switching

is possible for the delayed model.

While the Cosner-type functional response has been our focus, other

nonlinear functional responses (e.g., Holling type III, Beddington-DeAngelis)

could be explored. Comparing these responses might provide a better un-

derstanding of predator-prey interactions and their implications for ecosystem

management. Using numerical simulations to explore the system’s behavior

under various initial conditions and parameter settings could reveal complex

dynamics not captured by analytical methods.
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