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ABSTRACT

Modern wireless networks must be put in place to accommodate the fast rising

data traffic produced by the growth of mobile applications and their integration

into many aspects of everyday life. The most important characteristics to consider

while building future communication systems are access to high-speed internet, huge

capacity, low signal delay, prolonged battery life, wide coverage, and so on.

Open wireless environments are known to be uncontrollable and in this era of

increasing demands, programmable radio environments using reflective intelligent

surface (RIS) are being explored. To save spectral resources in beyond 5G scenar-

ios, non-orthogonal multiple access (NOMA) is a technique that is predicted to be

applied. Given the nature of wireless propagation, it is expected that the security of

data transmitted has a possibility of being compromised by the presence of eaves-

dropping illegitimate devices. So, it is imperative to explore methods of securing

data at the physical layer level.

The purpose of this thesis is to investigate data security in a NOMA network

that includes a RIS and an unmanned aerial vehicle (UAV) to aid the weaker user.

In addition, a jammer whose signal is detectable to authorized users is used to

impair the eavesdropper’s efforts of intercepting the signal. System performance

is assessed using mathematical equations for the secrecy outage probability (SOP).

Further, asymptotic SOP analysis is done to identify how crucial parameters affect

overall system performance. The influence of various signal power intensities, power

distribution values, and number of reflecting RIS elements on system performance

is explored. Finally, a deep neural network (DNN) framework is developed for SOP

prediction and quick execution in such dynamic situations.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1 Introduction

The rapid development of fifth-generation (5G) wireless technology has increased

customer appetite for mobile internet, wireless rapid payment and virtual reality

applications. By 2030, 500 billion devices are expected to be linked, with each

mobile user consuming 257 GB of data monthly. [1]. In addition, estimates suggest

that around 15.14 billion Internet of Things (IoT) devices will be interconnected

globally. This figure is expected to nearly double by 2030 to 29.42 billion [2]. In

these unforeseen situations, the next phase of wireless communication systems must

make efficient use of both energy and spectrum.

Traditionally, wireless system development has been predicated on the idea that

radio surroundings are rigid and uncontrolled, with the primary goal of minimizing

their negative consequences. To take full advantage of the potential of future wire-

less networks, it is vital to investigate the possibilities of developing controlled and

programmable radio environments, which will serve as a new dimension for system

efficiency. Also, due to increasing radio frequency in the upcoming generations, the

effects of diffraction and scattering decrease, making electromagnetic waves more

susceptible to being blocked by obstructions like as buildings in cities. As a re-

sult, standard cellular approaches make it difficult to achieve universal coverage of

wireless services in 5G and beyond.
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1.1. INTRODUCTION

1.1.1 Reconfigurable Intelligent Surfaces

Reconfigurable intelligent surface (RIS) is a novel technology that is expected to

be employed in the sixth generation (6G) scenario. [3]. In recent years, RIS has

been proposed as a way to improve wireless signal transmission efficiency. RIS are

composed of planar synthetic metasurfaces with several programmable reflection am-

plitude/phase changes controlled by a sophisticated controller. They may change

the phase and amplitude of incident signals. This capability enhances intended sig-

nals while reducing interference, offering disruptive possibilities for wireless network

architecture. Furthermore, their simple application in the geographical locations of

contemporary wireless networks is extremely beneficial to increasing the effectiveness

of bandwidth and energy resources. However, the majority of the available literature

has focused on the RIS being fixed in certain places, which limits its capacity to mod-

ify the radio environment more efficiently. Reconfigurable electromagnetic materials

Figure 1.1: Working of RIS.

can be used on a variety of surfaces in the environment, including building facades,

ceilings, furnishings, and clothes. RIS are also ecologically benign and satisfy green

communication criteria because they are essentially passive and use no more energy

than traditional wireless systems. RIS also support full-duplex and full-band com-
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CHAPTER 1. INTRODUCTION AND BACKGROUND

munication since they exclusively reflect electromagnetic radiation. They are cheap

because they do not require analog-to-digital/digital-to-analog converters or power

amplifiers. Furthermore, the power gain of a RIS follows a quadratic scaling rule, as

opposed to the linear power scaling equation of a traditional active antenna array.

However, RISs provide significant obstacles to wireless transceiver design, no-

tably in three areas: channel state information (CSI) estimate, passive information

transmission, and low-complexity resilient system design. These issues are particu-

lar to RIS-aided networks since RIS linkages are cascaded and passive, complicating

CSI gathering and necessitating passive information transmission. Understanding

the trade-offs between system performance and computational cost is critical for

fully realizing the potential of RIS-enabled wireless networks.

1.1.2 Unmanned Aerial Vehicles

Unmanned aerial vehicles (UAV) could expand the flexibility of the RIS by allowing

for airborne mobility. UAV is a plane that flies without a driver on board. It im-

proves communication by delivering signals over the air, increasing the base station’s

range and creating an extra path with spatial variety. It may also provide quick as-

sistance to people on ground level by altering its location in real time. UAVs have

been employed for a variety of purposes, including military operations, surveillance,

monitoring, telecommunications, medical supplies distribution and rescue missions.

Recent advances in drone technology have enabled the use of UAVs for wireless

communications, providing cost-effective and dependable solutions. UAVs can serve

as airborne base stations or user devices, improving access to cellular and broadband

networks. Their mobility, flexibility, and changeable altitude enable them to sup-

plement traditional base stations by increasing capacity in hotspots and expanding

coverage to remote locations.

UAVs play critical roles in IoT settings, operating as relays to improve connec-

tion and coverage for ground devices, especially in surveillance. They provide a cost-

effective alternative to developing cellular infrastructure, as demonstrated by initia-

tives such as Google’s Loon. Industry leaders such as Qualcomm and AT&T want

to use UAVs for extensive wireless communication in 5G networks, while projects

such as Amazon Prime Air and Google’s Project Wing investigate cellular-connected

UAVs [4]. However, attaining their full potential requires overcoming technological
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1.1. INTRODUCTION

challenges ranging from effective placement and resource allocation to handover

management and interference reduction.

Choosing the appropriate type of UAV is critical depending on individual re-

quirements and laws. They are essentially divided into two types based on height:

high altitude platforms (HAPs) and low altitude platforms(LAPs). LAPs have a

maximum height of 400 feet and are ideal for quick activities such as emergency

response and ground data collecting. HAPs have more endurance for prolonged cov-

erage, but they are more expensive and require longer deployment periods. UAVs

are also classified as fixed-wing (like airplanes) or rotary-wing (like quadrotors), with

each having distinct capabilities and flying characteristics.

Figure 1.2: UAV Classification.

1.1.3 Non-Orthogonal Multiple Access

Non-orthogonal multiple access (NOMA), a new technique, is intended to be used

in this case [5]. NOMA takes an innovative method by enabling many users in

the power domain, resulting in a distinct type of multiplexing inside standard time

or frequency domains. Unlike traditional multiple access strategies, NOMA is an

extra way that may complement current legacy systems while offering improved

integration possibilities. It improves spectral efficiency by implementing power-
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CHAPTER 1. INTRODUCTION AND BACKGROUND

based multiple access, allowing for effective sharing of spectrum resources among

many different users.

This subsection gives a brief review of Superposition Coding (SC) and Succes-

sive Interference Cancellation (SIC), two fundamental approaches for understanding

power-domain NOMA. SC allows a single transmitter to send information to numer-

ous receivers at once. SC, like a lecturer adapting a presentation to students from

various backgrounds, enables each user to obtain information adapted to their spe-

cific requirements. In practice, the transmitter encodes information specific to each

user via discrete point-to-point encoders that convert inputs to complex-valued se-

quences. During superposition encoding, point-to-point encoders convert input bits

into output sequences. These sequences are then concatenated using a summation

device to produce an output sequence.

SIC decodes superposed signals by using signal strength disparities. The ap-

proach entails decoding user signals in sequence, with each decoded signal removed

from the aggregate signal before decoding the next. Users are sorted according

to signal intensity, allowing the receiver to interpret stronger signals first and iso-

late weaker ones. By using SIC at receivers, users with better channel conditions

may efficiently eliminate interference created by users with poorer channels while

deciphering the intended messages.

1.1.4 Physical Layer Security

Wireless networks require security because wireless signals are vulnerable to eaves-

dropping, denial of service (DoS) attacks (defined later) and data fabrication. The

most important security criteria are:

� Confidentiality: Only the intended users should have access to confidential

data.

� Authenticity: Differentiate between authorized and illegitimate users.

� Availability: Ensure that authorized users have access to wireless network

resources whenever and wherever they need them.

� Integrity: Ensure the correctness of delivered information without fabrication.

Wireless networks should provide the same degree of security as wired networks.

However, the broadcast nature of wireless communication creates particular obsta-
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1.1. INTRODUCTION

Figure 1.3: Working of NOMA.

cles. For example, wireless networks are more vulnerable to interruptions, such as

jammer assaults, which may readily disrupt physical-layer communications. To ad-

dress such dangers, wireless systems frequently use methods such as DSSS or FHSS

in addition to traditional security measures found in wired networks.

Another phenomenon that requires attention are the signal delays that are caused

by propagation routes owing to reflection, diffraction, and scattering. They result in

multipath effects in which signal components can add or cancel one another. This

variation in signal attenuation over time, known as fading, is often described as a

random process, which can be increased by barriers that cause shadowing.

Physical-layer security uses wireless channel characteristics to improve security,

relying on the idea that the wiretap channel is a degraded version of the main

channel. The time-varying nature of wireless channels, combined with random fad-

ing discussed above, makes it difficult to provide trustworthy information-theoretic

security. As a result, major research efforts have been directed into a variety of

physical-layer security approaches.
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CHAPTER 1. INTRODUCTION AND BACKGROUND

Figure 1.4: Eavesdropper in action.

Jammers

Wireless networks are vulnerable to both eavesdropping and jamming assaults due

to the shared nature of radio transmission. Jamming attacks impair lawful wireless

communications by sending out unwanted radio frequencies. A jammer’s purpose is

to prevent legitimate nodes from transmitting or receiving data. Jamming attackers

use a variety of techniques to achieve their goals:

� Intermittent jammer: A jamming signal is emitted on a periodic basis.

� Constant jammer: Constantly sends a jamming signal.

� Adaptive jammer: The jamming signal is tailored dependent on the power

received by the genuine receiver.

� Reactive jammer: Sends out a jamming signal only when it detects continuous

lawful transmissions.

� Intelligent jammer: Uses flaws in upper-layer protocols to prevent genuine

transmissions.

The first four types of jammers use the common wireless medium, resulting in

physical-layer jamming assaults. Intelligent jammers, on the other hand, seek for

flaws in upper-layer protocols. These assaults are commonly referred to as DoS

attacks.
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Depending on the design, jammers can also assist in interrupting eavesdropper

(Eve) transmissions. Considering the physical weight and size limits of UAVs, the

significant energy consumption caused by cryptographic algorithms presents a hur-

dle. Fortunately, including PLS into broadcast system design has come to be a

feasible and computationally profitable security measure for UAV-enabled commu-

nications.

1.2 Literature Survey

Studies were conducted that combined the use of RIS with UAVs. Yang et al. put a

RIS on a building and investigated UAV-based communication for a single user. The

results indicated that RIS enhances UAV communication coverage and reliability if

total time for service is inadequate. In [8], the researchers examined the functioning

of a combined UAV-RIS relay for just one user system. Three different transmission

modes were considered: coupled UAV-RIS, RIS-only, and UAV-only. The ideal

UAV-RIS height varies depending on the transmission technique. In addition, in

most cases, the integrated mode offers the lowest chance of outage.

Integrating NOMA in this system leads in more degree of freedom for efficient

resource utilization design than OMA methods, as observed in Y. Cal et al. [9], who

studied the operation of a fixed-RIS and UAV-based communication for multiple

users using NOMA. C. K. Singh et al. [10] studied the functioning of a network

containing two users utilizing NOMA after integrating UAV and RIS. Practical con-

cerns such as residual device limitations and imprecise SIC in NOMA were explored,

yet NOMA outperformed OMA. They also developed a deep neural network (DNN)

model for predicting outage probabilities in a stochastic dynamic context. In [11],

the authors evaluated the effectiveness of RIS-assisted aerial communications. This

involves a ground base station using NOMA to interact with distant land and air-

borne users via a RIS-equipped UAV. The study found that NOMA could offer

fairness to users under various channel circumstances by properly allocating RIS

components.

With the occurrence of an Eve, the PLS component of downlink RIS-assisted

NOMA systems was studied in [12]. The RIS was deployed to enhance quality by

allowing cell-edge users to communicate with the base station. In [13], Wang et al.

investigated the confidentiality capacity of a combined UAV-RIS relay for a single

8



CHAPTER 1. INTRODUCTION AND BACKGROUND

user with many Eves. Various eavesdropping channels, including independent and

cooperative incidents, were explored. In [14], authors analyzed the secrecy outage

probability (SOP) of a UAV-aided NOMA system with an Eve. They employed

artificial noise delivered from the UAV to avoid eavesdropping.

In [15], H. Yang et al. investigated a RIS-assisted UAV system that had re-

stricted CSI to combat numerous Eves and a malevolent jammer by using transmit

beamforming as well as artificial noise. In [16], the employment of jammers to pre-

vent eavesdropping was investigated. A transmitter was used to convey messages

to two valid users, while a warden verified the presence of the communication. To

disguise the powerful user’s broadcast from the warden, a helpful land jammer was

successfully deployed.

In [17], Zhou et al. examined the secrecy performance of a terrestrial com-

munication system including Eve and legitimate nodes, as well as a UAV-based

jammer. The study examined the performance of mobile and fixed UAV jammers in

two different circumstances, revealing that UAV jammers had a substantially longer

jamming range than terrestrial jammers. At the same time, [18] investigated out-

age probability in an IoT system combining NOMA with IoT relays. The system

faced a malevolent terrestrial jammer, collaborating Eves, and a UAV operating as

a friendly jammer to counterbalance the Eves. Another research by [19] investigated

a situation where a UAV functioned as a source for both NOMA users, with an Eve

attempting to intercept the connection. They used an aerial jammer to prevent the

eavesdropper’s interception attempts.

In [20], PLS of a RIS-assisted UAV NOMA system has been studied and it

was shown that the positioning of Eve also influences performance. In [21], a safe

transmission technique using RIS-aided NOMA was studied, with UAVs equipped

with RIS functioning as relays. Using RIS to adapt the geographical distribution

of signal strength increased security against Eves. To increase the safe transmission

rate, UAV position, NOMA transmit signal strength, and RIS phase shift were all

tuned at the same time.

Recent research shows that deep learning (DL) algorithms can successfully handle

real-world difficulties in wireless communication networks, such as managing con-

gestion, allocation of resources [22], CSI estimation [23] and beamforming [24]. In

[9], authors employed deep learning to properly compute actual channel gains when

9
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design difficulties became intractable. As a result, deep learning will be critical in

meeting the increased needs projected in 6G communication settings.

According to the preceding discussion, the benefits of RIS to increase channel

strength, NOMA to effectively utilize frequency resources, overhead jammers to

block Eve’s interception and improve PLS, and UAV that offers aerial mobility

and a line-of-sight (LoS) channel with terrestrial nodes are observed. This research

investigates the effectiveness of confidentiality of a UAV-aided RIS system where an

Eve tries to intercept the NOMA signal carrying the message for both users. The use

of an aerial jammer prevents Eve from properly decoding the transmission. Then,

to anticipate the SOP in a real-time, high-demanding environment, a deep learning-

based model is constructed that predicts quicker than mathematical analysis.

1.3 Motivations and Contributions

The present research examines a UAV-assisted RIS NOMA system in which the

base station (BS) supports both a normal and a cell-edge user using NOMA. In

this system, the cell-edge user is unable to connect directly to the BS and must

instead rely on the UAV-RIS. Eve is thought to be in the best position for capturing

the NOMA signal, as it is situated near to the cell-edge user. Interestingly, in this

circumstance, the existence of RIS allows both the genuine user and Eve to get a

greater signal. Because of this circumstance, including a jammer that is favorable to

genuine users helps to mislead Eve while still securing the information. The primary

contributions of this thesis are outlined as follows:

� A NOMA-based two-user grouping with a UAV-aided RIS capable of serving

a remote user is suggested. The impacts of utilizing the RIS, that is designed

to help the remote user, are investigated.

� Major previous research use the theorem of central limit to estimate the RIS

channel, assuming there are an adequate amount of RIS elements. To evaluate

system performance with fewer reflecting RIS pieces, a realistic Rician channel

model is employed to show the aerial path across RIS from its source to the

permitted distant user.

� System performance is analyzed using SOP and asymptotic SOP. Secrecy out-

ages depend on features such as power allocation coefficients and the amount

10



CHAPTER 1. INTRODUCTION AND BACKGROUND

of RIS surface components. The proposed network’s performance is compared

to other OMA designs.

� A DNN model is created to anticipate SOPs in a dynamic environment, with

faster computational times over mathematical analysis as well as Monte-Carlo

simulations.

The report is divided into the subsequent chapters. Chapter-2 describes the

UAV-RIS NOMA system and channel models, in addition to the way the core

signal-to-interference-noise-ratio (SINR) formulae were developed. Chapter-3 thor-

oughly analyzes the system’s performance with SOP and asymptotic SOP. Chapter-

4 presents a DNN framework for assessing dynamic system parameters. Chapter-5

gives numerical and simulation results, while Chapter-6 provides conclusions.

11



CHAPTER 2

SYSTEM MODEL

In this chapter, the system model which will form the basis for rest of the work in

this thesis will be presented. The channel conditions faced by the users, jammer,

RIS and Eve will be explored. Also the SINR expressions for each user will be

derived.

2.1 System Model

Figure 2.1 illustrates the proposed UAV-aided RIS system. The configuration in-

cludes a source (S) interacting with the two NOMA users, U1 as well as U2 and Eve

Ue lurking within its transmission range. In addition, the device has an airborne

jammer J to counteract Eve. In comparison to user U2, U1 is deemed to be close to

the S. Obstacles such as buildings impede the passage between S and U2, preventing

a LoS channel from being established. The user U1 gets the signal straight from the

S through a direct link. The RIS is mounted to a UAV and has N RIS reflective

components. This has been placed near U2 so that the RIS can get CSI values of U2

and optimize signal power at U2.

Φ defines the N × N diagonal phase-shifting matrix at the RIS. Φ = diag

(β1e
jϕ1 , β2e

jϕ2 , β3e
jϕ3 , ...βNe

jϕN ), wherein βn ∈ (0, 1] corresponds to the n-th am-

plitude reflection factor, with βn = 1 denoting complete reflection, and ϕn ∈ [0, π) is

the n-th phase-shift parameter. The aerial jammer, hovering near the remote user,

seeks to emit a jamming signal that will interfere with Eve’s capacity to receive

genuine signals. This jamming message is identifiable to the distant user and will

have no impact with its capacity to conduct SIC on the signal it has received and

decode the needed information.

The node positions are expressed utilizing the three-dimensional in nature, Carte-
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CHAPTER 2. SYSTEM MODEL

Figure 2.1: System Model

sian coordinates as ls = (Xs, Ys, 0) , lu1 = (Xu1 , Yu1 , 0), lu2 = (Xu2 , Yu2 , 0). The

UAV-RIS moves at a constant speed along a circular route of radius rr and height

Hr, such thatHr ∈ [Hmin
r , Hmax

r ], whereHmin
r andHmax

r are the permitted minimum

and maximum altitudes, respectively. Positioning with an angle of ϕr to the X -axis

inside the UAV-RIS circle. The position is provided as lr = (rr cosϕr, rr sinϕr, Hr).

The UAV-RIS is assumed to be stable in relation to the ground, with a set angle

from the X -axis and a constant level above ground. Elevation angles from ground

nodes S and U2 (expressed in radians) are determined by θrs = arctan( Hr

|lr−ls|) and

θru2 = arctan( Hr

|lr−lu2
|).

The aerial jammer is located at lj = (rj cosϕj, rj sinϕj, Hj). where ϕj is the

angle it makes with regard to the X -axis inside the jammer circle of radius rj, H
min
j

and Hmax
j are the permissible lowest and maximum altitudes for the jammer. The

jammer is assumed to be stationary in relation to the ground, with a set angle from

the X -axis and an equal height above ground. The elevation tilt measured from

the ground node U2 (shown in radians) is described by θju2 = arctan(
Hj

|lj−lu2 |
). The

elevation angle from the jammer to the RIS is written as θjr = arctan(
|Hj−Hr|
|lj−lr| ).

2.2 Channel Model

The communication links that connect the UAV and ground nodes may be LoS or

non-LoS, based on the conditions and elevation angles. The the chance of LoS in

13



2.2. CHANNEL MODEL

the relevant links is provided by

PL(θi) = (1 + ϵi exp(−ξi(θi − ϵi)))
−1, (2.1)

where ϵi and ξi with i ∈ {rs, ru2, jr, ju2}, indicate the environment parameters

obtained from the curve fitting using the Damped Least Squares (DLS) approach

[25]. The path-loss exponents for UAV-RIS channels are provided by

αr,l = PL(θr,l)κr,l + vr,l, (2.2)

where κl and vl with l ∈ {s, u2} represent constants that are dependent on the

uplink and downlink circumstances.

The path-loss exponent for the aerial jammer channel is provided as

αj,l = PL(θj,l)κj,l + vj,l, (2.3)

where κl and vl with l ∈ {r, u2} signify values that depend on the uplink and

downlink environment. αsu1 represents the route loss encountered by a signal going

from S to U1 over the terrestrial channel.

The distances that exist among S and U1 (dsu1), S and UAV-RIS (dsr), UAV-RIS

and U2 (dru2), and airborne jammer to UAV-RIS (djr) are as follows,

dsu1 =
√

|Xu1 −Xs|2 + |Yu1 − Ys|2, (2.4)

dsr =
√

|rr cosϕr −Xs|2 + |rr sinϕr − Ys|2 +H2
r , (2.5)

dru2 =
√

|rr cosϕr −Xu2|2 + |rr sinϕr − Yu2|2 +H2
r , (2.6)

djr =
√
|Rc|2 + |Rs|2 + |Hj −Hr|2, (2.7)

where Rc = rj cosϕj − rr cosϕr and Rs = rj sinϕj − rr sinϕr.

The N×1 aerial channel vector among S and UAV-RIS is represented by gs. The

link between S and U1 is represented by hu1 . The links that connect the UAV-RIS

and U2, the jammer and UAV-RIS, the UAV-RIS and Ue and the aerial jammer and

Ue are denoted as gu2 , gjr, gue and gjue , respectively.

Since the UAV-RIS is usually deployed at a location with LoS to S, U2 and J , it

is attractive to use the Rician fading model for gs,gu2 and gjr as gi =
√

Ki

Ki+1
ḡi +

14



CHAPTER 2. SYSTEM MODEL

√
1

Ki+1
g̃i. Here, Ki denotes the Rician factor, ḡi and g̃i represent the normalized

LoS and non-LoS components, respectively. It is assumed that Ωi is the average

power of the corresponding Rician channel gain for i ∈ {s, u2, jr}. Because there is

no LoS route between S and U1, it is assumed that the terrestrial in nature channel

parameter hu1 , defined as CN
(
0,

1

2Ω2
su1

)
, undergoes Rayleigh fading.

2.3 Signal Model

Employing NOMA, the S applies a combination of the unit-power message signals

x1 and x2 for the targeted recipients U1 and U2, respectively, with corresponding

power factor allocations a1 and a2 matching the conditions a1 < a2 and a1+ a2 = 1.

The total message signal is provided by

xs =
√
a1Psx1 +

√
a2Psx2, (2.8)

where Ps is the transmitted power of S. The signal that is obtained by U1 through

the direct connection is provided by

yu1 = b1hu1xs + νu1 , (2.9)

where b1 =

√
d
−αsu1
su1 and νu1 represents the additive white gaussian noise (AWGN)

at U1, represented as CN (0, σ2).

The signal obtained by U2 via the UAV-RIS link is supplied by

yu2 = b2(g
H
u2
Φgs)xs + νu2 , (2.10)

where b2 =

√
d
−αsr(θsr)
sr

√
d
−αru2(θru2 )

ru2 and νu2 represents AWGN at U2 modeled as

CN (0, σ2).

The signal received by Ue is given as

yue = b2(g
H
ue
Φgs)xs +

(
bj1(g

H
ue
Φgjr) + bj2gjue

)√
Pjxj + νue , (2.11)

where bj1 =

√
d
−αjr(θjr)

jr

√
d
−αru2(θru2 )

ru2 , bj2 =

√
d
−αju2(θju2

)

ju2
and νue represents AWGN

at Ue modeled as CN (0, σ2
e).

15



2.3. SIGNAL MODEL

2.3.1 SINRs at Users

U1 interprets the message x2 of U2 first, so that x1 can be deciphered after being

cancelled from the incoming signal. So, the SINR at U1 is specified as

γx2
u1

=
a2Psb

2
1|hu1|2

a1Psb21|hu1 |2 + σ2
. (2.12)

After removing x2 using SIC, U1 decodes its own message, x1. The requisite

signal-to-noise ratio (SNR) is supplied by

γx1
u1

=
a1Psb

2
1|hu1|2

σ2
. (2.13)

Consider βn = β = 1∀ n at U2, without compromising generality, and supposing

that gs,n and gu2,n correspond to the n-th elements of gs and gu2 , respectively. Using

the derived ideal CSI ψs,n of gs,n and ψu2,n of gu2,n, the RIS can modify the phase

shift element ϕn as ϕn = ψs,n + ψu2,n, allowing the received signal to be represented

as

yu2 = b2(g̃u2)xs + νu2 , (2.14)

where g̃u2 =
∑N

n=1 |gu2,n||gs,n|. Here, U2 can decipher its own message x2 while

treating x1 as noise. The matching SINR is shown as

γx2
u2

=
a2Psb

2
2|g̃u2 |2

a1Psb22|g̃u2|2 + σ2
. (2.15)

In Eve Ue, the most severe situation for a RIS-aided NOMA network is examined,

where Eve lies inside the beam cone and all S-RIS-Eve signals are co-phased [12].

Eve is thought to have good detection skills and can recognize messages from the

associated NOMA users. In light of this assumption, the lower limit of secrecy

performance for the given system will be determined. As a consequence, the related

channel of Ue is the same as User 2’s channel, and may be described as g̃ue =∑N
n=1 |gue,n||gs,n|.

Consider the other link traveling via the UAV-RIS, namely the Jammer-RIS-Eve

channel, whose channel coefficient is indicated as gjre = (gHue
Φgjr) =

∑N
n=1 |gue,n||gjr,n|ejϕn

[16]. If the RIS phase adjustments are at random, the theorem of central limit can

be used to streamline the process. For x > 0, the PDF and CDF of |gjre|2 are
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CHAPTER 2. SYSTEM MODEL

f|gjre|2(x) =
e−

x
N

N
and F|gjre|2(x) = 1− e−

x
N , accordingly.

The SNR to identify x1 and x2 by Ue is

γxi
ue

=
aiPsb

2
3|g̃ue|2

Pj(bj1|gjre|+ bj2|gjue|)2 + σ2
e

. (2.16)

By considering Λe = bj1 |gjre|+ bj2|gjue|, the above SNR can be rewritten as

γxi
ue

=
aiρeb

2
3|g̃ue|2

ρj(Λe)2 + 1
, (2.17)

where ρe =
Ps

σ2
e
and ρj =

Pj

σ2
e
. For simplicity, ρs is used, where ρs =

Ps

σ2 .
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CHAPTER 3

PERFORMANCE ANALYSIS

This chapter analyzes the performance of the suggested system by directly develop-

ing SOP expressions for users U1 and U2. The asymptotic SOP is then calculated

to acquire a better understanding of the system.

Lemma 1: The cumulative distribution function of γu1 is

Fγu1
(x) =



1− e

−x
a1b21ρsΩsu1 , if 0 < x <

a2
a1

− 1,

1− e

−x
(a2 − a1x)b21ρsΩsu1 , if

a2
a1

− 1 < x <
a2
a1
,

1, if x >
a2
a1
.

(3.1)

Proof:

Fγu1
(x) = Pr{γx2

u1
< x or γx2

u1
< x}

= 1− Pr{γx2
u1
, γx2

u1
> x}

= 1− Pr

{
|hu1|2 > max

(
x

(a2 − xa1)ρsb21
,

x

a1ρsb21

)}

=


1− Pr

{
|hu1|2 > x

a1ρsb21

}
, if 0 < x < a2

a1
− 1,

1− Pr
{
|hu1|2 >

(
x

(a2−xa1)ρsb21

)}
, if a2

a1
− 1 < x < a2

a1
,

1, if x > a2
a1
.

(3.2)

Using the exponential distribution as the CDF, followed by |hu1|2, the CDF is pro-
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CHAPTER 3. PERFORMANCE ANALYSIS

duced.

Remark: For x > a2
a1
, the CDF hits one, suggesting a ceiling effect.

Lemma 2: The CDF of γu2 is given by

Fγu2
(x) =


γ

{
κ2 + 1,

√
x

(a2 − a1x)b22ρsθ
2
2

}
Γ(κ2 + 1)

, if 0 < x <
a2
a1
,

1, if x >
a2
a1
,

(3.3)

where κ2 =
NE{|gu2,n||gs,n|}

2

V ar{|gu2,n||gs,n|}
−1, θ2 =

V ar{|gu2,n||gs,n|}
E{|gu2,n||gs,n|}

, N = number of RIS elements,

E{|gu2,n||gs,n|} =

[
(K1 + 1)I0

(
K1

2

)
+K1I1

(
K1

2

)]
×
[
(K2 + 1)I0

(
K2

2

)
+K2I1

(
K2

2

)]
× πe

(−K1−K2)
2

4
√
Ω1Ω2

, (3.4)

V ar{|gu2,n||gs,n|} =
(K1 + 1)(K2 + 1)

Ω1Ω2

− E {|gu2,n||gs,n|}
2 . (3.5)

The Rician parameters for the channel gs are K1,Ω1, whereas K2,Ω2 are for the

channel gu2 .

Proof: With regard to [26], the CDF of SNR γ of a RIS-assisted link under Rician

fading model is stated as

γ = γ̄

N∑
l=1

|al||bl| = γ̄
N∑
l=1

R2
l (3.6)

Fγ(x) =
γ
(
â+ 1,

√
x

b̂
√
x̄

)
Γ(â+ 1)

(3.7)

where γ̄ = average SNR =
Ps

No

, â = NE(Rl)
2

V ar(Rl)
− 1, b̂ = V ar(Rl)

E(Rl)
.

Applying the aforementioned CDF to γu2 yields the following:
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3.1. SECRECY OUTAGE PROBABILITY ANALYSIS

Fγu2
(x) = Pr{γx2

u2
< x} = Pr

{
g̃u2 <

x

(a2 − a1x)b22ρs

}

=

γ

κ2 + 1,

√
x

(a2−a1x)b22ρs

θ2


Γ(κ2 + 1)

(3.8)

Remark: Similar to User-1, when x > a2
a1
, the CDF hits 1, suggesting a ceiling

effect.

3.1 Secrecy Outage Probability Analysis

In this network, the capacity of the main channel of the i-th user is provided by

Cui
= log(1+γui

) and the capacity of Eve’s channel for the i-th user is represented as

Cuei
= log(1+γuei

). The secrecy rate for the i-th user is given as Ci = [Cui
−Cuei

]+.

At the i-th user, if Cui
< Rth, in which Rth is the rate at which data is transferred,

the SOP is stated as Pi(Rth) = Pr{Cui
< Rth}. The SOP for User-1 therefore

becomes

P1(Rth) = Pr{Cu1 < Rth}

= Pr

{(
log

(1+γu1 )
2 − log

(1+γue1 )
2

)+

< Rth

}
= Fγu1

(
2Rth + 2Rth(E{γue1

})− 1
)

=



1− e

−x̂1
a1b21ρsΩsu1 , if 0 < x̂1 <

a2
a1

− 1,

1− e

−x̂1
(a2 − a1x̂1)b21ρsΩsu1 , if

a2
a1

− 1 < x̂1 <
a2
a1
,

1, if x̂1 >
a2
a1
,

(3.9)

where x̂1 = 2Rth + 2Rth(E{γue1
})− 1.
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Similar to User-1, the SOP of User-2 is given by:

P2(Rth) = Pr{Cu2 < Rth}

= Fγu2
(2Rth + 2Rth(E{γue2

})− 1

=


γ

{
κ2 + 1,

√
x̂2

(a2 − a1x̂2)b22ρsθ
2
2

}
Γ(κ2 + 1)

, if 0 < x̂2 <
a2
a1
,

1, if x̂2 >
a2
a1
,

(3.10)

where x̂2 = 2Rth + 2Rth(E{γue2
})− 1.

Lemma 3: The expectation of SNR of Eve γuei
is given by

E{γuei
} = µei =

aiρeb
2
3θ

2
eΓ(κ2 + 3)

(ρjλe + 1)Γ(κ2 + 1)
(3.11)

where λe = bj1N + bj2.

Proof: Since, E{x} =
∫∞
0
xf(x)dx, the CDF and PDF of γuei

can be found using

Pr{γxi
ue
< x} = Pr

{
aiρeb

2
3|g̃ue|2

ρj(Λe)2 + 1
< x

}
,

= Pr

{
(g̃ue)

2 <
(ρj(Λe)

2 + 1)x

aiρeb23

}
,

= Fg̃2ue

(
E

{
(ρj(Λe)

2 + 1)x

aiρeb23

})
,

= Fg̃2ue

(
(ρjE{(Λe)

2}+ 1)x

aiρeb23

)
. (3.12)

Applying the central limit theorem to Λe = bj1|gjre| + bj2|gjue|. According to

[20], Λ2
e may be estimated as an exponential distribution with the parameter λe =

bj1N + bj2. Substitute this value into the above equation to get

Fγuei
(x) = Fg̃2ue

(
(ρjλe + 1)x

aiρeb23

)
(3.13)

Eve’s channel is equal to User-2’s, hence the CDF and PDF of the coefficients of the

channel will be the same. The PDF for γuei
will be

fγuei (x) = fg̃2ue

(
(ρjλe + 1)x

aiρeb23

)
. (3.14)
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According to [26], the PDF of g̃2ue
will be equal to

fγ(x) =
x(

a−1
2 ) exp(−

√
x

b
√
x̄
)

2b(a+1)Γ(a+ 1)x̄(
a+1
2 )

. (3.15)

Then, the PDF of γuei
becomes

fγuei (x) =

(
ρjλe + 1

aiρeb23

)κ2+1
2

exp

−

√√√√√(ρjλe + 1)x

aiρeb23θ
2
2


x(

κ2−1
2 )

2θκ2+1
2 Γ(κ2 + 1)

. (3.16)

Then,

E{γuei
} =

∫ ∞

0

xfγuei (x)dx

=

∫ ∞

0

(
x(ρjλe + 1)

aiρeb23

)κ2+1
2

exp

−

√√√√√(ρjλe + 1)x

aiρeb23θ
2
e



2θκ2+1
e Γ(κ2 + 1)

dx. (3.17)

Solving this integral yields the expression stated in the Lemma.

3.2 Asymptotic SOP Analysis

To explain how the network performs under high-SNR situations, asymptotic SOP

formulas for users U1 and U2 are needed. The transmit SNR for paired NOMA users

is considered to be high enough (i.e., ρs → ∞), whereas the SNR for the S-RIS-Eve

connections is chosen freely. [12] describes the secrecy diversity order as:

ds = − lim
ρ→∞

logP∞

log ρs
(3.18)

Corollary-1: The asymptotic SOP of User-1 is given by

P∞
1 (Rth) =


x̂1

a1b21ρsΩsu1

, if 0 < x̂1 <
a2
a1

− 1,

x̂1
(a2 − a1x̂1)b21ρsΩsu1

, if
a2
a1

− 1 < x̂1 <
a2
a1
.

(3.19)

Proof: Expanding the exponential function obtained from (3.9) and getting the

highest order term produces the equation shown above.
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Remark: Substituting (3.18) into (3.19) yields a secrecy diversity order of 1.

Corollary-2: The asymptotic SOP of User-2 is given by

P∞
2 (Rth) =

∞∑
l=0

(−1)l
(

x̂2
(a2 − a1x̂2)b22ρsθ

2
2

)(κ2+1+l
2 )

l!(κ2 + 1 + l)Γ(κ2 + 1)
. (3.20)

Proof: Using the lower incomplete Gamma function expansions [[27], (8.354.1)]

in (3.10), the aforementioned expression may be obtained.

Remark: Substituting (3.18) into (3.20) and taking the highest order term yields
κ2 + 1

2
as the secrecy diversity order for User 2.

Given the assumption of perfect SIC for the partnered NOMA users and Eve’s

strong detecting abilities, the secrecy outages of User 1 and User 2 are treated

separately in this situation. As a result, the network’s SOP is identified as being

related to either User 1 or User 2’s outage. Using [12], the entire system’s overall

system SOP can be found.

Pov(Rth) = P1(Rth) + P2(Rth)− (P1(Rth)× P2(Rth)). (3.21)
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CHAPTER 4

DEEP NEURAL NETWORK DESIGN

4.1 Motivation

The deployment of machine learning (ML) in wireless communications can be fo-

cused on the network’s ability to manage massive volumes of information from its

devices and to constantly learn from its environment. The goal is to analyze and

anticipate wireless user settings as well as network’s environmental circumstances,

allowing for data-driven choices in network-wide operations. Also, it may then in-

telligently regulate and improve its assets based on the information gathered about

its wireless surroundings and the current state of its users.

The incorporation of machine learning in wireless networks is becoming increas-

ingly vital for future improvements. ML-driven designs are projected to bring a slew

of new network functions and services. While 5G networks may not fully utilize ML,

future 6G networks are expected to heavily include ML methods. This is demon-

strated by recent moves by companies like Qualcomm and Huawei, who advocate

towards smart wireless networks. As a result, the debate has switched from whether

machine learning will be utilized in wireless systems to when.

Recent wireless networking ideas, such as context-aware networking, mobile edge

caching, and mobile edge computing, have already used machine learning to evalu-

ate user behavior and distribute resources. Deep neural networks (DNNs) are very

successful in this area. They often analyze high-dimensional input data, identify

representations with low dimensions known as features, and make conclusions based

on those characteristics. DNNs are more adept at learning highly complicated func-
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tions than shallow artificial neural networks.

This research covers the creation of a DNN system that predicts users’ SOP with

little delay and high accuracy, enabling efficient performance forecasting without the

need for mathematical derivations. This chapter offers a method for calculating SOP

with cheap processing costs and a quick run time, which replaces effort-consuming

Monte-Carlo simulations and mathematical evaluation.

Figure 4.1: DNN Model Architecture.

4.2 Method for Generating Datasets

The dataset for this study is generated by applying the SOP functions in (3.9)

and (3.10, which are related to network variables like SNR (ρs ∈ [10, 60]), desired

rate (Rth ∈ [0.1, 4]), the power factor (a1 ∈ [0.01, 0.50]) and reflecting elements

(N ∈ [1, 30]). Every system parameter is built evenly depending on network size

and used as a parameter of input during training. The dataset D for each user

contains 1.3× 106 samples, with 60% used for training (Dtrn) and 40% split equally

amongst validation (Dval) and testing (Dtes). Outliers are eliminated to achieve

reliable forecasts.

4.3 Training Process and Learning Model for DNN

Figure-4.1 shows the DNN structure, outlining the procedures for training, validat-

ing, testing, and forecasting a DNN model. The DNN architecture includes the

following steps:
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1) Data preprocessing: Normalize the baseline data such that every set has com-

parable characteristics. The obtained data sets may have various dimensions and

units. Standardizing the DNN model’s characteristics increases both accuracy and

training time.

2) Training and validating the DNN model: Verification datasets are employed to

continually adjust hyperparameters in order to attain more precise black-box target

functions. The DNN model learns the black-box objective function with the use of

training data.

3) Testing the DNN model : Testing samples evaluate the model’s performance

following training. The DNN model’s effectiveness is measured using RMSE, which

is a predictive accuracy metric. The RMSE measurement matches the real data,

making it easy to compare the model’s accuracy to other measures.

4) Predicting the DNN model : Determines if the input matrix matches the in-

put formation for the set of parameters. The created DNN model then accurately

identifies the system’s SOP.

The feed-forward neural network investigated here contains one input layer, a

single output layer, and three hidden layers. The input layer and buried layers each

include 256 neurons. The four values provided in the input layer match those given

in Section 4.2. Each hidden layer uses the exponential linear unit (eLU) activating

function to apply a threshold operation to each input parameter m. Values below

zero are increased to zero. This function is described as follows

eLU(m) =

e
m − 1, if m < 0,

m, if m ≥ 0.

(4.1)

In a fully connected layer, the activation of the (p − 1)th layer is related to the

activation Fp
q of the q-th neuron in the p-th layer as

Fp
q = eLU(Σ

Up−1

i=1 Wp
q,iF

p−1
i + Bp

q), (4.2)

where Up−1 represents the total amount of neurons in the (p − 1)th layer. Bp
q is a

scalar bias in the (p − 1)th layer, whereas Wp
q,i is the weight related with the ith

neuron.

Due to its near-linearity, the activation function of eLU works better than other
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activation functions. This regression problem forecasts numerical values directly,

which results in a single neuron in the outcome layer.

SOP Real-Time Prediction

The DNN structure consists of two phases: learning and forecasting. The adaptive

moment estimation (Adam) optimization approach uses datasets to improve pa-

rameters for offline neural network training and input-output correlation learning.

During backpropagation, Adam estimates and modifies the DNN model’s weights

and biases. Md and M̄d represent the actual and anticipated output values of the

DNN model’s dth testing samples. The difference in root mean square error (RMSE)

between estimated and forecasted values is calculated using the loss function shown

below.

RMSE(Md,M̄d) =

√
ΣDtes

d=1 (Md − M̄d)2

Dtes

, (4.3)

where Dtes denotes the total number of samples in the testing set.

The calculated DNN model contains about 199k (199,169) parameters.
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CHAPTER 5

NUMERICAL AND SIMULATION RESULTS

Monte-Carlo simulations are used to validate the analytical models’ correctness.

The parameters set in the system are ls = (40, 10, 0) m, lu1 = (40, 13, 0) m, lu2 =

(10, 20, 0) m, rr = 20 m, Hr = 20 m, ϕr = 0, rj = 5 m, Hj = 15 m, ϕj = 0,Ωsu1 =

2, ϵrs = ϵru2 = ϵjr = ϵju2 = 2, ξrs = ξru2 = ξjr = ξju2 = 1, αsu1 = 1.5, κrs = κru2 =

κjr = κju2 = −1.5, vrs = vru2 = vjr = vju2 = 2, Ks = Ku2 = 1 and Ωs = Ωu2 = 0.8.

The threshold rates shown in all of the figures are measured in bps/Hz.

TensorFlow 2.15.0 and Python 3.10.12 are utilized to build a DNN model with

three hidden layers and 256 neurons hidden per layer. Over 100 training epochs, the

DNN’s weights are randomly set using the Adam optimizer with a gradient decaying

value of 0.95. The learning rate starts at 0.001 and decreases to 90% after 10 epochs.

All of the testing was carried out on a PC with an i7-3770 processor and 12 GB of

RAM.

Figure-5.1 shows that for U1, U2 and the system, lower threshold rates result in

greater SOP performance than higher threshold rates. Asymptotic performance is

achieved at low SNR in the close user situation, demonstrating that U1 channel con-

ditions are superior even at low SNR levels. Figure-5.2 shows that when the power

allocation coefficient is dropped to the threshold boundaries, the SOP performance

worsens for U1, U2 and the system.

Figure-5.3 illustrates how increasing the amount of RIS elements affects the SOP

for varied SNR for the entire system. In all circumstances, increasing SNR causes

a drop in SOP. Overall, the system mimics U2 performance in the lower part of the

SNR range while following U1 SOP performance in the higher half. The point at
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which all the plots merge is evident owing to limited power allocation and the lack

of RIS in the channel connection of S to U1, resulting in no change in the SOP when

the amount of RIS components is adjusted. However, having RIS causes a greater

reduction of SOP in U2. It is observed that introducing more RIS parts reduces

the likelihood of a secrecy outage. This suggests that the RIS has an influence on

increasing SOP performance in the high SNR regime. U1 performance defines the

total system’s lowest limit, regardless of how many RIS pieces are attached.

Figure-5.4 depicts the fluctuation of SOP in response to changes in power al-

location coefficients for different rates for U1, U2 and the overall system. It has

been observed that when the rate increases, so does the SOP. It also demonstrates

how modifying the power distribution coefficients will result in the lowest SOP for

different threshold rates for U1, U2 and the whole system. For each rate, U1 has

a coefficient with the lowest SOP. Following the low point, the curve progressively

approaches the ceiling, suggesting that the ceiling impact has been activated. For

U2, meanwhile, it is seen that the SOP continues to decrease for all coefficients once

they are big enough to overcome the ceiling effect. The entire system plot also

displays the lowest point for the specified rates, indicating the optimal allocation

coefficients for the entire system.

Figure-5.5 compares NOMA’s secrecy performance with an OMA strategy that

uses time splitting to accommodate two users. With a power allocation coefficient

of a1 = 0.05, it appears that OMA has a smaller SOP than NOMA in the event of

a nearby user. This is due to the reason that NOMA does not provide adequate

power to the near-user section of the signal. However, NOMA outperforms OMA for

long-distance users. Overall, OMA outperforms NOMA in the higher SNR regime.

Figure-5.6 demonstrates that NOMA and OMA can operate similarly for the

proper power distribution coefficient, for the close user, excepting at the rate R= 4,

due to the ceiling effect for NOMA. The distant user continues to outperform OMA

in NOMA. At greater SNR levels, the entire system performance converges.

In Figure-5.7, wherein a1 = 0.2, U1 demonstrates superior SOP performance

than OMA when NOMA is used, since the NOMA scheme obtains a larger power

coefficient. Similar to prior situations, for U2, NOMA outperforms OMA. For the

entire system, NOMA performs superior to OMA for all SNR values evaluated, with

the exception of rates where the ceiling effect is apparent.
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Figure 5.1: SOP vs SNR with change in rate for n = 15 , a1 = 0.1

Figure 5.8 demonstrates that the verification loss is smaller than the training

loss, suggesting that the model’s prediction ability is good. Also, the validation

loss curve which follows the training loss curve indicates that the training went

successfully. Figure-5.9 shows that the model’s prediction capacity improves as the

dots go closer to the line. The RMSE figures are 6.895 × 10−4 and 9.11 × 10−4 for

close and far users, respectively.

Figures 5.10 and 5.11 depict the DNN’s prediction for power coefficient values

a1 = 0.05 and a1 = 0.1, respectively. The graphs show that the forecast is ap-

proximately as accurate as 10−3. The key difference between the DNN assessment,

mathematical evaluation, and Monte Carlo simulation regarding the proposed sys-

tem is the execution time. The results show that generating SOP values using DNN

prediction takes just 82.6 milliseconds, but mathematical evaluation takes 111.7

milliseconds and a Monte Carlo simulation takes 6.032 seconds.
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Figure 5.2: SOP vs SNR with change in allocation coefficient for far user for n = 15
, R = 2 bps/ Hz
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Figure 5.3: SOP vs SNR with change in no. of RIS elements for far user for R= 2
bps/ Hz, a1 = 0.1
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Figure 5.6: SOP vs SNR with change in rates comparing NOMA and OMA schemes
for n = 15 and a1 = 0.1
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Figure 5.7: SOP vs SNR with change in rates comparing NOMA and OMA schemes
for n = 15 and a1 = 0.2
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Figure 5.9: Comparing predictions with true values
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Figure 5.10: DNN Prediction vs analysis comparison for n= 20, a1 = 0.05
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CONCLUSIONS AND FUTURE WORKS

In this chapter, the conclusions derived from the work in this thesis are presented

and the possible directions for the future works are provided.

6.1 Conclusions

The secrecy performance of a UAV-borne RIS NOMA system outfitted with a jam-

mer and a malicious eavesdropper was evaluated. To evaluate the system’s effective-

ness, new channel gain formulations for UAV-to-ground channels were created by

investigating the appropriate channel features of the LoS Rician fading connections.

Closed-form expressions for NOMA users’ SOPs were developed to assess perfor-

mance. To gather additional data, asymptotic estimates in the very high SNR zone

were employed to compute the diversity order for the two users. The diversity order

was found to be determined by both the amount of RIS reflecting components and

the Rician fading factors. In this scenario, altering the number of RIS components

proved to be beneficial up to a point. The whole system performance was evaluated

to establish the optimal power allocation values for various rates. The SOP’s de-

pendency upon the jammer signal was additionally evaluated. NOMA was shown to

surpass its orthogonal counterpart in terms of power allocation coefficient. Finally,

a DNN model that can anticipate secrecy efficiency while accounting for a changing

environment was developed. It demonstrated the capacity to accurately anticipate

the SOP to a maximum of two places in decimal.
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6.2 Future Works

With emerging 5G communication, there are many open problems related to the

topics of this thesis that could be treated in future research. Some future prospects

for the research work are given in the sequel.

This project explored a two-user UAV-aided RIS NOMA system, but this can

be extended to include more than two users in a user group that share the same

spectral resources. In such a scenario, it will be interesting to explore the methods

of configuring the RIS to optimize the channel gains of all the legitimate users. Also,

the secrecy performance of this system might lead to some unique insights.

The inclusion of simultaneous transmitting and receiving RIS (STAR-RIS) is

another exciting path that can be researched. With the serving range of RIS ex-

tended, it can manipulate its environment even more effectively. Secrecy capacity

is expected to improve but the finer details are yet to be explored.

With the above mentioned prospects, the existing body of knowledge in the

design of can be further expanded.
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