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ABSTRACT

In high-energy nuclear physics, studying heavy ion collisions at the Relativis-

tic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) shows a

glance into the extreme conditions that existed a few microseconds after the Big

Bang. These collisions, described by the collision of heavy atomic nuclei at ultra-

relativistic velocities, aim to recreate and study the properties of quark-gluon

plasma (QGP). QGP is a state of matter where quarks and gluons are freed from

their usual confinement within hadrons and move freely within a volume larger

than the hadrons. This plasma acts like a nearly perfect fluid in nature. Sev-

eral signatures of experimental and theoretical analyses suggest the formation

of QGP. Studies have observed strong collective flow in particle distributions,

indicating the QGP’s hydrodynamic behavior and rapid evolution and cooling

phases. Likewise, phenomena such as strangeness enhancement, jet quenching,

and suppression of quarkonia states act as an indirect probe into the dynamics

and thermalization processes within the QGP medium. These signatures stress

the complex interplay between partonic interactions and the evolution of matter

under extreme temperatures and energy densities. Generally, proton-proton (pp)

collisions are where one does not expect a QGP formation due to their smaller

system size and lower energy densities than heavy ion collisions. However, recent

observations at the LHC have challenged this concept. High-multiplicity pp col-

lisions show features generally associated with heavy ion collisions, such as the

enhanced production of strange particles and ridge-like structures in two-particle

correlations. These results indicate the possibility of a QGP-like state forming

in such small collision systems under extreme conditions of energy density and

particle multiplicity.

This thesis works on several vital areas to understand these phenomena more

in-depth, providing a comprehensive understanding of particle production mecha-

nisms, the e↵ect of magnetic fields in QCD matter, freeze-out processes in particle

VII



collisions, and cosmic ray interactions. One significant focus uses the A Multi-

phase Transport (AMPT) model to study the e↵ects of nuclear deformation and

hadron cascade time (⌧HC) on particle production and elliptic flow in Xe+Xe col-

lisions at
p
sNN = 5.44 TeV. By varying the hadronic cascade time from 5 to 25

fm/c, we study the pT-di↵erential particle ratios and elliptic flow (v2). Results

indicate that longer hadron cascade times increase anisotropic flow, especially at

very low and high-pT. This analysis reveals a considerable dependence of iden-

tified particle ratios and elliptic flow on ⌧HC. Explaining the interplay between

scattering cross-sections, hadronic phase lifetime, and initial collision geometry

provides a precise understanding of how these factors a↵ect the results of heavy

ion collisions. Building on QGP knowledge, we explore the influence of con-

stant magnetic fields on hadron systems using non-extensive statistics within a

hadron resonance gas model. This study focuses on the transient magnetic fields

produced in heavy-ion collisions at RHIC and LHC energies and their e↵ects

on thermodynamic properties such as energy density (✏), pressure (P ), entropy

density (s), and magnetization (M). This work emphasizes transitions from dia-

magnetic to paramagnetic behavior under varying field strengths when the system

is away from equilibrium. Further, the squared speed of sound (c2
s
) is studied, and

we observed that the value of c2
s
decreases with increasing magnetic field strength,

that is the system is more interacting in the presence of a finite magnetic field.

The impact of magnetic fields on the equation of state and phase diagram in

heavy-ion collisions warrants deeper investigations of QCD matter under such

extreme conditions.

Additionally, we study the charged-particle pT-spectra measured by the AL-

ICE collaboration for pp collisions at
p
s = 7 and 13 TeV using a thermodynamic

consistent Tsallis non-extensive statistics. The Tsallis distribution function is

fitted to the pT-spectra. The results are analyzed as a function of final state

charged-particle multiplicity for various light flavor and strange particles, such as

⇡±, K±, p+ p̄,�,⇤+ ⇤̄,⌅+ ⌅̄,⌦+ ⌦̄. We use an alternative procedure that uses
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parameter redundancy by introducing a finite chemical potential at the kinetic

freeze-out stage. This work stresses the significance of the chemical potential (µ)

of the system produced in pp collisions at the LHC energies using the Tsallis

distribution function, which brings the system to a single freeze-out scenario.

Also, we attempt to address a longstanding puzzle in cosmic ray physics, the

muon puzzle. The muon puzzle is the discrepancy between the predicted and

observed muon multiplicities in cosmic ray events. However, current theoretical

models must pay attention to the number of muons detected by experiments,

showing a gap in our understanding of cosmic ray interactions involved in di↵er-

ent hadronic interaction models. Addressing the puzzle is important for under-

standing astrophysical processes and improving the existing hadronic interaction

models. In this work, extensive air shower (EAS) simulations are carried out using

a Monte Carlo simulation package known as CORSIKA, which is widely used to

simulate extensive air showers in the Earth’s atmosphere for di↵erent primaries.

Using extensive air shower simulation data and data from the GRAPES-3 experi-

ment, we study the muon multiplicity, energy spectra, and angular distributions.

We attempt to address this puzzle and extend our knowledge of cosmic ray phe-

nomena using the GRAPES-3 experiment, which provides sensitive observations

over a wide energy range. These works form the basis of the present thesis.

IX



X



PUBLICATIONS

List of publications:

Publication included in this thesis:

1. “Exploring the e↵ect of hadron cascade-time on particle production in Xe+Xe

collisions at
p
sNN = 5.44 TeV using a multi-phase transport model”, G. S.

Pradhan, R. Rath, R. Scaria, and R. Sahoo, Phys. Rev. C 105, 054905

(2022).

2. “Hadron gas in the presence of a magnetic field using non-extensive statis-

tics: A transition from diamagnetic to paramagnetic system”, G. S. Prad-

han, D. Sahu, S. Deb, and R. Sahoo, J. Phys. G: Nucl. Part. Phys. 50

055104 (2023).

3. “Role of chemical potential at kinetic freeze-out using Tsallis non-extensive

statistics in proton-proton collisions at the Large Hadron Collider”, G. S.

Pradhan, D. Sahu, R. Rath, R. Sahoo, and J. Cleymans, Eur. Phys. J.

A, 60, 52 (2024).

Other publications:

1. “Role of event multiplicity on hadronic phase lifetime and QCD phase bound-

ary in ultrarelativistic collisions at energies available at the BNL Relativistic

Heavy Ion Collider and CERN Large Hadron Collider”, D. Sahu, S. Tripa-

thy, G. S. Pradhan, and R. Sahoo, Phys. Rev. C 101, 014902 (2020).

2. “Evidence of a Hardening in the Cosmic Ray Proton Spectrum at around

166 TeV Observed by the GRAPES-3 Experiment ”, F. Varsi, ..., P. K.

Mohanty, ..., G. S. Pradhan, ..., R. Sahoo, ..., et al. [GRAPES-3 Collab-

oration], Phys. Rev. Lett. 132, 051002 (2024).

XI



3. “Small-scale Cosmic-Ray Anisotropy Observed by the GRAPES-3 Exper-

iment at TeV Energies”, M. Chakraborty, ..., P. K. Mohanty, ..., G. S.

Pradhan, ..., R. Sahoo, ..., et al. [GRAPES-3 Collaboration], Astrophys.

J. 961, 87 (2024).

4. “A GEANT4 based simulation framework for the large area muon telescope

of the GRAPES-3 experiment”, F. Varsi, ..., P. K. Mohanty, ..., G. S.

Pradhan, ..., R. Sahoo, ..., et al. [GRAPES-3 Collaboration], JINST 18,

P03046 (2023).

Conference proceedings:

1. “Probing the E↵ect of Hadron Cascade-Time on Particle Production and

Elliptic Flow(v2) in Xe+Xe Collisions at
p
sNN = 5.44 TeV Using AMPT

Model”, G. S. Pradhan, R. Rath, R. Scaria, and R. Sahoo, Springer Proc.

Phys. 304, 795 (2024).

2. “Magnetic Field E↵ects in Hadron Gas: Non-Extensive Insights”, G. S.

Pradhan, D. Sahu, S. Deb, and R. Sahoo, DAE Symp. Nucl. Phys. 67,

1063 (2024).

3. “Decoding Chemical Potential E↵ects at the Kinetic Freeze-Out through

Tsallis Non-Extensive Statistics at the LHC”, G. S. Pradhan, D. Sahu,

R. Rath, R. Sahoo, and J. Cleymans, DAE Symp. Nucl. Phys. 67, 1065

(2024).

4. “Insight into the magnetic response of hadron gas using non-extensive statis-

tics”, G. S. Pradhan, D. Sahu, S. Deb, and R. Sahoo, PoS LHCP2022,

327 (2023).

5. “Insight into the hadronic cascade-time e↵ect on final state observables in

Xe+Xe collisions at
p
sNN = 5.44 TeV using AMPT model”, G. S. Prad-

XII



han, R. Rath, R. Scaria, and R. Sahoo, DAE Symp. Nucl. Phys. 66, 1012

(2023).

6. “Investigation of Muon Puzzle with GRAPES-3 Experiment”, G. S. Prad-

han, ..., P. K. Mohanty, ..., R. Sahoo, ..., et al., Springer Proc. Phys. 277,

655 (2022).

7. “Dynamics of Hot QCD Matter – Current Status and Developments”, S. K.

Das, ..., G. S. Pradhan, et al. Int. J. Mod. Phys. E 31, 12 (2022).

8. “Hadronic Phase Lifetime and QCD Phase boundary in Ultra-relativistic

Collisions at the RHIC and LHC: Collision System and Event Multiplicity

Dependence”, D. Sahu, S. Tripathy, G. S. Pradhan, and R. Sahoo, DAE

Symp. Nucl. Phys. 64, 754 (2019).

9. Additional 22 conference proceedings in GRAPES-3 experiment.

XIII



XIV



Contents

1 Introduction 1

1.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Quantum Chromodynamics (QCD) . . . . . . . . . . . . . . . . . 5

1.3 QCD phase transition and the Quark-Gluon Plasma . . . . . . . . 8

1.4 Ultra-relativistic heavy-ion collisions . . . . . . . . . . . . . . . . 12

1.4.1 Geometrical aspects of heavy-ion collisions . . . . . . . . . 13

1.4.2 The time evolution of a heavy-ion collision . . . . . . . . . 14

1.5 Signatures of QGP . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.5.1 Collective flow . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.5.2 Strangeness enhancement . . . . . . . . . . . . . . . . . . 20

1.5.3 Jet quenching . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.5.4 J/ suppression . . . . . . . . . . . . . . . . . . . . . . . . 24

1.6 Connection between the collider and cosmic ray physics . . . . . . 25

1.7 Cosmic rays and its origin . . . . . . . . . . . . . . . . . . . . . . 26

1.8 Cosmic rays energy spectrum . . . . . . . . . . . . . . . . . . . . 28

1.9 Composition of cosmic rays . . . . . . . . . . . . . . . . . . . . . 31

1.10 Detection of cosmic rays . . . . . . . . . . . . . . . . . . . . . . . 32

1.11 Extensive Air Showers . . . . . . . . . . . . . . . . . . . . . . . . 34

1.11.1 Electromagnetic showers . . . . . . . . . . . . . . . . . . . 35

1.11.2 Hadronic showers . . . . . . . . . . . . . . . . . . . . . . . 36

1.12 Thesis motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

XV



2 E↵ect of hadron cascade time on particle production in Xe+Xe

collisions at
p
sNN = 5.44 TeV using a multiphase transport model 43

2.1 A multiphase transport (AMPT) model . . . . . . . . . . . . . . . 45

2.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 48

2.2.1 Identified pT-di↵erential particle ratios . . . . . . . . . . . 51

2.2.2 Elliptic flow (v2) . . . . . . . . . . . . . . . . . . . . . . . 52

2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3 E↵ect of magnetic fields and non-extensive statistics in a hadron

resonance gas 59

3.1 E↵ect of the magnetic field in heavy-ion collisions . . . . . . . . . 60

3.2 Hadron resonance gas (HRG) model . . . . . . . . . . . . . . . . . 62

3.3 Tsallis non-extensive statistics . . . . . . . . . . . . . . . . . . . . 63

3.4 Thermodynamic consistency of Tsallis distribution function in the

presence of an external magnetic field . . . . . . . . . . . . . . . . 69

3.5 Thermodynamics of hadron gas in an external magnetic field . . . 74

3.5.1 Energy density and magnetization of hardon gas . . . . . . 75

3.5.2 Pressure of a magnetized hardon gas . . . . . . . . . . . . 76

3.5.3 Renormalization of vacuum pressure . . . . . . . . . . . . 77

3.5.4 The speed of sound in a magnetized hadron gas . . . . . . 82

3.6 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 85

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4 Role of chemical potential at kinetic freeze-out using Tsallis

non-extensive statistics in pp collisions at the Large Hadron

Collider 97

4.1 Physical interpretation of q and connection with lQCD . . . . . . 99

4.2 Significance of chemical potential in relativistic collision . . . . . . 101

4.3 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

XVI



4.4 Transverse momentum spectra of identified hadrons . . . . . . . . 106

4.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 115

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5 The GRAPES-3 Experiment at Ooty 125

5.1 EAS array . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.1.1 Scintillation detector . . . . . . . . . . . . . . . . . . . . . 129

5.1.2 Signal processing and data acquisition system . . . . . . . 132

5.2 GRAPES-3 muon telescope . . . . . . . . . . . . . . . . . . . . . 134

5.2.1 Proportional counter (PRC) . . . . . . . . . . . . . . . . . 136

5.2.2 Signal processing and data acquisition system . . . . . . . 140

5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6 Study of muon puzzle in cosmic ray events with GRAPES-3

Experiment 143

6.1 CORSIKA simulation . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 152

6.2.1 Muon multiplicity distribution . . . . . . . . . . . . . . . . 152

6.2.2 Muon energy spectra . . . . . . . . . . . . . . . . . . . . . 154

6.2.3 Muon zenith angle distributions . . . . . . . . . . . . . . . 155

6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7 Summary and Outlook 161

XVII



XVIII



Figures

1.1 The schematic representation of the standard model [16]. . . . . . . . 3

1.2 Running coupling constant (↵s) as a function of energy transfer (Q).

The markers represent measurements based on perturbative calcula-

tions, and the solid line corresponds to an analytical prediction [18] . 6

1.3 Normalized pressure, energy density, and entropy density as a function

of the temperature from lattice QCD calculation of (2+1) flavor at

zero baryon chemical potential (µB = 0), as represented by di↵erent

color bands. The solid lines represent the HRG model’s predictions.

The horizontal dash line at 95⇡2/60 represents the Stefan-Boltzman

ideal gas limit for energy density, while the vertical band indicates the

crossover region, Tc = (154± 9) MeV [20]. . . . . . . . . . . . . . . . 8

1.4 Schematic representation of the QCD phase diagram as a function of

the temperature and the net baryonic density [22]. . . . . . . . . . . 10

1.5 Schematic picture of ultra-relativistic heavy ion collisions [36]. . . . . 13

1.6 Schematic diagram representing various stages of heavy-ion collisions

as a function of time [37]. . . . . . . . . . . . . . . . . . . . . . . . . 15

1.7 A schematic diagram of the space-time evolution of relativistic nucleus-

nucleus collision [38]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.8 A schematic representation of a non-central heavy-ion collision with

an almond-shaped interaction volume [39]. . . . . . . . . . . . . . . . 19

XIX



1.9 Comparision of the charged particles pT-di↵erential elliptic flow for

Pb–Pb collisions at
p
sNN = 2.76 TeV in solid markers to Au–Au

collisions at
p
sNN = 200 GeV that represents in shaded regions. [42, 43]. 20

1.10 Integrated strange hadron-to-pion ratios as a function of charged par-

ticle multiplicities in pp, p–Pb, and Pb–Pb collisions at LHC energies.

Di↵erent lines represent predictions from di↵erent MC generators for

pp collisions at
p
s = 13 TeV [46, 47]. . . . . . . . . . . . . . . . . . . 21

1.11 RAA(pT ) for charged hadrons (h±) and neutral pions (⇡0) in central

heavy-ion collisions at SPS, RHIC, and the LHC [50]. . . . . . . . . . 23

1.12 RAA of J/ in Pb–Pb collisions at
p
sNN = 2.76 TeV and Au–Au

collisions at
p
sNN = 200 GeV as a function of an average number of

participant nucleons [52]. . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.13 Results obtained by Victor Hess (left) and W. Kolhörster (right) dur-

ing their balloon flights [59]. . . . . . . . . . . . . . . . . . . . . . . . 27

1.14 Cosmic rays energy spectrum measured by di↵erent direct and indirect

experiments [67]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.15 Cosmic ray elemental abundances compared to abundances in present-

day solar system material. Abundances are normalized to Si = 103 [76]. 31

1.16 Schematic of EAS development for a high energy �-ray [99]. . . . . . 35

1.17 Schematic of EAS development for a cosmic ray primary [99]. . . . . 36

2.1 pT-di↵erential particle ratios of K±, p(p̄), � and ⇤(⇤̄) to ⇡± in Xe+Xe

collisions at
p
sNN = 5.44 TeV for (20–30)% centrality class. Di↵erent

symbols show various hadron cascade times. The vertical lines on the

data points are the statistical uncertainties [135]. . . . . . . . . . . . 49

2.2 pT-di↵erential particle ratios of K±, p(p̄), � and ⇤(⇤̄) to ⇡± in Xe+Xe

collisions at
p
sNN = 5.44 TeV for (50–60)% centrality class. Di↵erent

symbols show various hadron cascade times. The vertical lines on the

data points are the statistical uncertainties [135]. . . . . . . . . . . . 50

XX



2.3 pT-di↵erential particle ratios of � to p in Xe+Xe collisions at
p
sNN =

5.44 TeV for (20–30)% (left) and (50–60)% (right) centrality classes.

Di↵erent symbols show various hadron cascade times. The vertical

lines in the data points are the statistical uncertainties [135]. . . . . . 51

2.4 pT-di↵erential elliptic flow of charged particles in Xe+Xe collisions at
p
sNN = 5.44 TeV for (20-30)% and (50-60)% centrality classes. Dif-

ferent symbols show various hadron cascade times [135]. The results

are compared with the ALICE data [105]. . . . . . . . . . . . . . . . 53

2.5 pT-di↵erential particle ratios of � to p in Xe+Xe collisions at
p
sNN =

5.44 TeV for (20–30)% (left) and (50–60)% (right) centrality classes.

Di↵erent symbols show various hadron cascade times. The vertical

lines in the data points are the statistical uncertainties [135]. . . . . . 54

2.6 pT-integrated elliptic flow of the charged particles in Xe+Xe collisions

at
p
sNN = 5.44 TeV for (0-10)%, (10-20)%, (20-30)%, (30-40)%, (40-

50)% and (50-60)% centrality classes. Di↵erent symbols show various

hadron cascade times [135]. . . . . . . . . . . . . . . . . . . . . . . . 55

3.1 Fits the normalized di↵erential yields of ⇡+ as measured by the AL-

ICE Collaboration in pp collisions at
p
s = 0.9 TeV [170] fitted with

the Tsallis (solid line) and Boltzmann distributions (dashed line). Ad-

ditionally, variations of the Tsallis distribution were explored: a fit re-

taining terms to first order in (q-1) is represented by the dash-dotted

line, while a fit retaining term to second order in (q-1) is shown as the

dotted line. The bottom panel shows the di↵erence between model

(M) and experiment (E) normalized to the model (M) values [169]. . 65

XXI



3.2 The energy density of a hadron gas as a function of temperature for

near equilibrium, i.e. for q = 1.001, values of non-extensive parame-

ters at a constant magnetic field eB = 0 GeV2 and eB = 0.3 GeV2

respectively [153]. The results are compared to the relevant HRG and

lattice QCD data [155, 159]. . . . . . . . . . . . . . . . . . . . . . . . 86

3.3 The pressure of a hadron gas as a function of temperature for near

equilibrium (for q = 1.001) at a constant magnetic field eB = 0.3 GeV2 [153].

The findings are compared to HRG and lattice QCD data [155, 159]. 87

3.4 Total energy density of a hadron gas as a function of temperature

for di↵erent values of the non-extensive parameter (q) at a constant

magnetic field eB = 15m2

⇡
[153]. . . . . . . . . . . . . . . . . . . . . . 88

3.5 Total energy density of a hadron gas as a function of temperature at

di↵erent magnetic fields and di↵erent q values [153]. . . . . . . . . . . 89

3.6 Magnetization of a hadron gas as a function of temperature for di↵er-

ent values of the non-extensive parameter at a constant magnetic field

eB = 15m2

⇡
[153]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.7 Magnetization of a hadron gas as a function of temperature at di↵erent

magnetic fields and for di↵erent q-values [153]. . . . . . . . . . . . . . 91

3.8 Pressure as a function of temperature in a magnetized hadron gas for

di↵erent q-values, respectively [153]. . . . . . . . . . . . . . . . . . . . 92

3.9 Entropy density as a function of temperature in a magnetized hadron

gas for di↵erent q-values, respectively [153]. . . . . . . . . . . . . . . 93

3.10 The squared speed of sound of a hadron gas as a function of temper-

ature for di↵erent q-values for di↵erent magnetic field strengths [153]. 94

4.1 Fitting of experimentally measured pT-spectra of pion (⇡±), kaon

(K±), proton (p + p̄) and phi (�) at zero chemical potential (µ = 0)

using Tsallis non-extensive statistical model for pp-collisions at
p
s =

7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

XXII



4.2 Fitting of experimentally measured pT-spectra of lambda (⇤ + ⇤̄),

cascade (⌅+ ⌅̄) and omega (⌦+ ⌦̄) at zero chemical potential (µ = 0)

using Tsallis non-extensive statistical model for pp-collisions at
p
s =

7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.3 Fitting of experimentally measured pT-spectra of pion (⇡±), kaon

(K±), proton (p+p̄) and phi (�) at non-zero value of chemical potential

(µ 6= 0) using Tsallis non-extensive statistical model for pp-collisions

at
p
s = 7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.4 Fitting of experimentally measured pT-spectra of pion (⇡±), kaon

(K±), proton (p+p̄) and phi (�) at non-zero value of chemical potential

(µ 6= 0) using Tsallis non-extensive statistical model for pp-collisions

at
p
s = 7 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.5 The non-extensive parameter (q) at (µ = 0) as a function of q for

(µ 6= 0) for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right

panel) for di↵erent final state particles. The line represents the fit

function, y = mx+ c [212]. . . . . . . . . . . . . . . . . . . . . . . . . 115

4.6 Comparison of the non-extensive parameter (q) at (µ = 0) and (µ 6= 0)

for pp collisions at
p
s = 7 TeV for di↵erent final state particles as a

function of final state multiplicity. Shown in the bottom panel is the

ratio of both cases, which indicates that q hardly depends on the

chemical potential of the system [212]. . . . . . . . . . . . . . . . . . 116

4.7 Non-extensive parameter (q) as a function of charged-particle multi-

plicity for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right

panel) for di↵erent final state particles. The uncertainties in charged-

particle multiplicity are the quadratic sum of statistical and systematic

contributions, and the error in the value of q is statistical errors [212]. 117

XXIII



4.8 Temperature (T0) as a function of charged-particle multiplicity for

pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel)

for di↵erent final state particles at zero chemical potential. The un-

certainties in charged-particle multiplicity are the quadratic sum of

statistical and systematic contributions, and the error in the value of

T0 are statistical errors [212]. . . . . . . . . . . . . . . . . . . . . . . 118

4.9 Temperature (T ) as a function of charged-particle multiplicity for pp

collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for

di↵erent final state particles at the non-zero chemical potential. The

uncertainties in charged-particle multiplicity are the quadratic sum of

statistical and systematic contributions, and the error in the value of

T are statistical errors [212]. . . . . . . . . . . . . . . . . . . . . . . . 119

4.10 Radius of the system (R) as a function of charged-particle multiplicity

for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel)

for di↵erent final state particles. The uncertainties in charged-particle

multiplicity are the quadratic sum of statistical and systematic con-

tributions, and the error in the value of R are statistical errors [212]. 120

4.11 Chemical potential (µ) as a function of charged-particle multiplicity

for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel)

for di↵erent final state particles. The uncertainties in charged-particle

multiplicity are the quadratic sum of statistical and systematic con-

tributions, and the error in the value of µ are statistical errors [212]. . 121

4.12 �2/ndf as a function of charged-particle multiplicity for pp collisions

at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for di↵erent final

state particles [212]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.1 A view of the GRAPES–3 extensive air shower array. . . . . . . . . . 126

XXIV



5.2 The schematic diagram of the GRAPES-3 experiment depicts sin-

gle PMT scintillator detectors as blue triangles, double PMT scin-

tillator detectors as red triangles, and G3MT modules as green open

squares [255]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.3 The schematic of a cone-type scintillator detector shows plastic scintil-

lator blocks (blue) housed within a trapezoidal cone-shaped aluminum

case (black line), with a PMT positioned at the top. A muon telescope

under the detector is used for calibration. . . . . . . . . . . . . . . . 130

5.4 Schematic of a double PMT fiber-type scintillator detector [247]. . . . 131

5.5 The schematic of the signal processing system for the scintillator de-

tector shows the basic components of data acquisition and the propa-

gation of signals to ADC and TDC, along with signals used for EAS

trigger generating and rate monitoring [246]. . . . . . . . . . . . . . . 133

5.6 Schematic of the shower trigger system for generating the Level-0 trig-

ger using the basic 3-line coincidence [246]. . . . . . . . . . . . . . . . 134

5.7 Schematic representation of the G3MT for GRAPES-3 coordinates

system. Red squares represent the muon modules (M00 ! M15), and

the blue dashed squares represent supermodules (S0 ! S3).The di-

rection of the PRC within each layer is indicated by the notation ⌧.

However, the arrangement of the proportional counters for each pro-

jection in a given module is shown explicitly. However, the placement

of proportional counters in each projection inside a certain module is

explicitly shown and denoted by the symbol 0 ! 57 [255] . . . . . . . 135

5.8 A cross-section projection of a supermodule depicting two front mod-

ules with four layers of proportional counters and a concrete absorber [249].136

5.9 A schematic of the PRC is used as the basic detector element in the

GRAPES-3 tracking muon detector [256]. . . . . . . . . . . . . . . . 137

5.10 A typical pulse amplitude distribution for a proportional counter [256]. 138

XXV



5.11 Schematics of two PRC pulses of amplitude A1 and A2, respectively,

and corresponding discriminator output pulses of width W1 and W2,

respectively [255]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5.12 A schematic of the signal processing system and DAQ for the G3MT

showing the digital wave memory (DWM) card and DWM control

card [249]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.1 A comparison of the observed muon multiplicity distribution for shower

size 104.6–104.8 with simulations for p, He, N, Al, and Fe for QGSJET-

II-04. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.2 A comparison of the observed muon multiplicity distribution for shower

size 104.6–104.8 with simulations for p, He, N, Al, and Fe for EPOS-LHC.148

6.3 Muon energy spectra with simulations for primary cosmic rays (p, He,

N, Al, Fe) using the QGSJET-II-04 model. . . . . . . . . . . . . . . . 150

6.4 Muon energy spectra with simulations for primary cosmic rays (p, He,

N, Al, Fe) using the EPOS-LHC model. . . . . . . . . . . . . . . . . 151

6.5 Simulated muon zenith angle distributions for di↵erent primary cosmic

rays primaries (p, He, N, Al, Fe) using the QGSJET-II-04 model. This

figure demonstrates the variation in muon count with the zenith angle,

showing the e↵ects of di↵erent primary particles on air showers and

muon production characteristics. . . . . . . . . . . . . . . . . . . . . 158

6.6 Simulated muon zenith angle distributions for di↵erent primary cosmic

rays primaries (p, He, N, Al, Fe) using the EPOS-LHC model. This

figure demonstrates the variation in muon count with the zenith angle,

showing the e↵ects of di↵erent primary particles on air showers and

muon production characteristics. . . . . . . . . . . . . . . . . . . . . 159

XXVI



Tables

3.1 List of hadrons and resonances taken into account in the HRG

description. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.1 Number of mean charged particle multiplicity density for all the

particles at mid-rapidity corresponding to di↵erent event classes

at
p
s = 7 TeV [239]. The uncertainties are the quadratic sum of

statistical and systematic contributions. . . . . . . . . . . . . . . . 106

4.2 Number of mean charged particle multiplicity density for ⇡, K, p

at mid-rapidity corresponding to di↵erent event classes at
p
s =

13 TeV [47]. The uncertainties are the quadratic sum of statistical

and systematic contributions. . . . . . . . . . . . . . . . . . . . . 106

4.3 Number of mean charged particle multiplicity density for �,⇤,⌅,⌦

at mid-rapidity corresponding to di↵erent event classes at
p
s =

13 TeV [240, 241]. The uncertainties are the quadratic sum of

statistical and systematic contributions. . . . . . . . . . . . . . . . 106

4.4 Fit results at
p
s= 7 TeV [239], using data from the ALICE Collab-

oration using Eq. 4.5 and 4.7.The reason of merging bins Mul[1+2],

Mul[3+4] etc for ⌦ is lack of statistics. . . . . . . . . . . . . . . . 111

4.5 Fit results at
p
s = 13 TeV [47, 240, 241], using data from the

ALICE Collaboration using Eq. 4.5 and 4.7. The reason of merging

bins Mul[1+2], Mul[3+4] etc for ⌦ is lack of statistics. . . . . . . . 112

4.6 Fit results at
p
s = 7 TeV [239], using data from the ALICE Col-

laboration with q from Table 4.4 following Eq. 4.2 and 4.6. . . . . 113

XXVII



4.7 Fit results at
p
s = 13 TeV [47, 240, 241], using data from the

ALICE Collaboration with q from Table 4.5 following Eq. 4.2 and 4.6.114

XXVIII



Chapter 1

Introduction

In high-energy theoretical and experimental physics, scientists are motivated by

an ambitious desire to discover the unknown and solve the mysteries of the Uni-

verse. Their combined e↵orts are crucial to understanding the fundamental build-

ing block of matter that constitutes the entire Universe, as well as gaining an

understanding of the Universe’s possible beginnings and evolution.

The advancement of the scientific approach saw a resurgence of foundational

concepts during the 19th and 20th centuries, with substantial contributions such

as John Dalton’s atomic theory and Joseph J. Thomson’s discovery of the elec-

tron [1], the first identified subatomic particle, came to light in 1897. In 1911,

Ernest Rutherford found the atomic nucleus through an experiment of scattering

of alpha particles on a thin gold foil [2] and revealed that a positively charged nu-

cleus surrounded by negatively charged electrons; this ground-breaking discovery

fundamentally changed our understanding of atoms. The subsequent discovery

of proton [3] and neutron [4] enhanced our knowledge of the nucleus and its

fundamental nuclear properties. Significant discoveries occurred: the muon was

identified in 1937 [5, 6]; pions [7] and kaons in cosmic rays were detected in

1947 [8, 9]; the ⇤ particle was revealed in 1950 [10], the anti-proton was discov-

ered in 1955 [11], and the identification of electron and muon neutrinos occurred

1



Chapter: 1

in 1956 [12] and 1962 [13], respectively. Another significant development in our

knowledge of particle physics was finding the ⌦ particle in 1964 [14]. By the

early 1960s, more than 30 new particles had been discovered, making a mys-

terious particle zoo that ba✏ed physicists for a decade. In the 1970s, thanks

to the interplay between theory and experiment, the Standard Model of particle

physics successfully explains the experimental results of elementary particles with

high precision. Its ability to describe complex particle interactions incorporates

fundamental forces.

1.1 The Standard Model

In the present state of the Universe, ordinary matter comprises atoms, each con-

sisting of a nucleus composed of protons and neutrons (besides the hydrogen

atom), surrounded by a cloud of electrons. The orthodox belief was that protons

and neutrons within the atomic nucleus were the fundamental particles. In the

next few decades, many new particles were proposed theoretically and discovered

experimentally. Still, there was no classification of a vast number of particles.

For the first time, Murray Gell-Mann introduced the Eight-fold way to classify

the hadrons based on the electric charge and net strangeness content following

Mendeleev’s way of organizing elements, which resulted in the periodic table of

elements. However, in 1964, the quark model superseded the Eight-fold way when

Gell-Mann and George Zweig independently proposed that all the hadrons are

composed of quarks [15]. Quarks and leptons are elementary or fundamental par-

ticles and lack substructures. The Standard Model of particle physics, formulated

by Glashow, Salam, and Weinberg in the 1970s, successfully explains the exper-

imental results of elementary particles with high precision and encapsulates the

relationships among these particles and the first three forces: strong, electromag-

netic, and weak. Quantum numbers like spin (S), electric charge (Q), baryon (B),

lepton (L) numbers, etc are used to characterize elementary particles. Figure 1.1
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represents the standard model of particle physics.

Figure 1.1: The schematic representation of the standard model [16].

According to the standard model of particle physics, all visible matter in the

Universe comprises quarks, leptons, gauge bosons, and Higgs bosons, which are

the fundamental particles classified into these groups by the standard model.

Quarks and leptons are classified into three generations: up (u) and down (d)

quarks are in the first generation, charm (c) and strange (s) quarks are in the

second generation, and top (t) and bottom (b) quarks are in the third generation.

Similarly, leptons are divided into three generations, each with a corresponding

neutrino. These generations include electrons (e), muons (µ), and taus (⌧). Par-

ticles that are lightest and most stable belong to the first generation, while the
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second and third generations are heavier and less stable. The quarks and leptons

are fermions and have a half-integral spin (1/2) quantum number, and they fol-

low Fermi–Dirac statistics and Pauli’s exclusion principle. Hadrons are made of

quarks. A meson is a hadron of a quark and an antiquark pair, and a baryon is

a hadron of three quarks. Because of Pauli’s exclusion principle, no two quarks

inside a baryon can have the same quantum number. Hence, a new quantum

number known as the color charge was introduced for this reason. A fractional

electric charge (either +2/3 e or -1/3 e) and a distinct color charge (red (r), blue

(b), or green (g) are carried by each quark. Gauge bosons are the carriers of

these fundamental forces present. There are four fundamental forces in nature:

strong, electromagnetic, weak, and gravitational. Each fundamental force has its

force carrier; the strong force is carried by the gluons (g), the W and Z± bosons

are responsible for the weak force, and the electromagnetic force is held by the

photons (�). Self-interacting gluons carry the color charge, which is crucial for

strong interaction. After the discovery of the Higgs boson at the Large Hadron

Collider (LHC), CERN, Geneva, responsible for mass generation in elementary

particles, the Standard Model stands complete in its prescribed form. The gravi-

tational force carrier, the Graviton, has yet to be discovered. Within the domain

of quantum field theory (QFT), Quantum Electrodynamics (QED) governs elec-

tromagnetic interaction, o↵ering profound insights into the behavior of charged

particles and photons. Furthermore, the Electroweak (EW) theory unified the

weak and electromagnetic forces, shedding light on phenomena ranging from ra-

dioactive decay to electromagnetism at the subatomic level. Diving deeper into

Quantum Chromodynamics (QCD) emerges as the governing principle behind

the strong interaction, which will be further explored in the subsequent section.
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1.2 Quantum Chromodynamics (QCD)

Quantum Chromodynamics (QCD) describes the strong interactions between

color-charged particles, namely partons (quarks and gluons), the fundamental

constituents of matter. Nonetheless, hadrons, colorless composite particles, trap

quarks and gluons, just as protons and neutrons do. Its foundation is the gauge

symmetry group SU(3), which imposes the conservation of color and has eight

generators that produce eight massless gauge bosons known as gluons. The QCD

potential, which characterizes the force between quarks mediated by gluons, en-

capsulates the dynamics of QCD. Understanding quark activity within hadrons

mainly depends on the static quark-antiquark potential, which considers both

short- and long-range interactions.

VQCD(r) = �
4

3

↵s

r
+ kr. (1.1)

Here, ↵s denotes the strong coupling constant, k is the color string tension

constant, and r represents the distance between interacting partons (quarks or

gluons) [17]. The Coulomb-like term in the QCD potential is similar to the one

in QED, dominant at small distances, and the second term corresponds to an

elastic spring-type force dominant at more considerable distances. Notably, the

coupling constant (↵s) is not static but varies with four-momentum transfers,

called the running coupling constant. It emerges from the vacuum polarization

of gluon or quark pairs, similar to the electric charge polarization in QED. The

running coupling constant as a function of momentum transfer (Q2) is given as,

↵s(Q
2) =

12⇡

(11nc � 2nf )ln(Q2/⇤2

QCD
)
. (1.2)

Here, nc = 3 colors, nf is the number of quark flavors, and ⇤QCD is the

non-perturbative QCD scale parameter. Figure 1.2 illustrates the behavior of

the running coupling constant, ↵s, as a function of the energy transfer Q. The
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strong interaction weakens at largeQ, corresponding to small distances (↵s small).

Conversely, at small Q, corresponding to large distances, the coupling constant

strengthens (↵s large), signifying a considerable variation in interaction strength.

Figure 1.2: Running coupling constant (↵s) as a function of energy transfer (Q).

The markers represent measurements based on perturbative calculations, and the

solid line corresponds to an analytical prediction [18]

The characteristic energy scale ⇤QCD is estimated to be around 200 MeV.

Above this scale, perturbative QCD (pQCD) becomes feasible as the contribu-

tions of high-order diagrams diminish rapidly. However, as the energy trans-

fer decreases, the coupling constant increases, leading to diverging perturbative

calculations, eventually becoming infinite at ⇤QCD. Below this scale, QCD is

dominated by high-order diagrams and requires non-perturbative treatment.

At a small distance, r 6 0.1 fm, the Coulomb-type term of Eq. 1.1 dominates,
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causing the interaction potential to diminish asymptotically as the distance de-

creases. Importantly, this decrease is not infinite, as ↵s also varies. Consequently,

quarks gradually interact less, approaching a quasi-free state. This phenomenon

is known as asymptotic freedom. Notably, neither the electrostatic force between

two charges nor the gravitational force between two masses exhibit such behavior.

The interaction gets weaker as the distance increases between the two objects.

Conversely, the second term of Eq. 1.1 takes the upper hand at r > 1 fm. The

force increases linearly with the distance between the two quarks as if they stand

connected by an elastic or spring made up of gluons. As the quarks move apart,

the energy stored in the gluon spring builds until it approaches the threshold

necessary to form a quark-antiquark pair. This process is repeated until every

quark-antiquark has enough energy to unite to form a hadron. Note that a pair of

gluons could replace the initial quark-antiquark pair, and the process will remain

the same. Accordingly, any color-charged particle, quark or gluon, cannot live in

isolation and must be confined within color-neutral objects, mesons, and baryons,

known as color confinement.

These unique properties of QCD can give rise to an exciting phase of matter

under extreme temperature and/or baryon density conditions. In such scenar-

ios, typically at temperatures exceeding 100 MeV (equivalent to 1012 K), where

quarks and gluons become relevant degrees of freedom instead of hadrons in such

scenarios. It is conjectured that the Universe was filled with these fundamental

particles just a few microseconds after the Big Bang. Unlike their usual con-

finement within hadrons, during this phase, they exist in a deconfined state,

constituting a matter known as quark-gluon plasma (QGP). Understanding the

QCD phase transition and the origins of the QGP phase provides insight into the

early Universe. It reveals details about the underlying nature of matter under

such circumstances. In the following section, we will go into greater detail about

these notions.

7



Chapter: 1

1.3 QCD phase transition and the Quark-Gluon

Plasma

To reproduce conditions similar to the early Universe, powerful accelerators col-

lide massive ions head-on, smashing hundreds of protons and neutrons into each

other at ultra-relativistic energies of a few trillion volts each. The lQCD calcu-

lation o↵ers insights into the transition from a state where particles are confined

within hadrons to one where they exist as quasi-free partons, occurring at a crit-

ical temperature (Tc) and lower baryon chemical potential (µB) [19].

3p/T4

ε/T4

3s/4T3

 0
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16
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HRG

non-int. limit

Tc

Figure 1.3: Normalized pressure, energy density, and entropy density as a func-

tion of the temperature from lattice QCD calculation of (2+1) flavor at zero

baryon chemical potential (µB = 0), as represented by di↵erent color bands. The

solid lines represent the HRG model’s predictions. The horizontal dash line at

95⇡2/60 represents the Stefan-Boltzman ideal gas limit for energy density, while

the vertical band indicates the crossover region, Tc = (154± 9) MeV [20].

Figure 1.3 compares energy density, pressure, and entropy calculated in a
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hadron resonance gas (HRG) model with the lQCD prediction as a function of

temperature. As one moves towards a higher temperature region, observe an

abrupt change in the system’s energy density, pressure, and entropy. Notably,

significant changes occur as the temperature reaches Tc = 154 MeV, indicating

the liberation of numerous degrees of freedom. Specifically, the partons, usually

confined within hadrons, undergo a deconfinement transition, becoming quasi-

free. Initially, it was thought to interact weakly, similar to a plasma. Later,

it was realized through experimental measurements that they interact strongly.

Thus, the QGP represents a phase of strongly interacting matter and is referred to

as strongly interacting quark-gluon plasma. As the coupling between the partons

decreases with the increasing momentum transfer and temperature, the energy

density will eventually coincide with the ideal gas limit but at a considerably

higher temperature. This observation o↵ers a glimpse into the critical energy

density and temperature associated with the QCD phase transition. Following

its discovery, it became evident that this state of matter behaves as a perfect

fluid exhibiting the lowest viscosity to entropy ratios (⌘/s) compared to any

other fluid found in nature [21]. Consequently, numerous findings from heavy-ion

experiments find adequate explanations through hydrodynamical models. These

models operate under the assumption of local thermal equilibrium and utilize

local conservation principles encompassing energy, momentum, and, sometimes,

conserved charges or entropy. The system created in the pp collisions is often

seen as too tiny to form a thermalized system or inadequate to form a non-

hadronic medium, in contrast to the heavy-ion collisions. However, considering

the similarity of some findings between the large and small systems at LHC

energies, one could anticipate that at su�ciently high energy densities, the degrees

of freedom in pp may permit a collective characterization of the system.

At significant momentum transfer or small distances, the coupling among

partons weakens due to asymptotic freedom. This leads to a transition from

the hadronic gas phase to the deconfined phase known as quark-gluon plasma

9
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Figure 1.4: Schematic representation of the QCD phase diagram as a function of

the temperature and the net baryonic density [22].

(QGP). This is similar to the state of matter produced a few microseconds after

the Big Bang. The initial outline of the QCD phase diagram was proposed by

N. Cabibbo and G. Parisi in 1975 [23]. However, our insight into the phase

diagram of quark matter needs to be improved theoretically and experimentally.

The phase transition of strongly interacting matter is governed by temperature

and net baryonic chemical potential (µB). Varying beam energy in experiments

allows for exploration across this phase diagram. At low temperatures and baryon

chemical potentials, strongly interacting matter exists in a normal state as atomic

nuclei. Enhancing the energy density can induce a transition from a hadronic

gas to a deconfined phase of partons. This transformation can be achieved by

increasing the temperature, the baryon-chemical potential, or a combination of

both.
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Lattice QCD calculations estimate a critical temperature (Tc) for the tran-

sition to QGP, approximately in the range of 140-170 MeV, corresponding to

an energy density (✏c) of around 1GeV/fm3. Di↵erent models predict di↵erent

natures of this transition. QCD-inspired models suggest a first-order transition

at high net baryon densities. In contrast, lattice QCD predicts a crossover at

zero net baryon density, implying the existence of a critical point. This critical

phenomenon resembles the phase diagram of water. The simultaneous phases be-

tween water and vapor become less distinctive as it approaches the critical point.

The complete QCD phase diagram, depicted in Fig. 1.4, illustrates two primary

ways to form QGP: increasing temperature or net baryonic density by compress-

ing the hadronic matter. The transition shown in Fig. 1.3 corresponds to the

former, where heating a system with almost zero net baryon density transforms

ordinary nuclear matter into a hadron gas and then toward QGP. On the other

hand, hadronic matter compressed at low temperatures leads to an increase in

baryonic density and eventually a transition to QGP, which is similar to the con-

ditions seen in the cores of neutron stars [24] and may show color superconductor

characteristics [25]. Fig. 1.4 shows the smooth transition from high-temperature

regions to high baryon densities, indicating a second-order or crossover phase

transition [26]. In contrast, transitions driven by high baryon density are ex-

pected to be abrupt, similar to ice melting into water, representing a first-order

transition. This suggests the presence of a critical point bridging first and sec-

ond (or crossover) phase transitions [27]. However, its precise location remains

unknown. No singularities have been observed to date.

Having explored the QCD phase transition and the emergence of QGP, we

now pivot to ultra-relativistic heavy-ion collisions. Similar to the early Universe,

these collisions provide insights into the properties and behavior of QGP. Let us

explore how these collisions shed light on the principles of cosmic evolution and

fundamental physics.
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1.4 Ultra-relativistic heavy-ion collisions

Each field of research has a pioneer, and the study of quark-gluon plasma is no

exception. Rolf Hagedorn used statistical physics to explore particle production

using the statistical bootstrap model (SBM) in 1964. The statistical bootstrap

model considers a gas of interacting hadrons in a thermal bath, which includes all

possible particles and their resonances. Many massive resonances were observed

then, and this model successfully explained how these particles were produced.

Thus, the hadron gas can be considered a gas of fireballs that can become a

fireball upon compression. This framework provided a comprehensive explanation

for the mass spectrum of hadronic states. However, Johann Rafelski managed to

transform the SBM into a model that could accommodate quarks, which was

an outstanding achievement [28, 29]. It was recognized that hadrons melt at a

specific temperature, giving rise to the QGP phase. However, this concept has

already been intuited by several physicists before. Still, the connection between

the QGP and relativistic heavy-ion collisions was first suggested by Chaplin and

Kerman, with subsequent quantitative analyses by Siu A. Chin [30] and James D.

Bjorken in 1983 [31]. Bjorken’s analytical solution for relativistic hydrodynamics

in heavy-ion collisions and his description of the space-time evolution of the QGP,

known as the Bjorken scenario, laid the foundation for research programs at

CERN.

Experimental e↵orts to investigate the QGP strengthened with the opera-

tion of the Relativistic Heavy Ion Collider (RHIC) at BNL, which started in the

early 2000s. The confirmation of a new state of matter, similar to the QGP,

was revealed by CERN in February 2000, following experiments with heavy-ion

collisions at the Super Proton Synchrotron (SPS) [32], and became turning point

in the theoretical concept of partonic matter, became empirically validated. Our

understanding of the properties of QGP is validated by subsequent experiments of
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1.4 Ultra-relativistic heavy-ion collisions

RHIC such as BRAHMS [33], PHOBOS [34], PHENIX [35], and STAR [21]. The

focus of QGP research expanded with the commissioning of the Large Hadron

Collider (LHC) at CERN in 2009. It consists of four primary experiments: AL-

ICE, CMS, ATLAS, and LHCb. Among its four main experiments, ALICE stands

out for its dedicated study of the QGP. By colliding lead nuclei at unprecedented

energies, the LHC, particularly ALICE, aims to explore the QCD phase diagram

and characterize the QGP in greater detail at much higher energies than RHIC.

For comparison, the LHC delivers Pb-Pb collisions at a center-of-mass energy per

nucleon
p
sNN = 2.76 and 5.02 TeV, and Xe-Xe collisions at

p
sNN = 5.44 TeV.

This is about 14 to 25 times more energetic than the top RHIC energies.

1.4.1 Geometrical aspects of heavy-ion collisions

Spectators

Participants

b

before collision after collision

Figure 1.5: Schematic picture of ultra-relativistic heavy ion collisions [36].

A geometric representation of the collision of two symmetric heavy ions is

depicted in Fig. 1.5. At ultra-relativistic energy, the projectile and target beams

are Lorentz contracted along the direction of motion (generally taken as the z-

axis). The distance between the centers of the colliding nuclei perpendicular

to their motion is termed the impact parameter (b), determining the collision’s

centrality. The nucleons colliding in the overlap region are called participant

nucleons (Npart). Nucleons that do not participate in collisions are spectators
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(Nspectator = 2A�Npart, where A is the nucleus’ mass number). Impact parameter

values range from 0 fm (representing head-on collisions) to approximately twice

the nucleus’s radius (characterizing peripheral collisions). The impact parameter

(b) cannot be directly measured experimentally. However, the number of charged

particles produced in collisions determines collision geometry, also known as cen-

trality or multiplicity. Central collisions involve many participating nucleons,

small impact parameters, or a high count of produced charged particles. Con-

versely, peripheral collisions have fewer participating nucleons, a more significant

impact parameter value, or fewer final charged particles produced. A transient

substantial magnetic field is produced at the RHIC and the LHC energies due

to spectator protons in non-central heavy ion collisions. The order of magnetic

field eB s (m2

⇡
) s 1018G at RHIC and eB s (15m2

⇡
) at the LHC, respectively

where m⇡ is the mass of a pion have been observed. The transient magnetic field

generated in such collisions represents the strongest observed magnetic field. It

stresses the importance of investigating its e↵ects on hot and dense matter formed

in hadronic and non-central heavy-ion collisions. Not only temperature (T ) and

µB but also magnetic fields (B) can a↵ect the equation of state (EoS), which

plays an essential role in understanding the phase diagram. We have a detailed

discussion on this in chapter 3.

1.4.2 The time evolution of a heavy-ion collision

In the high-energy collision experiment, two Lorentz contracted extremely boosted

nuclei approach towards each other at ultra-relativistic speed. The collision takes

place at proper time ⌧ = 0 and z = 0. The overlapping region determines the

impact parameter of the colliding nuclei at the interaction point. The system

generated in heavy-ion collisions goes through multiple stages of transition, as

Fig. 1.6 and Fig. 1.7 illustrate, from a quark-gluon plasma state to a hadron gas

state.
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1.4 Ultra-relativistic heavy-ion collisions

Figure 1.6: Schematic diagram representing various stages of heavy-ion collisions

as a function of time [37].

• Pre-equilibrium stage: Following the collision, a significant amount of

kinetic energy is deposited in the overlap region between the two colliding

nuclei within a small volume and over a short time interval. Each nucleus’s

partons start interacting either through hard processes, which are charac-

terized by large momentum transfers and give rise to massive quarks such

as charm, bottom, or even top quarks, or through soft processes, which are

characterized by small momentum transfers and control the early stages of

the collision. As the number of parton-parton interactions increases, the

system’s energy density becomes su�ciently high, creating quarks and glu-

ons from the vacuum. However, this dense state of matter where partons

are strongly coupled but not yet thermalized at timescales less than 1fm/c.

• QGP evolution: A Quark-Gluon Plasma (QGP) is formed when the fire-

ball reaches the critical temperature and energy density, and a local equilib-
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Figure 1.7: A schematic diagram of the space-time evolution of relativistic

nucleus-nucleus collision [38].

rium is formed. QGP is produced when the critical energy density is more

than 1 GeV/fm3 or when the critical temperature (Tc) is exceeded, ac-

cording to lattice QCD calculations. Within the QGP, elastic and inelastic

interactions among quarks and gluons lead to a thermalization phase. These

inelastic interactions alter the flavor composition of the system’s partons.

Due to the high internal pressure and temperature, the system undergoes

rapid expansion. The mixed phase starts when the QGP cools down and

changes into a hadron gas.

16



1.4 Ultra-relativistic heavy-ion collisions

• Hadron gas phase and freeze-out There are two main mechanisms of

hadronization from QGP: fragmentation and coalescence. At high energies,

fragmentation predominates, leading to the fragmentation of a high trans-

verse momentum (pT) parton into lesser pT hadrons. On the other hand,

coalescence involves lower momentum partons combining to form higher pT

hadrons. Following hadronization, hadrons interact through elastic and in-

elastic interactions until freeze-out occurs. Chemical freeze-out is reached

when inelastic collisions cease, where the stable particle ratios are fixed.

The corresponding temperature is known as the chemical freeze-out tem-

perature (Tch). Elastic collisions still occur during this phase. Kinetic or

thermal freeze-out occurs when the mean free path becomes su�ciently

large, causing elastic collisions among hadrons to cease and the tempera-

ture known as the kinetic freeze-out temperature (Tfo). At this stage, the

particles’ transverse momentum spectral shape becomes fixed. Following

the freeze-out, all the particles fly toward the detector and are detected.

However, in scenarios where the matter produced in heavy-ion or hadronic

collisions does not reach the high temperature or energy density required,

a di↵erent space-time evolution is possible, as shown on the left side of

Fig. 1.7. In such circumstances, the system has only hadronic degrees of

freedom. A pre-hadronic phase is created immediately after the collisions,

during which nucleons can recombine into new hadrons. The produced

hadrons can then be detected following the freeze-out of the hadron gas

phase.

Next, we will examine the vital observables that could provide insights into

the formation of QGP droplets in small systems and QGP in nuclear collisions.

These observables are essential for identifying and understanding the signatures

of QGP.
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1.5 Signatures of QGP

Due to the small lifespan of the QGP, which is only a few femtoseconds, direct ob-

servation of its detection is not feasible, unlike ordinary electromagnetic plasma.

When the QGP medium forms, it undergoes expansion, cooling, and hadroniza-

tion, eventually producing a final state of hadrons. Observing each stage sepa-

rately in experiments is not possible. Instead, we measure time-integrated final

state quantities such as charged particle multiplicities, photon or lepton multiplic-

ities, particle transverse momentum spectra, energy, and anisotropic flow. The

various processes during the fireball’s time evolution leave footprints on these

final state observables, preserving some temporal information. Di↵erent signa-

tures telling of QGP formation include collective flow, strangeness enhancement,

jet quenching, J/ suppression, etc., discussed below.

1.5.1 Collective flow

QGP is a nearly perfect liquid with constituents that have a tiny mean-free path.

During heavy-ion collisions, the pressure gradient creates a collective flow that de-

velops mainly at the partonic stage, which can be described using ultra-relativistic

hydrodynamic models. This flow is investigated through measurements sensitive

to both radial/isotropic and anisotropic components, where low-pT hadrons are

boosted to higher pT, with heavier hadrons receiving a more significant boost.

The collective motion of partons can also be observed through the long-range

particle correlations in rapidity.

In non-central heavy-ion collisions, the overlap region takes an almond shape,

leading to a maximum pressure gradient along the minor axis and a minimum

along the major axis, as shown in Fig. 1.8. The initial spatial anisotropy created

in non-central heavy-ion collision reflects in the momentum anisotropy to the final

state particles, which is characterized by the elliptic flow (v2). v2 is the second
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1.5 Signatures of QGP

Figure 1.8: A schematic representation of a non-central heavy-ion collision with

an almond-shaped interaction volume [39].

harmonics coe�cient of Fourier expansion of the azimuthal distribution of emitted

particles and is very important to understand the system’s initial conditions and

collective dynamics. The expression for this Fourier expansion is [40–43]:

E
d3N

dp3
=

d2N

2⇡pTdpTdy


1 + 2

1X

n=1

vn cos[n('�  n)]

�
. (1.3)

Here v2 is the elliptic flow coe�cient. ' represents the azimuthal angle and

 R is the reaction plain angle,–the angle between the impact parameter and beam

axis in heavy ion collisions. With Pb–Pb collisions at the LHC, a partonic phase

with a relatively larger lifetime is expected to be produced compared to Au–Au

collisions at RHIC energies. Consequently, this leads to a lower hadronic contri-

bution to the elliptic flow. Figure 1.9 illustrates the pT-di↵erential elliptic flow

for Pb–Pb and Au–Au collisions at
p
sNN = 2.76 TeV and 200 GeV, respectively,
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across various centrality classes. Despite the di↵erences in systems and energies,

the pT-di↵erential elliptic flow displays a similar trend for both collision types.

)c (GeV/
T
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Figure 1.9: Comparision of the charged particles pT-di↵erential elliptic flow for

Pb–Pb collisions at
p
sNN = 2.76 TeV in solid markers to Au–Au collisions at

p
sNN = 200 GeV that represents in shaded regions. [42, 43].

1.5.2 Strangeness enhancement

J. Rafelski and B. Muller proposed that the enhanced production of strange

particles in heavy-ion collisions could be a signature of QGP formation, as the

colliding matter initially contains no strange quantum numbers [44, 45]. Strange

particles’ production rate and mechanism in the QGP medium di↵er significantly

from those in a hadron gas. One can gain insights into strangeness enhance-

ment by comparing the abundance of strange particle production in the hadronic

and QGP phases. In the QGP medium, strange quarks are produced through

processes like flavor creation (gg ! ss̄, qq̄ ! ss̄), flavor excitation (gs ! gs,

qs ! qs), and gluon splitting (g ! ss̄). Due to the high gluon density in the
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Figure 1.10: Integrated strange hadron-to-pion ratios as a function of charged

particle multiplicities in pp, p–Pb, and Pb–Pb collisions at LHC energies. Di↵er-

ent lines represent predictions from di↵erent MC generators for pp collisions at
p
s = 13 TeV [46, 47].

QGP, the ss̄ pairs formed via the gg ! ss̄ channel dominate over those from

the qq̄ ! ss̄ channel. Conversely, in pp collisions, where QGP formation is not

usually expected, the primary mechanism for producing strange quarks is the

annihilation of light quarks into strange quarks. This di↵erence is quantified by
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the enhancement factor, defined as:

Enhancement factor =
2⌦

Npart

↵YieldAA

Yieldpp

����
y=0

. (1.4)

Here,
⌦
Npart

↵
represents the average number of participants. An enhancement

factor value greater than unity indicates an enhancement in strangeness produc-

tion. Interestingly, recent observations have shown that strangeness enhancement

is not limited to heavy-ion collisions; it has also been detected in high-multiplicity

pp collisions. The ALICE experiment reported an increase in the production of

strange and multi-strange particles relative to pions in this high-multiplicity pp

collisions [46, 47], as illustrated in Fig. 1.10. This phenomenon is considered

one of the signatures of the possible formation of QGP droplets in high-energy

hadronic collisions.

1.5.3 Jet quenching

The discovery of suppression in producing high-pT mesons is one of the significant

results from RHIC, providing a hint of QGP medium formation. In relativistic

heavy-ion collisions, partons with very high-pT are created, which travel in all

directions from the collision points and eventually fragment into narrow cones

of hadrons, known as jets. These highly energetic secondary parton showers are

referred to as jets. When these jets penetrate the thermalized QGP medium,

they interact with the particles, losing energy and momentum before hadroniz-

ing. This results in suppression observed in nucleus-nucleus collisions compared

to corresponding data from pp collisions scaled by the number of binary colli-

sions [48, 49]. This phenomenon is known as jet quenching. The suppression of

high-pT particles is typically expressed in terms of the nuclear modification factor

(RAA):

RAA(pT ) =
1⌦

Ncoll

↵YieldAA

Yieldpp

. (1.5)
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Figure 1.11: RAA(pT ) for charged hadrons (h±) and neutral pions (⇡0) in central

heavy-ion collisions at SPS, RHIC, and the LHC [50].

Here,
⌦
Ncoll

↵
represents the average number of binary collisions in a single

nucleus-nucleus collision. RAA value of 1 suggests that heavy-ion collisions are

merely a linear superposition of pp collisions, indicating no QGP medium forma-

tion. However, observations show that RAA < 1 for identified particles in Pb–Pb

or Au–Au collisions [43]. This indicates that the QGP medium causes high-pT

particles to lose energy through multiple interactions as they traverse it. Fig. 1.11

presents the RAA results for charged particles and neutral pions, as measured by

various experiments. An apparent suppression of hadrons is observed at both

LHC and RHIC, reinforcing the presence of jet quenching in these collisions [50].
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1.5.4 J/ suppression

The J/ is a bound state of a charm, and an anti-charm quark (cc̄) is produced

early in heavy-ion collisions through hard scatterings. Since J/ are generated

in the initial stages of these collisions, they experience the entire evolution of the

produced system, making them valuable probes for studying the dynamics of the

medium formed in such collisions. Theoretical models predict that the production

of J/ in heavy-ion collisions will be suppressed compared to pp collisions [51].
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Figure 1.12: RAA of J/ in Pb–Pb collisions at
p
sNN = 2.76 TeV and Au–Au

collisions at
p
sNN = 200 GeV as a function of an average number of participant

nucleons [52].

This suppression is attributed to color Debye screening in the QGP medium,

where the presence of quarks and gluons hinders the formation of a bound state

between a charm and an anti-charm quark. Thus, J/ suppression is considered

a signature of QGP. Experimentally, this suppression was first observed at the

SPS [53] and later at RHIC [54, 55], confirming the formation of QGP. The nuclear

modification factor (RAA) of J/ as a function of centrality at RHIC and LHC
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energies is shown in Fig 1.12. It is observed that J/ is more suppressed in RHIC

energy. On the other hand, this suppression can be counter-balanced at the LHC

energy by regenerating the quarkonium states because of the availability of higher

energy phase space.

Let us pivot our discussion from the complex dynamics of ultra-relativistic

heavy-ion collisions, where we’ve examined the di↵erent phases of their evolution

and the various signatures of QGP, to a fascinating intersection between collider

physics and cosmic ray phenomena. Here, we will explore how the knowledge

gathered from particle collisions within accelerators can elucidate our understand-

ing of cosmic rays, providing valuable insights into fundamental processes that

shape the Universe.

1.6 Connection between the collider and cosmic

ray physics

The primary goal of the collider and cosmic ray physics experiments is to study

and explore the unknown mystery of fundamental particles and their interactions.

The LHC is one of the collider experiments that replicate similar conditions that

are experienced in the cosmic ray air shower collisions in the Earth’s atmosphere.

Accordingly, it is helpful for researchers to investigate the behavior of these par-

ticles under such a controlled environment. Using these experiments, one can

examine the properties of particles like proton, pion, kaon, and Higgs boson and

understand the dynamics of their interactions. The di↵erent theoretical models

which are used to understand the cosmic ray sources, propagation, and acceler-

ation in the atmosphere, can be refined using the collider experiment data. On

the other hand, the energy of cosmic rays is much higher than that achievable

in a collider experiment, allowing us to test various theoretical models (primarily

hadronic interaction models). Observations of cosmic rays, particularly at ultra-
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high energies, challenge our understanding and push the boundaries of current

particle physics theories.

Further, the data produced by the secondary particles of cosmic rays in the

Earth’s atmosphere gives us very useful informations that complements the col-

lider experiment like the LHC. Ground-based detectors collect extensive infor-

mation regarding the secondary particles produced, which enriches our under-

standing of these ultra-high energetic particles in a natural environment. This

synergy between the collider and cosmic ray physics motivates us to take a broad

approach to studying the Universe’s most energetic phenomenon at the highest

energy level. Once we combine colliders and cosmic ray physics, one can gather

knowledge on particles and the fundamental forces that govern them, which will

eventually enhance our understanding of high-energy particle and astroparticle

physics.

In the following section, let us explore the cosmic rays, their origins, energy

spectrum, and composition in detail.

1.7 Cosmic rays and its origin

High-energy charged particles traveling at relativistic speeds, known as Cosmic

Rays (CRs), continuously bombard the Earth’s surface from outer space. These

particles arrive in an almost isotropic manner and exhibit a broad range of ener-

gies, from approximately 108 eV to nearly 1020 eV. The existence of cosmic rays

was first inferred from observations of increased ionization in the atmosphere,

which known radiation sources could not explain. In 1912, Victor Hess conducted

a series of balloon flights to measure ionizing radiation at various altitudes. His

crucial discovery came on August 7, 1912, during his final flight when he carried

three electroscopes to an altitude of 5350 meters. Hess observed a decrease in

ionization levels up to 1400 meters, followed by a significant increase to nearly

four times the level at the ground. This crucial observation led Hess to conclude
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that the radiation had an extraterrestrial origin [56]. To further investigate, Hess

conducted measurements during a solar eclipse to rule out the sun as the source of

this radiation. Hess was awarded the Nobel Prize in 1936 for his groundbreaking

work in discovering cosmic rays. His findings were later corroborated by Werner

Kolhörster, who conducted observations at even higher altitudes, reaching 6200

meters in 1913 [57] and 9300 meters in 1914 [58]. Fig. 1.13 illustrates the result

obtained by V. Hess and W. Kolhörster.

Figure 1.13: Results obtained by Victor Hess (left) and W. Kolhörster (right)

during their balloon flights [59].

Throughout the 20th century, extensive research provided more profound in-

sights into the nature and origin of cosmic rays. Scientists discovered that cosmic

rays consist primarily of high-energy protons and atomic nuclei, originating from

various astrophysical sources such as the Sun, distant stars, supernovae, and ac-

tive galactic nuclei. Approximately 98% of cosmic rays are composed of atomic

nuclei, while the remaining 2% are electrons. Among these nuclei, over 87% are

protons, 12% are helium nuclei, and the remaining 1% are other heavy nuclei [60].

Cosmic rays originate from di↵erent sources depending on their energy levels.

Those with energies around 109 eV are typically attributed to the Sun. Cos-

mic rays with energies up to nearly 1017 eV are believed to come from within
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our galaxy, while higher-energy cosmic rays may originate from extra-galactic

sources. Potential sources include Supernova Remnants (SNRs) [61, 62], Gamma-

Ray Bursts (GRBs) [63, 64], and Active Galactic Nuclei (AGNs) [65, 66]. Elec-

trically neutral particles such as �-rays and neutrinos are una↵ected by the in-

terstellar magnetic field (IMF), allowing them to indicate their sources directly.

In contrast, cosmic ray protons di↵use in the IMF with a lifespan of nearly 106

years, causing them to lose directional information about their origins. As a re-

sult, even after a century of research, the exact sources of cosmic rays still need

to be discovered.

The broad energy range of cosmic rays presents significant challenges for single

experiments to explore the entire spectrum. Consequently, numerous experiments

are conducted to detect cosmic rays across various energy ranges. There are

two main types of cosmic ray detection: direct and indirect. Direct detection

experiments use satellites or high-altitude balloons to observe cosmic rays above

or in the upper atmosphere. Indirect detection experiments sample the secondary

particles of extensive air showers using various detection systems on or below the

ground, which will be discussed in detail in the 1.10.

1.8 Cosmic rays energy spectrum

The cosmic ray energy spectrum is crucial for understanding cosmic rays’ ori-

gin, acceleration, and propagation. By analyzing spectral features, researchers

gain insights into the confinement of cosmic rays in the galaxy, the transition

from galactic to extra-galactic origins, the maximum energy of cosmic rays, and

changes in the spectrum during propagation. The cosmic ray energy spectrum

depicts the relationship between cosmic ray flux (F) and energy, defined as:

F =
dN

dAd⌦ dt
m�2 sr�1 s�1. (1.6)
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Figure 1.14: Cosmic rays energy spectrum measured by di↵erent direct and indi-

rect experiments [67].

dN is the number of cosmic rays recorded, dA is the e↵ective area, d⌦ is the

viewing solid angle, and dt is the observation time. Fig. 1.14 depicts the measured

energy spectrum by various experiments, with the di↵erential flux (� = dF

dE
)

plotted against energy on a log-log scale. The flux, �, shifts by about 32 orders

of magnitude over 12 orders of magnitude in energy, following a non-thermal

inverse power law:

� = kE�� m�2 sr�1 s�1 eV �1. (1.7)
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k is the normalization constant, and � is the spectral slope, ranging from 2.5

to 3.2. Fig. 1.14 indicates the value of � decreases rapidly with increasing energy.

For instance, at 1011 eV, there is about one cosmic ray particle m�2s�1, which

decreases to approximately one particle m�2yr�1 at 1016 eV, and one particle

km�2century�1 at 1020 eV. The magnetized solar plasma a↵ects the spectrum

below 1010 eV and is known as solar modulation. Key features in the all-particle

energy spectrum include:

• Knee: Around 3 ⇥ 1015 eV, the spectral slope � changes from 2.7 to 3.1,

first observed by Kulikov and Khrisriansen in 1958 [68]. Various models

explain the knee, linking it to the maximum acceleration within di↵usive

shocks in galactic supernova remnants [69–71], leakage from galactic mag-

netic confinement [72, 73], or particle acceleration in shock waves [74].

• Ankle: Around 5⇥1018 eV, where the spectrum hardens, changing � from

3.1 to 2.75, marking the transition from galactic to extra-galactic cosmic

rays [75, 76], confirmed by Telescope Array (TA) [77] and Auger [78, 79].

• Greisen-Zatsepin-Kuzmin (GZK) cuto↵: Around 5⇥1019 eV, Greisen,

Zatsepin, and Kuzmin [80, 81] predicted that cosmic ray protons interact

with the cosmic microwave background radiation, leading to energy losses

through reactions such as [82]:

p+ �CMBR ! p+ ⇡0,

p+ �CMBR ! n+ ⇡+. (1.8)

These interactions impose an upper energy limit on cosmic ray protons.

The HiRes experiment [83] first confirmed the GZK cuto↵ and was later

confirmed by Auger [84] and TA [85].
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1.9 Composition of cosmic rays

Figure 1.15: Cosmic ray elemental abundances compared to abundances in

present-day solar system material. Abundances are normalized to Si = 103 [76].

The mass composition of cosmic rays provides valuable insights into their

sources and propagation. We can deduce crucial information by comparing cos-

mic ray compositions with those of various astrophysical sources. Figure 1.15

compares cosmic ray elemental abundances and present-day solar system mate-

rial at energies around 109 eV/nucleon [76]. Using silicon as the reference point

with a relative abundance of 1000, both compositions show good agreement and

exhibit the even-odd e↵ect, indicating the stability of nuclei with even numbers

of protons. This similarity suggests a common origin with stellar nucleosynthesis.

However, there are notable di↵erences:

• Lower H and He abundance: Cosmic rays have a lower relative com-

position of hydrogen and helium than solar composition, potentially due to
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di↵erent source compositions or constraints in particle acceleration related

to their higher ionization potentials. However, the precise cause of this

di↵erence has yet to be understood entirely.

• Higher abundance of lighter and heavier groups: The relative com-

position of lighter elements (Li, Be, B) and heavier elements (Sc, Ti, V, Cr,

Mn) is higher in cosmic rays than in solar material. This is due to the spal-

lation of C and O into lighter elements and Fe into heavier elements during

cosmic rays’ propagation through the interstellar medium (ISM). Analyzing

this di↵erence alongside spallation cross-sections helps understand cosmic

ray propagation and confinement within the galaxy.

Precise mass composition measurements have been obtained through direct

experiments, but extrapolating these results to higher energies is challenging

due to potential di↵erences in elemental energy spectra profiles. Ground-

based experiments such as GRAPES-3 [86, 87], KASCADE [88], IceTop [89],

TA [90], and Auger [91] have estimated mass compositions, but their results

show systematic discrepancies. Additionally, hadronic interaction models

in Monte Carlo (MC) simulations introduce significant systematic uncer-

tainties.

Having thoroughly explored the origins, energy spectrum, and composition

of cosmic rays, let us now explore the techniques used for their detection.

1.10 Detection of cosmic rays

Due to atmospheric absorption, extensive air showers (EAS) generated by primary

cosmic rays (PCR) with energies around the GeV range cannot reach sea level

e↵ectively. However, their significantly higher flux permits direct detection in the

upper atmosphere or above using detectors on satellites (about 400 km altitude)

or balloon flights (about 40 km altitude). These direct experiments o↵er good
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energy and charge resolution but face two main limitations. The first limitation

is related to the detector’s configuration, including the magnetic field strength,

detector volume, and tracking system resolution, which collectively determine the

highest energy that can be detected. Secondly, the rapid decline in cosmic ray

flux with increasing energy limits the number of detectable events. As a result, at

energies above 100 TeV, the smaller flux and limited exposure (a product of the

detector’s geometric acceptance and total live time) necessitate better statistics

for direct observations.

Magnetic spectrometers AMS [92, 93] and PAMELA [94] provide high-precision

energy measurements but are limited to detecting cosmic ray proton and helium

spectra up to TeV/nucleon energies due to their limited exposure. Calorimet-

ric detectors such as JACEE [95] and RUNJOB [96] can record cosmic rays up

to nearly 100 TeV but have lower energy resolution due to event-to-event fluc-

tuations. Hybrid detectors like CREAM-III [97] and DAMPE [98] o↵er precise

measurements with substantial exposure up to or above 100 TeV. Large ground-

based detectors, spanning ⇠ 0.1 kilometer to thousands of square kilometers

and operating for years, indirectly detect cosmic rays above 100 TeV by sampling

secondary particles from extensive air showers. These include a scintillator detec-

tor (SD), water Cherenkov detector (WCD), and resistive plate chamber (RPC),

which sample the lateral distribution of extensive air shower particles and model

shower parameters. Though they have a 100% duty cycle, their energy resolution

is limited by shower-to-shower fluctuations. Cherenkov and fluorescence tele-

scopes, capturing the longitudinal profile of extensive air showers, o↵er excellent

energy resolution but have a 10% duty cycle restricted to clear, moonless nights.

Currently, many indirect experiments operate with varying energy ranges,

resolutions, and sensitivity to mass composition, influenced by elements such as

detector array coverage, geometrical deployment, detector spacing, and observa-

tion site altitude. The lower energy threshold relies on the array’s compactness,

as low-energy extensive air showers have a smaller lateral spread of secondary
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particles, demanding tighter detector placement to generate triggers and record

su�cient particles. Conversely, higher energy extensive air showers spread over

kilometers, necessitating a larger detector array to record e↵ectively, defining the

experiment’s upper threshold. The following section will delve into a detailed

discussion of extensive air showers.

1.11 Extensive Air Showers

Ground-based detectors with extensive coverage and operating for extended pe-

riods can measure cosmic rays with energies surpassing 100 TeV. When primary

cosmic ray particles or high-energy �-rays enter the atmosphere, they collide with

air molecule nuclei (primarily nitrogen), producing secondary particles that move

toward the primary particle’s momentum. The first interaction’s depth depends

on the interaction cross-section of the incident primaries and the atmospheric

density. Thus, the interaction cross-section distribution a↵ects the depth of the

initial interaction, leading to shower-to-shower fluctuations. The secondary par-

ticles generated in this initial collision either continue interacting with air nuclei

or decay, depending on atmospheric density and their lifespans, creating more

secondary particles and initiating the EAS cascade. As the EAS develops, the

average energy of secondary particles decreases until it falls below the critical en-

ergy. At this point, the production of new secondary particles stops. The EAS is

then attenuated through absorption or scattering by the atmosphere. The shower

maximum is the point at which the particles’ energy equals the critical energy.

EAS development can be categorized into two types based on the nature of the

incident primary: electromagnetic (EM) showers and hadronic showers.
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Figure 1.16: Schematic of EAS development for a high energy �-ray [99].

1.11.1 Electromagnetic showers

Cosmic ray e�/e+ or �-rays interact exclusively through electromagnetic interac-

tions. When high-energy �-rays traverse the atmosphere, they produce e� � e+

pairs via pair production, facilitated by the strong electric field of an air nucleus

(X):

� +X ! e� + e+ +X. (1.9)

The contribution of µ± pair production is negligible. The e± particles sub-

sequently generate �-rays near the air nucleus (X) through the bremsstrahlung

process:

e± +X ! e± + � +X. (1.10)

These processes repeat, creating a cascade of electromagnetic interactions.

The development of an EAS for a high-energy �-ray is illustrated in Fig.1.10.
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Due to the low muon content in EM showers, observed muon data can help

di↵erentiate EM showers from hadronic showers.

Heitler’s model [100] provides insight into the development of electromagnetic

showers along their axis. According to this model, when e± undergo bremsstrahlung,

they split their energy with a resulting �-ray. Similarly, the �-ray produces an

e� � e+ pair of equal energy after each radiation length (�r ⇡ 37, g/cm2 for

air). The number of secondary particles doubles after each �r, continuing until

E = Eem

c
(Eem

c
= 80GeV in the air). At this point, the EAS reaches its maximum

number of secondary particles.

1.11.2 Hadronic showers

Figure 1.17: Schematic of EAS development for a cosmic ray primary [99].
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When a primary cosmic ray, such as a proton, collides with the nuclei of

an air molecule (denoted as X), it initiates a cascade of particle interactions,

as depicted in Fig. 1.17. This interaction yields various charged and neutral

particles, including pions (⇡±, ⇡0), nucleons (represented as A), and kaons (K±)

as illustrated in Eq. 1.11.

p+X ! N1A+Nch⇡
± +Nch⇡

0 +N2K
±. (1.11)

where Nch is the number of ⇡± and N1 and N2 are the numbers of A and

K±, respectively. The nucleons and other particles produced continue along the

shower axis, interacting with other air nuclei. However, the neutral pion (⇡0)

has a very short lifetime and promptly decays into two photons, as shown in

Eq. 1.12. These photons initiate electromagnetic sub-showers under the influence

of surrounding air nuclei, contributing to the development of the overall cascade.

⇡0
! � + �. (1.12)

Each ⇡0 generated during this cascade process adds energy to the electromag-

netic sub-showers. As a result, a multitude of secondary photons and electron-

positron pairs (e±) are produced at the observational level, constituting the ma-

jority of secondary particles within the EAS.

If the interaction length (�⇡±) of charged pions (⇡±) is shorter than their

decay length (�⇡±), they will further interact with air nuclei. Otherwise, they

decay into muons (µ�, µ+) and the corresponding muon-neutrinos (⌫µ, ⌫µ), as

described in Eq. 1.13.

⇡�(⇡+) ! µ�(µ+) + ⌫µ(⌫µ). (1.13)

Similarly, charged kaons (K±) decay into muons, pions, and neutrinos through
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specific decay modes, as outlined in Eq. 1.14.

K�(K+) ! µ�(µ+) + ⌫µ(⌫µ),

K±
! ⇡± + ⇡0. (1.14)

The probability of decay for charged pions and kaons is higher in the up-

per atmosphere, while their probability of interaction increases with depth due

to the increase in atmospheric density. Consequently, numerous muons are pro-

duced in the upper atmosphere, o↵ering valuable insights into the early stages

of EAS development. These secondary muons possess greater penetration power

and primarily lose energy through ionization, enabling them to reach the observa-

tional level with minimal attenuation. Muons may further decay into electrons or

positrons (e�, e+) and corresponding neutrinos with a lifetime of approximately

2.2, µs, as shown in Eq. 1.15.

µ�(µ+) ! e�(e+) + ⌫e(⌫e) + ⌫µ(⌫µ). (1.15)

An extensive array of secondary particles is present at the observational level,

including photons, electrons, muons, neutrinos, charged and neutral pions, pro-

tons, neutrons, and other hadrons. The longitudinal development of the hadronic

shower can be e↵ectively modeled using established formalisms. Each nucleon in-

teracts independently for heavier primary cosmic rays with a mass number A,

carrying an energy of E0/A. Consequently, the interaction of a heavier primary,

such as iron, with air nuclei can be understood as a superposition of interactions

of its constituent nucleons. Most ground-based experiments observe extensive air

showers beyond the point of maximum shower development. It is found that,

in comparison to lighter primaries of equal energies, heavier primaries display a

greater surface depth of shower maximum. Consequently, the attenuation of the

number of electrons (Ne) is more pronounced for showers initiated by heavier

primaries, resulting in relatively smaller Ne at the observational level compared

to lighter primaries.
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1.12 Thesis motivation

The formation of matter in an extreme condition similar to those produced in the

early Universe is an important area of research and analysis in the contemporary

physics domain. The theoretical aspects for gathering knowledge and under-

standing the matter in the region of high energy density and high temperature

are provided by Quantum Chromodynamics (QCD). In this respect, studying in-

teractions between quarks and gluons and the constituents of hadrons, such as

protons and neutrons, during high-energy collisions is important. These collisions

at particle accelerators o↵er a glimpse into the conditions prevailing shortly after

the Big Bang, potentially leading to the formation of the QGP, a hypothesized

state of matter. In this thesis, we examine a broad spectrum of topics to im-

prove our knowledge of QCD matter and its consequences for the origin of the

Universe. It explores the complex dynamics of heavy-ion collisions with the goal

of reproducing QGP in controlled conditions. Analyzing various signatures such

as collective flow, strangeness enhancement, and J/ suppression develops our

understanding of the formation of the QGP. Also, we explore the origin of cos-

mic rays and their energy spectra. After that, we discuss the composition and

detection techniques using direct and indirect methods.

Furthermore, this thesis explores the e↵ects of nuclear deformation and hadron

cascade time (⌧HC) on particle production and elliptic flow in Xe+Xe collisions

at
p
sNN = 5.44 TeV using A Multiphase Transport (AMPT) model. This work

examines how nuclear deformation and cascade time influence the final state ob-

servables’ particle production and elliptic flow. We analyze the impact of hadronic

cascade time on pT-di↵erential particle ratios and elliptic flow, varying the cas-

cade time from 5 to 25 fm/c. Results show longer hadron cascade times increase

anisotropic flow, especially at very low and high pT.

Moreover, we explore the impact of magnetic fields usually generated in a
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non-central heavy ion collision, influencing the QCD matter. This study uses

the non-extensive Tsallis statistics within a hadron resonance gas model. This

study investigates a hadron gas under an external static magnetic field using

a non-extensive Tsallis distribution function. We examine energy density (✏),

entropy density (s), pressure (P ), and speed of sound (cs), and explore magne-

tization (M) to understand diamagnetic and paramagnetic e↵ects under varying

magnetic fields. By analyzing the non-extensive parameter (q), we assess the

impact of initial magnetic fields on final state observables in non-central heavy-

ion collisions, where the Tsallis distribution better describes particle transverse

momentum spectra.

Additionally, we explore the e↵ect of chemical potential at the kinetic freeze-

out boundary in pp collision, o↵ering an alternative perspective to look at the

freeze-out boundary and particle production. In this work, the charged-particle

transverse momentum spectra (pT-spectra) for pp collisions at
p
s = 7 and 13 TeV

have been analyzed using a thermodynamically consistent Tsallis non-extensive

distribution. The Tsallis function is fitted to pT-spectra, examining final state

charged-particle multiplicity for various particles: ⇡±, K±, p+p̄,�,⇤+⇤̄,⌅+⌅̄,⌦+

⌦̄. This study highlights the role of chemical potential in pp collisions at LHC

energies, suggesting a single freeze-out scenario using the Tsallis distribution.

Lastly, the thesis addresses a longstanding puzzle in cosmic ray physics, the

muon puzzle. The muon puzzle refers to a mysterious discrepancy between the

predicted and observed numbers of muons in cosmic ray events. However, cur-

rent theoretical models often need to pay more attention to the quantity of muons

detected by experiments, indicating a gap in our understanding of cosmic ray in-

teractions. The muon puzzle is one of the most important problems in cosmic

ray physics for understanding the composition and astrophysical processes and

improving the cosmic ray hadronic interaction model. In this analysis, we simu-

late the EAS using the CORSIKA simulation program, a widely used air shower

simulator of EAS for di↵erent primary particles in the Earth’s atmosphere. We
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attempt to address this puzzle and advance our understanding of cosmic ray phe-

nomena using the GRAPES-3 experiment, which provides sensitive observations

over a wide energy range. These works form the basis of the present thesis.

The thesis is organized as follows: This chapter covers the theoretical

framework of QCD and the strong force governing quark and gluon interactions.

It introduces the QGP and discusses its formation in heavy-ion collisions and

its various signatures. Additionally, it explores cosmic rays’ origin and energy

spectra, followed by an overview of detection techniques using direct and indi-

rect methods. In chapter 2, we discuss and examine the influence of nuclear

deformation and hadron cascade time in Xe+Xe collisions, shedding light on how

these factors shape particle ratios and flow patterns. In chapter 3, the impact

of external magnetic fields and non-extensive statistics on hadron gas properties,

providing insights into the interplay between magnetic e↵ects and thermodynamic

behavior in heavy-ion collisions. In chapter 4, we explore the role of chemical po-

tential at kinetic freeze-out in pp collisions, proposing an alternative perspective

on freeze-out dynamics and its implications for particle production. In chapter 5,

we discuss the GRAPES-3 detectors used for our data analysis. In chapter 6,

we present the study of muons puzzle in cosmic ray events with the GRAPES-3

experiment. In the end, in chapter 7, the results are summarised with essential

findings.
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Chapter 2

E↵ect of hadron cascade time on

particle production in Xe+Xe

collisions at
p
sNN = 5.44 TeV

using a multiphase transport

model

Heavy-ion collisions at ultra-relativistic energies create extreme conditions of en-

ergy density and temperature, producing a deconfined state of quarks and gluons

known as quark-gluon plasma (QGP). This research investigates the e↵ects of

nuclear deformation and hadron cascade time on particle production and ellip-

tic flow using the multiphase transport (AMPT) model in Xe+Xe collisions at
p
sNN= 5.44 TeV. The study examines how varying the hadronic cascade time

between 5 and 25 fm/c influences identified particle production and elliptic flow,

revealing that extended hadron cascade times enhance anisotropic flow at both

low and high transverse momentum pT.

Facilities such as the Relativistic Heavy-ion Collider (RHIC) at BNL, USA,
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and the Large Hadron Collider (LHC) at CERN, Switzerland, are designed to

create and study QGP under these extreme conditions. These collisions gener-

ate significant initial energy density and pressure, driving the system’s expan-

sion through various complex processes. Quarks and gluons interact during this

expansion, potentially forming a thermalized system that undergoes collective

expansion and hadronization into composite hadrons. The final-state particles

retain information about the initial-state conditions, with the initial geometry

influencing the spatial anisotropy, which translates into momentum anisotropy in

non-central collisions. This anisotropic flow, quantified by flow coe�cients (vn),

is a crucial signature of QGP and is described by the Fourier expansion of the

momentum distribution of final-state particles:

E
d3N

dp3
=

d2N

2⇡pTdpTdy


1 + 2

1X

n=1

vn cos[n('�  n)]

�
. (2.1)

Here ' is the azimuthal angle of particle emission, and  n is the angle relative

to the reaction plane. The second-order Fourier coe�cient of the anisotropic

flow is called elliptic flow (v2) and is sensitive to the equation of state (EoS)

and transport properties [101]. Extensive studies of v2 have been conducted

using various colliding systems (e.g., Au+Au, Cu+Cu, U+U, Xe+Xe, Pb+Pb)

at di↵erent energies, revealing that the shape of the colliding nuclei a↵ects the

initial geometry and subsequent elliptic flow [102–104].

A comparison of v2 between spherical nuclei and a deformed one in the central

collisions can establish the origin of elliptic flow due to the initial state e↵ect. Re-

cently, LHC has collided with intrinsically deformed nuclei Xenon (Xe) at
p
sNN

= 5.44 TeV, which also bridges the final state charged particle multiplicity gap

between the smaller systems (p+p and p+Pb) and larger system (Pb+Pb). For

the most central collisions (0–5%), the v2 is found to be ⇠ 35% higher in Xe+Xe

as compared to Pb+Pb [105]. Further, the violation of quark participant scaling

of identified particle v2 is also observed for the Xe+Xe system, like other colliding
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systems having spherical nuclei [106, 107]. The system produced in heavy-ion col-

lisions evolves through di↵erent stages, with the hadronic phase occurring between

chemical and kinetic freeze-out boundaries. During this phase, elastic collisions

continue until kinetic freeze-out, potentially altering final-state hadrons’ momen-

tum distribution and anisotropy. This e↵ect, influenced by the hadronic phase

lifetime and the collision energy, can be explored using models like AMPT. Previ-

ous studies have examined the impact of the hadronic phase on v2 and resonance

production using spherical nuclei [108], but analyzing these e↵ects with deformed

nuclei like Xe provides new insights. Particle production mechanisms in heavy-

ion collisions can be understood by analyzing pT-di↵erential particle ratios, which

reflect di↵erent production processes at various pT scales [109]. At low pT, identi-

fied particle spectra are influenced by radial flow, as observed in central heavy-ion

collisions at the LHC and explained by hydrodynamic models [110, 111]. Radial

flow shifts heavier particles to higher pT, enhancing heavier-to-lighter particle ra-

tios. At intermediate pT, baryon-to-meson ratios, such as p/⇡, are enhanced due

to coalescence mechanisms and radial flow. At the same time, high-pT regions

are dominated by jet fragmentation and perturbative QCD processes. Interac-

tions during the hadronic phase, influenced by phase lifetime and cross-sections,

can further modify these ratios. In this study, we thoroughly examine the im-

pact of the hadronic phase lifetime (also known as the hadronic cascade time) on

pT-di↵erential particle ratios, as well as on pT-di↵erential and integrated elliptic

flow. We utilize the AMPT model (string melting version) to generate events

with hadronic phase times ranging from 5 to 25 fm/c. Let’s discuss the AMPT

model in more detail in the following section 2.1.

2.1 A multiphase transport (AMPT) model

This study employs the multiphase transport (AMPT) hybrid model [112–114],

which includes four key components: the heavy-ion jet interaction generator (HI-
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JING) for collision initialization [115], Zhang’s parton cascade model (ZPC) for

parton transport post-initialization, the Lund string fragmentation or quark co-

alescence model for hadronization, and a relativistic transport (ART) model for

hadron transport. The di↵erential cross-section of the produced min-ijet particles

in p+p collisions is calculated in the HIJING model, which is given by:

d�

dp2
T
dy1 dy2

= K
X

a,b

x1fa(x1, p
2

T1
) x2fb(x2, p

2

T2
)⇥

d�̂ab
dt̂

. (2.2)

Where � and t̂ are the produced particles’ cross-section and the momentum

transfer during partonic interactions in p+p collisions, respectively. xi’s and

f(x, p2
T
)’s represent the momentum fraction of the mother protons which are car-

ried by interacting partons and the parton density functions (PDF) accordingly.

HIJING integrates a Glauber model’s shadowing and nuclear overlap functions to

transform parton interactions from p+p to A+A and p+A collisions. Nucleon dis-

tributions in spherical nuclei like Au and Pb are modeled using the Woods-Saxon

(WS) distribution [116], while deformed nuclei like Xenon utilize a modified WS

(MWS) distribution with deformation parameters �n and spherical harmonics

Ynl(✓) [117–119].

The nucleon density in a nucleus follows a three-parameter Fermi distribu-

tion [120]:

⇢(r) = ⇢0


1 + w(r/R)2

1 + exp[(r �R)/a]

�
. (2.3)

Here, ⇢0 is the nuclear matter density in the center of the nucleus, w adjusts

for surface deviations, a is the surface thickness, R is the nuclear radius, and r

is the radial distance. Hence, the reduced nucleonic density function [121] for a

spherical nucleus can be written as,

⇢(r) =
⇢0

1 + exp[(r �R)/a]
. (2.4)

The radius parameter, R, can be modified for an axially symmetric deformed
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nucleus like Xe. The modified Woods-Saxon nuclear radius [122] is given by:

RA⇥ = R[1 + �2Y20(✓) + �4Y40(✓)]. (2.5)

Here, the �i’s are deformation parameters. In case of Xenon nucleus, the de-

formation parameters, �2= 0.162 and �4= -0.003, which are taken from Ref. [123,

124]. The spherical harmonics, Y20, and Y40 are given by [125]:

Y20(✓) =
1

4

r
5

⇡
(3 cos2✓ � 1),

Y40(✓) =
3

16
p
⇡
(35 cos4✓ � 30 cos2✓ + 3). (2.6)

The positions of nucleons within the distribution, ⇢(r), are illustrated using

the volume element r2sin✓ dr d✓ d� [126]. For random orientation of nuclei,

position configurations are measured using both polar angle (angle between major

axis and beam axis) ⇥ in [0, ⇡] and azimuthal angle (angle between major axis

and impact parameter) � within limits [0, 2⇡]. Both target and projectile nuclei

are rotated event-by-event in ⇥ and � space. In this paper, calculations have

been done only with random orientation, which means unpolarized and averaged

value over random ⇥ and � [127]. The ZPC model [128] transports quarks and

gluons using the Boltzmann transport equation:

pµ@µf(x, p, t) = C[f ]. (2.7)

The leading order equation showing interactions among partons is approxi-

mately given by
d�̂gg
dt̂

⇡
9⇡↵2

s

2(t̂� µ2)2
. (2.8)

Where �gg is the gluon scattering cross-section and ↵s is the strong coupling

constant. Here, µ2 is the cuto↵ used to avoid infrared divergences that may occur

if the momentum transfer, t̂, goes to zero during scattering. In the AMPT-SM

version, colored strings melt into low momentum partons which take place at the

start of the ZPC and are calculated using the Lund FRITIOF model of HIJING.
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These resulting partons undergo multiple scattering when any two partons are

within minimum separation that is given by d 

p
�/⇡, where � is the scattering

cross-section of the partons. The hadronization occurs via coalescence [129, 130],

followed by hadronic evolution in the ART model where interactions occur among

meson-meson, baryon-baryon, and meson-baryon before we get the final state

hadrons [131, 132]. This study uses AMPT version 2.26t7, setting the partonic

cross-section (�gg) to 10 mb, and the Lund string fragmentation parameters a =

2.2 and b = 0.5/GeV2. Note that we have kept the hadron level decay flagged as

o↵ for � and K0

s
to study these particles in the final state. The hadron cascade

time is controlled by the parameters named NTMAX and DT. By varying DT,

we have generated the data in the AMPT-SM for the hadron cascade times from

5 to 25 fm/c within a time interval of 5 fm/c. Since the hadronic phase lifetime

for the default version of the AMPT is 30 fm and the lower limit obtained from

the study of re-scattering e↵ect using resonances with experimental data is ⇠

2–4 fm [133, 134], we have taken such an interval of hadron cascade-time for our

studies.

After comprehensively examining the AMPT model, we now transition to the

results and discussion section. In this section, we analyze our findings o↵ering a

complete study and interpretation of the data.

2.2 Results and Discussion

In this work [135], we have investigated the pT-di↵erential particle ratios, as well

as pT-di↵erential and pT-integrated elliptic flow for both identified and charged

particles across various centralities. The study focuses on Xe+Xe collisions at
p
sNN = 5.44 TeV, using events generated by the AMPT-SM model, which in-

corporates the deformation e↵ect of Xe nuclei. Events were generated over a

range of hadronic cascade times from 5 to 25 fm/c in 5 fm/c intervals. We ana-

lyzed the pT-di↵erential identified particle ratios with respect to (⇡+ + ⇡�) and
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Figure 2.1: pT-di↵erential particle ratios of K±, p(p̄), � and ⇤(⇤̄) to ⇡± in Xe+Xe

collisions at
p
sNN = 5.44 TeV for (20–30)% centrality class. Di↵erent symbols

show various hadron cascade times. The vertical lines on the data points are the

statistical uncertainties [135].

(p+p̄). Additionally, we examined the quark participant scaled elliptic flow for

identified particles such as (⇡+ + ⇡�), (K+ +K�), (p+p̄), �, and (⇤ + ⇤̄). The

pT-di↵erential identified particle ratios are influenced by the hadronic cascade

time, depending on the particles’ scattering cross-sections in the hadronic phase

and the duration of this phase. Further, the multiple scattering of the final state

particles may modify their azimuthal direction and transverse momentum, which
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Figure 2.2: pT-di↵erential particle ratios of K±, p(p̄), � and ⇤(⇤̄) to ⇡± in Xe+Xe

collisions at
p
sNN = 5.44 TeV for (50–60)% centrality class. Di↵erent symbols

show various hadron cascade times. The vertical lines on the data points are the

statistical uncertainties [135].

will be reflected on the pT-di↵erential and pT-integrated elliptic flow. Our main

objective is to quantify the e↵ect of hadronic cascade time (⌧HC) on observables

like pT-di↵erential particle ratios and elliptic flow in the Xe+Xe collision system.

This research aims to enhance our understanding of particle production dynamics

and the influence of hadronic cascade time, considering the finite hadronic phase

lifetime at LHC energies, even in smaller collision systems.
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2.2.1 Identified pT-di↵erential particle ratios

Figure 2.3: pT-di↵erential particle ratios of � to p in Xe+Xe collisions at
p
sNN

= 5.44 TeV for (20–30)% (left) and (50–60)% (right) centrality classes. Di↵erent

symbols show various hadron cascade times. The vertical lines in the data points

are the statistical uncertainties [135].

Figures 2.1 and 2.2 show the ratios of K+ + K�, p+p̄, �, and ⇤ + ⇤̄ to

pions as functions of transverse momentum for centrality classes of (20–30)% and

(50–60)%. These ratios are presented for di↵erent hadronic cascade times. The

production rate of these identified particles relative to pions increases with pT,

attains a maximum value in the intermediate pT range (2–3 GeV/c). This trend

is consistent across all hadronic cascade times. At lower transverse momentum

(pT < 1 GeV/c), there is a notable impact of hadronic cascade time on �/⇡ and

p/⇡ ratios, with a maximum deviation of about 40% for ⌧HC = 5 fm/c compared

to 25 fm/c. However, this trend reverses for pT > 1 GeV/c. Additionally, the

hadronic cascade time has a smaller e↵ect on strange particle ratios like K/⇡ and

⇤/⇡. In the (50–60)% centrality class, the deviation in the �/⇡ ratio is more

pronounced at lower pT compared to the (20–30)% centrality class.
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Furthermore, we explored the e↵ect of hadronic cascade time on the �/p pT-

di↵erential ratio, as these particles have nearly similar masses. Figure 2.3 shows

the �/p ratio as a function of pT in (20–30)% and (50–60)% centrality classes

for various hadronic cascade times. The ratio increases with pT and begins to

saturate after pT = 1 GeV/c in both centrality classes, with further enhancement

at higher pT. A similar trend holds for all hadronic cascade times. The lower

panels of the figures reveal a clear dependence on ⌧HC , especially in the (50–60)%

centrality class, where the ratio increases as ⌧HC decreases, showing a maximum

deviation of about 30% for ⌧HC = 5 fm/c compared to 25 fm/c.

This study underscores the importance of various processes in the hadronic

phase and their impact on pT-di↵erential identified particle ratios. This insight

prompts further investigation into the e↵ect of hadronic cascade time on another

crucial observable elliptic flow, which will be discussed in the next section, 2.2.2.

2.2.2 Elliptic flow (v2)

To be in line with the experimental procedure for estimating elliptic flow, this

study employs the two-particle correlation method to compare AMPT data di-

rectly. Details of this method can be found elsewhere [136]. The two-particle

correlation method o↵ers the advantage of incorporating a proper pseudorapidity

cut, e↵ectively reducing significant residual non-flow e↵ects in elliptic flow. Non-

flow e↵ects refer to azimuthal correlations arising from jets and resonance decays

unrelated to the symmetry planes. Figure 2.4 shows the charged particle elliptic

flow as a function of pT for both (20–30)% and (50–60)% centrality classes. Here,

we have compared the pT-di↵erential elliptic flow generated for the two extreme

cases, ⌧HC = 5 fm/c and 25 fm/c for both the centrality classes. The elliptic flow

increases with pT, reaching a maximum at around 2–2.5 GeV/c. Higher v2 values

are observed for peripheral collisions ((50–60)%) compared to semi-central colli-

sions ((20–30)%). These results are also compared with the pT-di↵erential elliptic
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Figure 2.4: pT-di↵erential elliptic flow of charged particles in Xe+Xe collisions

at
p
sNN = 5.44 TeV for (20-30)% and (50-60)% centrality classes. Di↵erent

symbols show various hadron cascade times [135]. The results are compared with

the ALICE data [105].

flow of charged particles measured by ALICE for both centrality classes. The ob-

served trends qualitatively match the ALICE data, showing a higher elliptic flow

for the (50–60)% centrality class, consistent with experimental observations.

This can be attributed to the initial momentum anisotropy due to the geom-

etry of the overlapping region formed after collisions, which is more pronounced

in peripheral collisions. When considering di↵erent hadronic cascade times, the

pT-di↵erential elliptic flow exhibits similar behavior in both (20–30)% and (50–

60)% centrality classes. A higher cascade time for both centralities results in a

more anisotropic azimuthal distribution of final state particles in the high- and

very low-pT regions. However, the intermediate-pT region appears less a↵ected

by the hadronic cascade time.

The particle production via quark coalescence can be validated by examining

the elliptic flow of baryons and mesons at intermediate pT, after scaling both pT
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Figure 2.5: pT-di↵erential particle ratios of � to p in Xe+Xe collisions at
p
sNN

= 5.44 TeV for (20–30)% (left) and (50–60)% (right) centrality classes. Di↵erent

symbols show various hadron cascade times. The vertical lines in the data points

are the statistical uncertainties [135].

and v2 by the number of constituent quarks nq. In the AMPT model with string

melting mode, mesons and baryons form when a quark-antiquark pair and three

quarks come close together in phase space. Under these conditions, the elliptic

flow for baryons is higher than that for mesons at intermediate pT due to the

recombination e↵ect. Figure 2.5 represents the constituent quark-scaled v2 as a

function of pT/nq. For this analysis, both the elliptic flow and pT are scaled by 2

for mesons (such as pions, kaons, and �) and by 3 for baryons (such as protons

and ⇤). We can clearly see the violation of the scaling behavior in both (20–30)%

and (50–60)% centrality classes at ⌧HC = 25 fm/c, which are in line with the

deviations that are already reported in ALICE [137] and several experimental

studies performed at LHC energies [138]. We have explicitly checked that this

violation is also observed for ⌧HC = 5 fm/c, indicating that hadron cascade-time

has no role in the quark-participant scaling violation in the elliptic flow.
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Figure 2.6: pT-integrated elliptic flow of the charged particles in Xe+Xe colli-

sions at
p
sNN = 5.44 TeV for (0-10)%, (10-20)%, (20-30)%, (30-40)%, (40-50)%

and (50-60)% centrality classes. Di↵erent symbols show various hadron cascade

times [135].

Additionally, to explore the impact of hadronic cascade time on the bulk part

of the system with respect to centrality, we examined the pT-integrated elliptic

flow of charged particles. Inspired by the ALICE kinematic acceptance, we have

considered the charged tracks with pT lying between 0.2 to 3 GeV/c. Figure 2.6

shows the pT-integrated elliptic flow as a function of centrality for di↵erent ⌧HC

values. Moving from central to peripheral collisions, the pT-integrated v2 increases

for all hadronic cascade times. To quantify the dependence on hadronic cascade

time, the lower panel of Fig. 2.6 shows the ratio relative to 25 fm/c. We do not

observe a significant dependence of the pT-integrated v2 on the hadronic cascade

time, though we see a clear dependence on hadronic cascade time in the case of

the pT-di↵erential v2.
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2.3 Summary

In this analysis, we have explored the e↵ect of hadronic cascade-time (⌧HC) on the

pT-di↵erential identified particle ratios, pT-di↵erential and pT-integrated elliptic

flow in Xe+Xe collision at
p
sNN = 5.44 TeV using the data generated from

the AMPT-SM version. In the AMPT-SM, the participation of soft partons

originating from the string melting process in partonic scatterings results in an

increased elliptic flow compared to the default AMPT. In addition, it allows for

modifying the final state hadronic phase lifetime by varying the number of time

steps in a hadron cascade and/or the length of the time step. The significance of

the hadronic cascade time on particle production depends on the scattering cross-

section among the final state particles and the duration of the hadronic phase.

This study is more significant in looking into the larger hadronic phase lifetime at

the LHC energies. We see a considerable dependence of identified particle ratios

and elliptic flow on the ⌧HC when studied as a function of pT and centrality. The

essential findings of this study are summarised below:

• Significant dependence of pT-di↵erential particle ratios for �/⇡ and p/⇡ on

⌧HC is observed at low pT, which is higher for �/⇡ ratio. With higher ⌧HC,

the low pT particles shift towards intermediate and higher pT region due to

more interactions which are reflected in the particle ratios.

• To cancel out the mass dependence on ⌧HC, we have looked into the �/p pT-

di↵erential particle ratio. We see a scaling of this ratio for 50-60% centrality

class with ⌧HC. However, we see a significant dependence of ⌧HC on �/p ratio

at intermediate pT region for mid-central collisions.

• The pT-di↵erential charged particle elliptic flow is higher for ⌧HC = 25 fm/c

compared to 5 fm/c at very low and high-pT region. This indicates that

added anisotropy in the azimuthal distribution of the charged particles
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might originate from multiple scattering in the hadronic phase with higher

⌧HC.

• In line with the experimental results obtained at the LHC energies, we do

not observe any scaling behavior with the number of constituent quarks

(nq) on elliptic flow. The hadron cascade time has no e↵ect on the quark-

participant scaling violation in the elliptic flow is supposed to be an initial

state e↵ect in contrast to the hadronic rescattering, which is a final state

e↵ect.

• To see the e↵ect of hadronic cascade-time over the bulk of the medium, we

have estimated the pT-integrated charged particle elliptic flow in di↵erent

centrality classes. We found the pT-integrated charged particle elliptic flow

is almost independent of the hadronic cascade time. This might be due to

the compensation of anisotropy over di↵erent pT regions.

More precisely, we observe the e↵ect of hadron cascade time on pT-di↵erential

identified particle ratios, pT-di↵erential, and integrated charged particle elliptic

flow. We see an interplay of di↵erent hadronic phase e↵ects, such as scattering

cross-sections, hadronic phase lifetime, and momentum anisotropy inherited from

initial collision geometry on these observables.
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Chapter 3

E↵ect of magnetic fields and

non-extensive statistics in a

hadron resonance gas

Non-central collisions of heavy ions at ultra-relativistic energies represent a unique

scenario in creating magnetic fields of significant strength in the laboratory. Such

magnetic fields emerge during the initial stages of collision, potentially a↵ecting

the properties of Quantum Chromodynamics (QCD) matter formed in relativistic

heavy-ion collisions. The transient nature of the magnetic fields leaves its remi-

niscence, significantly a↵ecting the final state dynamics i .e. thermodynamic and

transport properties. In this study, we explore the thermodynamic properties of

a hadron gas under the influence of an external static magnetic field, employing

a thermodynamically consistent non-extensive Tsallis distribution function.

The thermodynamic observables, including energy density (✏), pressure (P ),

entropy density (s), and square speed of sound (c2
s
), are the main focus of the

study. Furthermore, a study of magnetization (M) highlights the complex inter-

action between the paramagnetic and diamagnetic characteristics of the system

under varying magnetic field intensities. In addition, to understand the system’s
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behavior near and far from equilibrium, we study the e↵ect of the non-extensive

parameter (q) on the observables noted above. The aim of this study is to ana-

lyze the impact of the initial magnetic field on final state observables in an away-

from-equilibrium scenario specific to non-central heavy-ion collisions, in which

the non-extensive Tsallis statistical distribution function better describes parti-

cle transverse momentum spectra. The following section will examine the impact

of heavy-ion collisions in magnetic fields.

3.1 E↵ect of the magnetic field in heavy-ion col-

lisions

The Biot-Savart law, the fundamental law of electromagnetism, elucidates how

moving electric charges can produce magnetic fields (B). Analogously, in rela-

tivistic colliders, the fast and oppositely directed motion of spectator protons in

peripheral heavy-ion collisions generate magnetic fields of considerable strength as

the colliding beams carry a large positive electric charge [139–141]. These colliders

a↵ord a unique tool to probe and comprehend the QCD phase diagram across a

broad spectrum of temperatures (T ) and baryon-chemical potentials (µB). These

parameters are vital in understanding the equation of state (EoS) governing the

evolution of systems formed in such collider experiments. Notably, in experiments

like STAR at the Relativistic Heavy Ion Collider (RHIC) and ALICE at the Large

Hadron Collider (LHC), where heavy ions collide to explore resulting QCD mat-

ter, magnetic fields of the order eB s (m2

⇡
) s 1018G [142] and eB s (15m2

⇡
),

respectively where m⇡ is the mass of a pion have been observed [143, 144]. These

values are astronomically more prominent than the strongest man-made steady

magnetic field in the laboratory. Such strong magnetic fields are anticipated in

dense neutron stars [145, 146] and might have influenced the electroweak transi-

tion during the early universe [147, 148]. Moreover, the magnetic field created on
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Earth in the form of an electromagnetic shock wave is s 107 G, and the calculated

value of the magnetic field inside a neutron star is 1010 � 1013 G [149, 150]. For

a physical comparison, the magnitude of Earth’s magnetic field at its surface is

around 0.25 - 0.65 G. Studying the e↵ects of the transitory magnetic field pro-

duced in a heavy-ion collision on hot and dense matter formed in such collisions

is important since it may be the strongest magnetic field yet measured in nature.

Hence, apart from T and µB, the parameter B can a↵ect the EoS, and therefore,

it can have a crucial role in understanding the phase diagram.

Despite the immense strength of the electromagnetic field generated in heavy-

ion collisions, its duration is concise. For instance, in Au + Au collisions at
p
sNN = 200 GeV, the maximum electromagnetic field strength is of the order

5m2

⇡
, lasting only about 0.3 fm/c [141, 144]. Although the initially produced

magnetic field almost decays with the evolution of matter created in the o↵-

central collisions, the initially produced magnetic field is practically not observed

in the final state. However, as mentioned earlier, the strength of the initially

produced magnetic field is so enormous that it can a↵ect the EOS of the matter

produced in the collisions and whose e↵ect should be observed in the final state

observables. Furthermore, the existence of electrical conductivity will delay the

decay of this transient magnetic field significantly, which might mean that even

in the hadronic phase, a relatively small magnetic field can be present. We choose

a static magnetic field for simplicity and focus on a final state hadronic system,

as the magnetic field is transitory and di�cult to include in early pre-equilibrium

phases within theoretical models. Analogous to away-from-equilibrium systems

observed in non-central heavy-ion collisions, we adopt a non-extensive statistical

distribution function with a magnetic field to analyze various thermodynamic

properties. In the following section, we discuss the hadron resonance gas (HRG)

as we implement the e↵ect of magnetic field and non-extensive statistics.
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3.2 Hadron resonance gas (HRG) model

A prominent phenomenological model for explaining the thermodynamics of hadronic

matter, especially in heavy-ion collisions and the Quark-Gluon Plasma (QGP), is

the Hadron Resonance Gas (HRG) model. The HRG model is a statistical boot-

strap model suggested by Rolf Hagedorn. A gas of free hadrons and resonances

can describe the thermodynamics of a system composed of hadrons. The fun-

damental concept is that the interaction among hadrons can e↵ectively include

higher mass resonances in the thermodynamic ensemble [151]. The model treats

these resonances as non-interacting particles, simplifying the partition function

estimation. As the partition function is the crucial component of the system’s

thermodynamics, it encodes all the information regarding the system. In the HRG

model, the partition function is calculated by adding all the hadron states, includ-

ing the resonances. In general, the HRG model considered interactions among

hadron. To account for the attractive and repulsive forces between hadrons and

their finite size, Van der Waals interactions are one such extension. The Ex-

cluded Volume HRG model [151] is the name of this expanded model. The HRG

model has successfully described the equation of the state of QCD matter at

temperatures below the deconfinement transition temperature. It has been used

to fit experimental data from the heavy-ion collisions, such as particle yield and

fluctuations, and compare with the lactic QCD results [152]. The HRG model

investigates the QCD phase diagram as its most fascinating feature. The many

phases of quark matter are plotted against temperature and baryon chemical po-

tential on the QCD phase diagram. Understanding the hadronic phase and the

transition to the QGP is aided by the HRG model. Quantum statistics have been

incorporated into the HRG model, and their implications for the critical point of

QCD are being examined. A first-order phase transition is thought to occur at

the critical point, a hypothetical position on the QCD phase diagram, as opposed

62



3.3 Tsallis non-extensive statistics

to a smooth crossover [151].

The dispersion relation of a particle moving in a nonzero magnetic field is

expressed as [153–161]

E =

r
p2
z
+m2 + 2|e|(k � sz +

1

2
)B. (3.1)

Where k is any positive integer corresponding to allowed Landau levels, e is

the charge of the particle under consideration, sz is the component of spin along

the z-direction, and B is the magnetic field strength. Here pz is the momentum

of the particle along the z-direction, and m is its corresponding mass.

Thus, the energy for neutral (n) and charged particles (c) in the presence of

an external magnetic field are respectively given by,

Ei,n =
q

p2 +m2

i
. (3.2)

Ei,c(pz, k, sz) =
q

p2
z
+m2

i
+ 2|ei|B(k + 1/2� sz). (3.3)

In the current investigation, the hadrons taken into account extend from pions

up to the baryon mass of 1.2 GeV, as listed in the particle data book [162],

and are tabulated in table 3.1. In this approach, we have taken the spin of

the hadrons for s = 0, 1/2, and 1, respectively. Moreover, the simple formula 3.3

adequately describes the dispersion relation of a spin-3/2 particle and is therefore

not obvious. In fact, unlike other spin, the s = 3/2 would negatively contribute

to the system’s pressure for any nonzero magnetic field, marking an instability in

the theory [155]. For this reason, we do not consider resonances with s = 3/2 or

higher in the model.

3.3 Tsallis non-extensive statistics

In literature, several studies have examined the e↵ect of external magnetic fields

on hadron gas [154–157]. Unlike previous works, the present study investigates
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Table 3.1: List of hadrons and resonances taken into account in the HRG de-

scription.

Hadron m(GeV) |e| Spin Deg. Hadron m(GeV) |e| Spin Deg.

⇡± 0.135 1 0 2 p 0.938 1 1/2 2

⇡0 0.135 0 0 1 n 0.938 0 1/2 2

K± 0.495 1 0 2 ⌘0 0.958 0 0 1

K0 0.495 0 0 2 f0 0.980 0 0 1

⌘ 0.548 0 0 1 a0 0.980 0 1 1

⇢± 0.776 1 1 2 � 1.020 0 1 1

⇢ 0.776 0 1 1 ⇤ 1.116 0 1/2 1

! 0.782 0 1 1 h1 1.170 0 1 1

K⇤± 0.892 1 1 2 ⌃± 1.189 1 1/2 2

K⇤0 0.892 0 1 2 ⌃0 1.189 0 1/2 1

the hadron gas system away from equilibrium and under the influence of the

external magnetic fields. It is observed at RHIC [163, 164] and LHC [165–169]

energies that the transverse momentum spectra of particles produced in pp and

peripheral heavy-ion collisions deviate from the standard Boltzmann-Gibbs (BG)

distribution. Fig. 3.1 depicts a comparative analysis between the distributions

proposed by Tsallis and Boltzmann, as measured by the ALICE Collaboration

in pp collisions at
p
s = 0.9 TeV [170]. The experimental transverse momentum

distributions were subjected to fitting procedures employing the Boltzmann dis-

tribution, the Tsallis distribution, and expansions of the Tsallis distribution up

to the first and second order of (q-1). Notably, the Tsallis fits show excellent

agreement with the data from pp collisions [169].

The BG distribution accurately describes the low-pT part of the spectra, while

a power-law type distribution fits the high-pT region. Traditionally, two distribu-

tion functions described the entire pT range. However, the Tsallis non-extensive
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Figure 3.1: Fits the normalized di↵erential yields of ⇡+ as measured by the ALICE

Collaboration in pp collisions at
p
s = 0.9 TeV [170] fitted with the Tsallis (solid

line) and Boltzmann distributions (dashed line). Additionally, variations of the

Tsallis distribution were explored: a fit retaining terms to first order in (q-1) is

represented by the dash-dotted line, while a fit retaining term to second order in

(q-1) is shown as the dotted line. The bottom panel shows the di↵erence between

model (M) and experiment (E) normalized to the model (M) values [169].
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distribution has been shown to e↵ectively explain the pT spectra across the en-

tire range. This has motivated us to use a thermodynamically consistent form of

the Tsallis distribution function for the present work. Such a distribution func-

tion has been used extensively to study the thermodynamical properties of the

systems formed in heavy-ion collisions [171–173]. The Tsallis distribution intro-

duces a parameter known as the non-extensive parameter (q), which measures

the degree of deviation from equilibrium. A q value of 1 indicates an equilibrium

state (BG scenario), while values between 1 and 11/9 [174] reflect the system’s

deviation from equilibrium. Given that the systems formed in pp and peripheral

heavy-ion collisions are typically out of equilibrium, it is appropriate to consider

the non-extensive parameter in the current study.

A generalized statistical approach must address the systems under consider-

ation so that, within an appropriate limit, the generalized statistics are reduced

to the BG statistics. Tsallis statistics, which generalize BG statistics, have suc-

cessfully described systems with long-range correlations using generalized entropy

given by,

Sq ⌘ k
1�

P
W

i=1
pq
i

q � 1
, with (q 2 R;

WX

i=1

pi = 1). (3.4)

where, Sq is the Tsallis entropy, k is the Boltzmann constant, pi is the prob-

abilty of the system being in the ith microstate, W is the total number of mi-

crostates, and q is the non-extensive parameter. It is immediately verified that,

when q ! 1, Sq approaches the Boltzmann entropy (SB), given by,

SB = lim
q!1

Sq = �k
WX

i=1

pi ln pi. (3.5)

The non-extensivity parameter, q, describes the deviation of thermodynamic

systems from an equilibrium distribution. The physical interpretation of the non-

extensive parameter has become crucial in Tsallis statistics and its applications

to high-energy physics. The name non-extensivity arises from the non-additive

(often anointed as pseudo-additive) nature of the entropy, which is shown below,
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Sq(A+B) = Sq(A) + Sq(B) + (1� q)Sq(A)Sq(B). (3.6)

Here, A and B are two independent systems in that the probabilities of the

microstates of A+B factorize into those of A and B. The additive nature of the

entropy can be restored when q ! 1, which is the case for the BG statistics. Fur-

ther, we introduce the thermodynamically consistent Tsallis distribution function

as [175–179],

f(E, q, T, µ) =
1

exp
q

�
E�µ

T

� . (3.7)

Where the q-exponential function is expressed as:

exp
q
(x) ⌘

8
><

>:

[1 + (q � 1)x]
1

q�1 if x > 0,

[1 + (1� q)x]
1

1�q if x  0,
(3.8)

where, x = (E�µ)/T . Here, E, µ, T , and q are the energy, chemical potential,

temperature, and the non-extensive parameter, respectively. It is worth noting

that in the limit, q ! 1, the standard q-exponential function reduces to,

lim
q!1

exp
q
(x) = exp(x). (3.9)

To achieve thermodynamic consistency, an extra power of q is required in the

distribution function:

f q(E, q, T, µ) =
1

[1 + (q � 1)E�µ

T
]

q
q�1

. (3.10)

Numerically, the di↵erence between Eq. 3.7 and Eq. 3.10 is insignificant as

the value of q is always close to 1 for hadronic and nuclear collisions at relativis-

tic energies. Since 2012, this modified form of the Tsallis distribution function

(Eq. 3.10) has been widely used in the community and is popularly termed a

thermodynamically consistent Tsallis distribution function. The thermodynami-

cal quantities such as number density (n), energy density (✏), pressure (P ), and
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entropy density (s) in non-extensive statistics, can be obtained from the following

relations:

n = g

Z
d3p

(2⇡)3


1 + (q � 1)

E � µ

T

� �q
q�1

, (3.11)

✏ = g

Z
d3p

(2⇡)3
E


1 + (q � 1)

E � µ

T

� �q
q�1

, (3.12)

P = g

Z
d3p

(2⇡)3
p2

3E


1 + (q � 1)

E � µ

T

� �q
q�1

, (3.13)

s = �g

Z
d3p

(2⇡)3


f � f q

1� q
� f

�
, (3.14)

where g is the degeneracy factor. The first and second laws of thermodynamics

are described by the following two di↵erential relations [180]:

d✏ = Tds+ µdn, (3.15)

dP = sdT + ndµ. (3.16)

Thermodynamic consistency demands that the subsequent relations be satis-

fied.

T =
@✏

@s

����
n

, (3.17)

n =
@P

@µ

����
T

, (3.18)

s =
@P

@T

����
µ

, (3.19)

µ =
@✏

@n

����
s

. (3.20)

It is to be emphasized that Eq. 3.17 shows the variable T appearing in Eq. 3.10

obeys the thermodynamic relation and hence, the parameter T can be called
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a temperature, albeit for a system obeying Tsallis and not Boltzmann–Gibbs

statistics. The detailed derivation is presented in [177, 178]. This work further

demonstrates the thermodynamic consistency of these observables in the presence

of an external magnetic field, as detailed in the following section.

3.4 Thermodynamic consistency of Tsallis dis-

tribution function in the presence of an ex-

ternal magnetic field

Before calculating the thermodynamic observables in this study, it is imperative

to assess the thermodynamic consistency of Tsallis statistics under the influence

of an external magnetic field. The specific form of distribution function given by

Eq. 3.10 is employed in this investigation. Now, one can show its thermodynamic

consistency as follows [153].

Note that one of the relevant constraints is given by the average number of

particles, , i.e.
X

i

f q

i
= N. (3.21)

Correspondingly, the energy of the system gives a constraint,

X

i

f q

i
Ei = E. (3.22)

Here, Ei stands for both Ei,n and Ei,c(pz, k, sz) and fi stands for f(E, q, T, µ),

which are defined in the formulation part. The first and second laws of thermo-

dynamics follow the modified di↵erential relations in the presence of an external

magnetic field,

d✏ = Tds+ µdn+ (eB)dM, (3.23)

dP = sdT + ndµ+Md(eB). (3.24)
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Here, ✏ = E/V , s = S/V , n = N/V , and M = M/V are the energy, entropy,

particle, and magnetization density, respectively. Thermodynamic consistency

demands that the subsequent relations be satisfied.

T =
@✏

@s

����
n,M

, (3.25)

n =
@P

@µ

����
T,eB

, (3.26)

s =
@P

@T

����
µ,eB

, (3.27)

µ =
@✏

@n

����
s,M

, (3.28)

eB =
@✏

@M

����
n,s

, (3.29)

M =
@P

@(eB)

����
T,µ

. (3.30)

Now one proceeds to calculate Eq. 3.25, which can be explicitly written as,

@E

@S

����
n,M

=
@E

@T
dT + @E

@µ
dµ+ @E

@(eB)
d(eB)

@S

@T
dT + @S

@µ
dµ+ @S

@(eB)
d(eB)

=
@E

@T
+ @E

@µ

dµ

dT
+ @E

@(eB)

d(eB)

dT

@S

@T
+ @S

@µ

dµ

dT
+ @S

@(eB)

d(eB)

dT

. (3.31)

One of the additional constraint is that n is kept fixed, which leads to,

dn =
@n

@T
dT +

@n

@µ
dµ+

@n

@(eB)
d(eB) = 0

)
dµ

dT
= �

"
@n

@T
+ @n

@(eB)

d(eB)

dT

@n

@µ

#
. (3.32)

Now we calculate each term of Eq. 3.31, which can be explicitly written as

follows:
@E

@T
=

X

i

qEif
q�1

i

@fi
@T

, (3.33)
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@E

@µ
=

X

i

qEif
q�1

i

@fi
@µ

, (3.34)

@n

@T
=

1

V

"
X

i

qf i
q�1

@fi
@T

#
, (3.35)

@n

@µ
=

1

V

"
X

i

qf i
q�1

@fi
@µ

#
, (3.36)

@S

@T
=

X

i

q


�f q�1

i
+ (1� fi)q�1

q � 1

�
@fi
@T

, (3.37)

@S

@µ
=

X

i

q


�f q�1

i
+ (1� fi)q�1

q � 1

�
@fi
@µ

, (3.38)

@E

@(eB)
=

X

i

qEif
q�1

i

@fi
@(eB)

, (3.39)

@n

@(eB)
=

1

V

"
X

i

qf i
q�1

@fi
@(eB)

#
, (3.40)

@S

@(eB)
=

X

i

q


�f q�1

i
+ (1� fi)q�1

q � 1

�
@fi
@(eB)

, (3.41)

Where,

(1� fi)
q�1 = f q�1

i


1 +

(q � 1)(Ei � µ)

T

�
. (3.42)
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With these substitutions, the numerator of Eq. 3.31 becomes,

@E

@T
+

@E

@µ

dµ

dT
+

@E

@(eB)

d(eB)

dT

=
X

i

qEif
q�1

i

@fi
@T

�

X

i

qEif
q�1

i

@fi
@µ

"
@n

@T
+ @n

@(eB)

d(eB)

dT

@n

@µ

#

+
X

k

qEkf
q�1

k

@fk
@(eB)

d(eB)

dT

=
X

i

qEif
q�1

i

@fi
@T

�

P
j
qEjf

q�1

j

@fj

@µ

P
i
qf q�1

i

@fi

@TP
j
qf q�1

j

@fj

@µ

�

P
j
qEjf

q�1

j

@fj

@µ

P
k
qf q�1

k

@fk

@(eB)

d(eB)

dTP
j
qf q�1

j

@fj

@µ

+
X

k

qEkf
q�1

k

@fk
@(eB)

d(eB)

dT

=
q
hP

i,j
EiCij +

P
j,k

EjDjk

d(eB)

dT

i

P
j
f q�1

j

@fj

@µ

. (3.43)

Here,

Cij ⌘ (fifj)
q�1


@fi
@T

@fj
@µ

�
@fj
@T

@fi
@µ

�
, (3.44)

Djk ⌘ (fjfk)
q�1


@fj
@µ

@fk
@(eB)

�
@fk
@µ

@fj
@(eB)

�
. (3.45)

Similarly, the denominator of Eq. 3.31 is,

@S

@T
+

@S

@µ

dµ

dT
+

@S

@(eB)

d(eB)

dT
=
@S

@T
�
@S

@µ

"
@n

@T
+ @n

@(eB)

d(eB)

dT

@n

@µ

#
+

@S

@(eB)

d(eB)

dT

=
X

i

q


�f q�1

i
+ (1� fi)q�1

q � 1

�
@fi
@T

�

P
j
q


�f

q�1
j +(1�fj)

q�1

q�1

�
@fj

@µ

P
i
qf q�1

i

@fi

@T

P
j
qf q�1

j

@fj

@µ

�

P
j
q


�f

q�1
j +(1�fj)

q�1

q�1

�
@fj

@µ

P
k
qf q�1

k

@fk

@(eB)

d(eB)

dT

P
j
qf q�1

j

@fj

@µ

+
X

k

q


�f q�1

k
+ (1� fk)q�1

q � 1

�
@fk
@(eB)

d(eB)

dT

=
q
hP

i,j
(Ei � µ)Ci,j +

P
j,k
(Ej � µ)Dj,k

d(eB)

dT

i

T
P

j
f q�1

j

@fj

@µ

. (3.46)
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Where,
�f q�1

i
+ (1� fi)q�1

q � 1
=

(Ei � µ)

T
f q�1

i
. (3.47)

Now, by substituting Eq. 3.43 and Eq. 3.46 in Eq. 3.31 one obtain,

@E

@S

����
n,M

= T

2

66664

X

i,j

EiCij +
X

j,k

EjDjk

d(eB)

dT

X

i,j

(Ei � µ)Cij +
X

j,k

(Ej � µ)Djk

d(eB)

dT

3

77775
. (3.48)

Since,
X

i,j

Cij = 0 and
X

j,k

Djk = 0 it eventually leads to the desired result

@E

@S

����
n,M

= T. (3.49)

Another thermodynamic quantity is the number density n and partial derivative

concerning µ to check for thermodynamic consistency. From the law of thermo-

dynamics, it is known that,

P =
�Etotal + TS + µN + eBM

V
=

�E + TS + µN

V
, (3.50)

where, Etotal = E + eBM.

@P

@µ

����
T,eB

=
1

V


�
@E

@µ
+ T

@S

@µ
+N + µ

@N

@µ

�

=
1

V


N �

@E

@µ
+
@E

@µ

�
.

(3.51)

Where,

T
@S

@µ
+ µ

@N

@µ
=
@E

@µ
. (3.52)

Hence, one obtains,
@P

@µ

����
T,eB

= n. (3.53)
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Similarly, one can define,

M = MV =
X

i

f q

i

✓
Etotal � Ei

eB

◆
, (3.54)

@Etotal

@(eB)
=

X

i

qEtotalf
q�1

i

@fi
@(eB)

, (3.55)

@M

@(eB)
=

X

i

q

✓
Etotal � Ei

eB

◆
f q�1

i

@fi
@(eB)

. (3.56)

@P

@(eB)

����
T,µ

=
1

V


�
@Etotal

@(eB)
+ T

@S

@(eB)
+ µ

@N

@(eB)
+M+ eB

@M

@(eB)

�

=
1

V


M�

@Etotal

@(eB)
+
@Etotal

@(eB)

�
.

(3.57)

Where,

T
@S

@(eB)
+ µ

@N

@(eB)
+ eB

@M

@(eB)
=
@Etotal

@(eB)
. (3.58)

Hence, to obtain the desired result,

@P

@(eB)

����
T,µ

= M. (3.59)

Hence, it establishes that the definitions of temperature, pressure, and mag-

netization density within the Tsallis non-extensive statistics used in this work are

consistent with thermodynamics’ first and second laws. The remaining relations

can be verified similarly. In the following section, we estimate the thermodynam-

ical observables of hadron gas in the presence of an external magnetic field.

3.5 Thermodynamics of hadron gas in an exter-

nal magnetic field

In quantum mechanics, when a charged particle moves in a magnetic field, its

energy associated with circular motion in the plane perpendicular to the field is
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quantized. In contrast, motion along the direction parallel to the field remains

continuous. Integrating over the momentum components px and py representing

motion in the plane perpendicular to the magnetic field - e↵ectively sums over

quantized momentum states, yielding the density of states in the x� y plane per

unit area. Thus, in the presence of a finite magnetic field, the phase-space integral

is expressed as a one-dimensional integral, 1

(2⇡)2

RR
dpxdpy =

|ei|B
2⇡

[160, 161].

Now, one can rewrite Eq. 3.11 for charged and neutral particles in the presence

of a strong magnetic field for chemical potential, µ = 0 as follows,

nc =
X

i

X

k

X

sz

gi|ei|B

(2⇡)2

Z
dpz


1 + (q � 1)

Ei,c

T

� �q
q�1

; (ei 6= 0). (3.60)

nn =
X

i

gi

Z
d3p

(2⇡)3


1 + (q � 1)

Ei,n

T

� �q
q�1

; (ei = 0). (3.61)

Here, summations over i, k, sz refer to all the hadrons up to the mass of 1.2 GeV,

Landau levels, and spin along the z-direction, respectively.

3.5.1 Energy density and magnetization of hardon gas

The Eq. 3.12 can be rewritten for charged and neutral particles in the presence

of a strong magnetic field for chemical potential, µ = 0 as follows,

✏c =
X

i

X

k

X

sz

gi|ei|B

(2⇡)2

Z
dpzEi,c


1 + (q � 1)

Ei,c

T

� �q
q�1

; (ei 6= 0). (3.62)

✏n =
X

i

gi

Z
d3p

(2⇡)3
Ei,n


1 + (q � 1)

Ei,n

T

� �q
q�1

; (ei = 0). (3.63)

Further, the Helmholtz free energy is written as,

fH = ✏� Ts. (3.64)

In the presence of constant external magnetic field B, the modified energy

density and Helmholtz free energy become,

✏total = ✏c + ✏n + eB(M +�Mvac) = ✏+ eBMtotal. (3.65)
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Where, ✏ = ✏c + ✏n and Mtotal = M +�Mvac, and Mtotal is the total magneti-

zation of the system due to external magnetic field. Furthermore, �Mvac is the

vacuum magnetization term in the presence of an external magnetic field at T=

0. The vacuum magnetization of the system is given by,

�Mvac =
@(�Pvac)

@(eB)
. (3.66)

fH = ✏total � Ts� eBMtotal. (3.67)

At the thermodynamical limit, V ! 1, we can assume fH = �P [154, 155].

So, from Eq. 3.67 we have,

eBMtotal = ✏total � Ts+ P. (3.68)

Mtotal =
✏total � (Ts� P )

eB
. (3.69)

Mtotal =
✏total � ✏

eB
, where, ✏ = (Ts� P ). (3.70)

3.5.2 Pressure of a magnetized hardon gas

Furthermore, Eq. 3.13 can be rewritten for charged and neutral particles in the

presence of a strong magnetic field for chemical potential, µ = 0 as follows,

Pc =
X

i

X

k

X

sz

gi|ei|B

(2⇡)2

Z
dpz

p2

3Ei,c


1 + (q � 1)

Ei,c

T

� �q
q�1

; (ei 6= 0). (3.71)

Pn =
X

i

gi

Z
d3p

(2⇡)3
p2

3Ei,n


1 + (q � 1)

Ei,n

T

� �q
q�1

; (ei = 0). (3.72)

Thus, the total pressure(P) of the system is obtained by adding the thermal

part of the pressure to the vacuum part (�Pvac).

P = Pc + Pn +�Pvac. (3.73)
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The following section will calculate the renormalized vacuum pressure at a

finite magnetic field.

3.5.3 Renormalization of vacuum pressure

In the prior section, we calculated the thermal component of the thermodynamic

observables. Now, let’s shift our focus to the vacuum contribution of these ob-

servables in the presence of an external magnetic field, utilizing a regularization

technique. The magnetic field induces a vacuum contribution to most observables,

ensuring that, for instance, the pressure does not vanish at T = 0. However, the

vacuum pressure term diverges and demands suitable regularization. Unphysi-

cal results can arise, especially when employing magnetic field-dependent regu-

larization methods. Therefore, it is crucial to distinctly separate the magnetic

field-dependent and independent components using an appropriate regularization

technique.

In the presence of an external magnetic field, the vacuum pressure for spin-1
2

charged-particles is shown below [154–156],

Pvac(S = 1/2, B) =
1

2

1X

k=0

gk
eB

2⇡

Z 1

�1

dpz
2⇡

Ep,k(B), (3.74)

where gk = 2 � �k0 is the degeneracy of kth Landau level. Now, adding and

subtracting the lowest Landau level contribution term (i.e., k = 0) from the

overhead equation, one obtains,

Pvac(S = 1/2, B) =
1

2

1X

k=0

2
eB

2⇡

Z 1

�1

dpz
2⇡


Ep,k(B)�

Ep,0(B)

2

�
. (3.75)

The divergence can be regularized using the dimensional regularization ap-

proach [181]. When employing a d � ✏ dimension Eq. 3.75 can be reformulated

as follow:
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Pvac(S = 1/2, B) =
1X

k=0

eB

2⇡
µ✏

Z 1

�1

d1�✏pz
(2⇡)1�✏

p
p2
z
+m2 � 2eBk �

p
p2
z
+m2

�
.

(3.76)

In the above expression, µ fixes the dimension to one. Integration is performed

utilizing conventional d�dimensional formula [181, 182].

Z 1

�1

ddp

(2⇡)d


p2 +m2

��A

=
�[A�

d

2
]

(4⇡)d/2�[A](M2)(A� d
2 )
. (3.77)

The first term in Eq. 3.76 is integrated as:

I1 =
1X

k=0

eB

2⇡
µ✏

Z 1

�1

d1�✏pz
(2⇡)1�✏


p2
z
+m2

� 2eBk

� 1
2

= �
(eB)2

4⇡2

✓
2eB

4⇡µ

◆� ✏
2

�


� 1 +

✏

2

�
⇣


� 1 +

✏

2
, x

�
. (3.78)

Here, x ⌘
m

2

2eB
. The Landau infinite sum has been depicted in terms of the

Riemann-Hurwitz ⇣�function

⇣[z, x] =
1X

k=0

1

[x+ k]z
, (3.79)

with the expansion

⇣


� 1 +

✏

2
, x

�
⇡ �

1

12
�

x2

2
+

x

2
+
✏

2
⇣

0
(�1, x) +O(✏2), (3.80)

and the asymptotic behavior of the derivative [183, 184],

⇣ 0(�1, x) =
1

12
�

x2

4
+

✓
1

12
�

x

2
+

x2

2

◆
ln(x) +O(x�2).

(3.81)

The expansion of the �-function around negative integers is given by

�


� 1 +

✏

2

�
= �

2

✏
+ � � 1 +O(✏), (3.82)
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and

�


� 2 +

✏

2

�
=

1

✏
�
�

2
+

3

4
+O(✏), (3.83)

Here � is the Euler constant. The limiting expression for natural logarithm,

lim
✏�!0

a�✏/2
⇡ 1�

✏

2
ln(a). (3.84)

By employing the expansion of both the ⇣ and � functions, it is possible to

express Eq. 3.78 as:

I1 = �
(eB)2

4⇡2


�

2

✏
+ � � 1 + ln

✓
2eB

4⇡µ2

◆�
�

1

12
�

x2

2
+

x

2
+
✏

2
⇣

0
(�1, x) +O(✏2)

�

(3.85)

The second term in Eq. 3.76 can be simplified similarly. One obtains

I2 =
1X

k=0

eB

2⇡
µ✏

Z 1

�1

d1�✏pz
(2⇡)1�✏


p2
z
+m2

� 1
2

=
(eB)2

4⇡2


�

x

✏
�

(1� �)

2
x+

x

2
ln

✓
2eB

4⇡µ2

◆
+

x

2
ln(x)

�
. (3.86)

Hence, the vacuum pressure in the presence of an external magnetic field

becomes

Pvac(S = 1/2, B) =
(eB)2

4⇡2


⇣

0
(�1, x)�

2

12✏
�

(1� �)

12
�

x2

✏
�

(1� �)

2
x2

+
x

2
ln(x) +

x2

2
ln

✓
2eB

4⇡µ2

◆
+

1

12
ln

✓
2eB

4⇡µ2

◆�
. (3.87)

There is still divergence in the expression mentioned above. As a result, we

add and subtract the B = 0 contribution. To execute the renormalization of the

B > 0 pressure, it is essential to determine the B = 0 contribution. The vacuum

pressure at B = 0 in d = 3� ✏ dimensions is expressed as follows.

Pvac(S = 1/2, B = 0) = µ✏

Z
d3�✏p

(2⇡)3�✏
(p2 +m2)

1
2

=
(eB)2

4⇡2

✓
2eB

4⇡µ2

◆� ✏
2

�

✓
� 2 +

✏

2

◆
x2� ✏

2 . (3.88)
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The �-function expansion in Eq. 3.83 can further simplify the above Eq. 3.88

as:

Pvac(S = 1/2, B = 0) = �
(eB)2

4⇡2
x2


1

✏
+

3

4
�
�

2
�

1

2
ln

✓
2eB

4⇡µ2

◆
�

1

2
ln(x)

�
.

(3.89)

Now, we obtain the regularized pressure with the vacuum component and the

magnetic field-dependent part separated as follows by adding and subtracting

Eq. 3.89 from Eq. 3.87,

Pvac(S = 1/2, B) = Pvac(1/2, B = 0) +�Pvac(1/2, B), (3.90)

where,

�Pvac(S = 1/2, B) =
(eB)2

4⇡2


�

2

12✏
+

�

12
+

1

12
ln

✓
m2

4⇡µ2

◆
+

x

2
ln(x)

�
x2

2
ln(x) +

x2

4
�

ln(x) + 1

12
+ ⇣

0
(�1, x)

�
. (3.91)

However, due to the existence of the magnetic field dependent term B
2

✏
[185–

187], the field contribution provided by Eq. 3.91 is divergent. This divergence can

be eliminated by redefining the field-dependent pressure contribution to include

the magnetic field component.

�P r

vac
= �Pvac(B)�

B2

2
. (3.92)

The divergences are absorbed into the renormalization of the electric charge

and the magnetic field strength [155],

B2 = ZeB
2

r
; e2 = Z�1

e
e2
r
; erBr = eB. (3.93)

Where the renormalization constant for electric charge is

Ze

✓
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1

2
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1

2
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, (3.94)
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where m⇤ = m, i.e, is fixed to the particle’s physical mass. Consequently, the

field-dependent pressure that is renormalized without the contribution of pure

magnetic field (B
2

2
) is,

�P r

vac
(S = 1/2, B) =

(eB)2

4⇡2
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(�1, x) +

x
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ln(x)�
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2
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4
�
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12

�
.

(3.95)

The technique formerly described can be used to illustrate the renormalized

magnetic field (B) dependent pressure for spin-zero and spin-one particles. These

terms play a significant role in finding the magnetization of the hadronic mat-

ter. We observed that the charge, mass, spin, etc., a↵ect the vacuum pressure.

Therefore, the total vacuum pressure of hadron gas is estimated by summing the

vacuum pressure of all the particles considered in this work.

For spin-zero particles, the regularized vacuum pressure is

�P r

vac
(s = 0, B) = �
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(3.96)

Similarly, for spin-one particles,

�P r
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(3.97)

So, the total magnetic field-dependent vacuum pressure becomes

�Pvac = �P r

vac
(s = 0, B) +�P r

vac
(S = 1/2, B) +�P r

vac
(s = 1, B).

(3.98)
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3.5.4 The speed of sound in a magnetized hadron gas

The speed of sound is essential in hydrodynamics for describing the equation of

state and, consequently, the associated phase transition [188–190]

c2
s
(T, µ, eB) =

✓
@P

@✏

◆����
s
n

. (3.99)

This can be rewritten using T , µ, and eB as variables.

c2
s
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. (3.100)

The number density (n) and entropy density (s) of a system depend on

(T, µ, eB). The first condition is keeping the ratio (s/n) constant. From the

derivative, one gets

d

✓
s

n

◆
= 0, (3.101)

which implies:

nds = sdn. (3.102)

Divide both sides by dT so that the above Eq. 3.102 can be modified as:

n

✓
ds

dT

◆
= s

✓
dn

dT

◆
. (3.103)

One can write n(T, µ, eB) and s(T, µ, eB) in the form of di↵erential as:

dn =
@n

@T
dT +

@n

@µ
dµ+

@n

@(eB)
d(eB). (3.104)

Hence, we obtained the following result by dividing both sides of Eq. 3.104

by dT.
dn

dT
=
@n

@T
+
@n

@µ

dµ
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+
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@(eB)

d(eB)
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. (3.105)

Likewise for s(T, µ, eB) we can write,

ds =
@s

@T
dT +

@s

@µ
dµ+

@s

@(eB)
d(eB). (3.106)
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Substituting Eq. 3.105 and Eq. 3.107 in Eq. 3.103 we get,
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Now, one can rearrange the coe�cient and obtain the following relation
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Similarly, one can evaluate d(eB)

dT
from Eq. 3.108 as follows,
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For a finite baryon chemical potential and finite external magnetic field, the

above two transcendental equations can be solved numerically to find the speed

of sound of the system. However, in this work, we have done our calculation at

vanishing baryon chemical potential, which leads to c2
s
(T, eB) as follows:

c2
s
(T, eB) =

@P
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Where,
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In the case of neutral particles, the contribution from @Pc
@(eB)

, @✏n
@(eB)

, and @nn
@(eB)

= 0

is absent due to the absence of the magnetic field term. When there are no

external magnetic fields, the system’s speed of sound drops to c2
s
= (@P

@✏
). Note

that, regardless of whether the system is extensive or non-extensive, the speed

of sound can be determined from Euler’s law as applied to a continuous medium

without the need for thermodynamics [188].

With the above-detailed formalism, we discuss the results in the next section.

3.6 Results and Discussion

Enriching our exploration of a hadron gas, we have elegantly integrated the impact

of an external magnetic field into the Tsallis distribution function. Our detailed

calculations of the system’s thermodynamic observables reflect the depth of our

analysis. To illustrate the robustness of our findings, we have compared our

findings with established results deriving from the Hadron Resonance Gas (HRG)

model and the lattice Quantum Chromodynamics (QCD) model. This agreeable

convergence of theoretical perspectives enhances our work’s aesthetic appeal and

strengthens our contributions’ credibility within the hadronic physics [155, 159].

Figure. 3.2 depicts the variation of the total energy density of a hadron gas as a

function of temperature for near equilibrium (q = 1.001), values of non-extensive

parameters at a constant magnetic field eB = 0 GeV2 and eB = 0.3 GeV2, re-

spectively. The behavior of the total energy density in the hadron gas system

is paramount for understanding its thermodynamic properties, especially under

the influence of an external magnetic field. We compare our results to those of

the existing HRG and lattice QCD results. For eB = 0 GeV2, our results are

consistent with HRG results [155] up to T ⇠ 150 MeV. For eB = 0.3 GeV2,

the total energy density values are consistent with HRG results up to T ⇠ 110

MeV. Moreover, our results for an external magnetic field eB = 0.3 GeV2 are

comparable to lattice QCD results [159]. This comprehensive analysis aids in
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Figure 3.2: The energy density of a hadron gas as a function of temperature

for near equilibrium, i.e. for q = 1.001, values of non-extensive parameters at a

constant magnetic field eB = 0 GeV2 and eB = 0.3 GeV2 respectively [153]. The

results are compared to the relevant HRG and lattice QCD data [155, 159].

refining our understanding of the intricate interplay between temperature, mag-

netic fields, and the thermodynamic behavior of hadronic matter, shedding light

on phenomena occurring in extreme environments, such as those encountered in

heavy-ion collisions.

The investigation into the total pressure of a hadron gas under the influence

of a magnetic field provides additional insight into its thermodynamic behavior.

Figure 3.3 demonstrates this variation, showing the total pressure as a function of

temperature for q = 1.001 under a constant magnetic field of eB = 0.3 GeV2. Our

estimated total pressure aligns closely with existing HRG predictions, indicating

consistency within this theoretical framework. However, as the temperature in-

creases, deviations between our estimations and the lattice QCD results become
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Figure 3.3: The pressure of a hadron gas as a function of temperature for near

equilibrium (for q = 1.001) at a constant magnetic field eB = 0.3 GeV2 [153].

The findings are compared to HRG and lattice QCD data [155, 159].

apparent. This deviation underscores the complex nature of the system, hinting

at the limitations of specific theoretical approaches and the necessity for further

improvement to fully capture the thermodynamic intricacies of hadronic mat-

ter under extreme conditions. Such comparisons o↵er invaluable guidance for

advancing our understanding of the behavior of strongly interacting matter.

After aligning our findings for the total energy density and the pressure of a

magnetized hadron gas taking near equilibrium scenario (q = 1.001) with those

from both the HRG model and lattice QCD, we now delve into a comprehen-

sive investigation of thermodynamic observables under constant magnetic fields

generated at RHIC (m2

⇡
) and LHC (15m2

⇡
) energies for both near and away from

equilibrium using the non-extensive Tsallis statistics.

Figure 3.4 presents our investigation into the total energy density of a hadron
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Figure 3.4: Total energy density of a hadron gas as a function of temperature for

di↵erent values of the non-extensive parameter (q) at a constant magnetic field

eB = 15m2

⇡
[153].

gas, analyzing its behavior across a range of non-extensive parameter values under

the influence of a fixed external magnetic field of eB = 15m2

⇡
. This magnetic field

strength typically corresponds to the one usually created in non-central heavy-

ion collisions at the LHC energies. Our observations reveal that energy density

monotonically increases with an increase in temperature across all q-values. No-

tably, the system with the lowest q-value, indicating near equilibrium, consistently

exhibits the lowest energy density across all temperatures. Conversely, the en-

ergy density rises as the system moves away from equilibrium, characterized by

increasing q values. Notably, the system away from equilibrium, with the max-

imum q-value, consistently demonstrates the highest energy density across all

temperature ranges. It’s worth noting that at lower temperatures, a finite energy

density exists attributable to vacuum contributions.
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Figure 3.5: Total energy density of a hadron gas as a function of temperature at

di↵erent magnetic fields and di↵erent q values [153].

Following the observation of a strong non-extensive parameter dependence

of the system’s energy density in the presence of an external magnetic field, we

now investigate the competing e↵ects of the non-extensive parameter and the

external magnetic field by taking two extreme values of q. The Fig. 3.5 illustrates

this. The two extreme values of q are q = 1.001, which corresponds to a near-

equilibrium system, and q = 1.15, which corresponds to a system away from

equilibrium. The former corresponds to central heavy-ion collisions in a realistic

heavy-ion collision scenario, creating an equilibrated system. In contrast, the

latter corresponds to mostly non-central heavy-ion or hadronic collisions. The

energy density increases as the magnetic field increases for both the equilibrated

system and the system that is out of equilibrium. For the scenario of the highest

magnetic field taken into consideration in this study, as well as for the system

primarily out of equilibrium, we see an enhanced energy density. When a system
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is considered away from equilibrium (q = 1.15), we find that the energy density

of the system increases with an increase in an external magnetic field at a lower

temperature regime. However, the system with an external magnetic field eB =

m2

⇡
has a lower energy density at a higher temperature regime than the system

without an external magnetic field. This result is fascinating, considering that this

behavior is observed at high q-values when the system is away from equilibrium.

However, this is not observed in the case of the equilibrated system q = 1.001.
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Figure 3.6: Magnetization of a hadron gas as a function of temperature for

di↵erent values of the non-extensive parameter at a constant magnetic field

eB = 15m2

⇡
[153].

Figure 3.6 depicts the interpretation of magnetization of a hadron gas with

temperature across various values of the non-extensive parameter, under a con-

stant magnetic field strength of eB = 15m2

⇡
. It is evident that with the increase

in temperature, the magnetization increases across all q-values. At lower tem-

peratures, finite magnetization is attributed to the vacuum contribution, which
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progressively increases with an increase in temperature. When the system ap-

proaches near equilibrium, denoted by lower q-values, the magnetization of the

system is relatively lower. However, as the q value increases, indicating that it

is away from equilibrium conditions, the magnetization of the system increases

at all temperatures. Notably, the magnetization is higher for a given system

temperature when away from equilibrium.
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Figure 3.7: Magnetization of a hadron gas as a function of temperature at di↵erent

magnetic fields and for di↵erent q-values [153].

Figure 3.7 shows the variation of magnetization at di↵erent magnetic fields

for systems near and away from equilibrium. For q = 1.001 values, when the

system is near equilibrium, the magnetization of the system with a lower exter-

nal magnetic field is higher for all temperatures up to T ⇠ 200 MeV. However,

exciting phenomena appear for q=1.15, indicating an away from equilibrium con-

ditions. The magnetization of the system with external magnetic field eB = m2

⇡

is observed to be negative. This indicates the system produced in high-energy
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collisions under such an external magnetic field has diamagnetic properties. On

the other hand, as the external magnetic field strength increases for the system

away from equilibrium to eB = 15m2

⇡
, the system exhibits a positive magnetiza-

tion, suggesting a paramagnetic behavior. This observation is fascinating as the

produced magnetic field increases with the center-of-mass energy of the system

from RHIC to the LHC, and the system undergoes a shift from diamagnetic to

paramagnetic for peripheral heavy-ion collisions. Remember that, as discussed

in the previous studies Ref. [155], a positive magnetization at a temperature of

around 150 MeV has been regarded as resulting from the development of a para-

magnetic substance. Similar observations are also found in Ref. [157]. However,

the detailed dynamics of such a transition are beyond the scope of the current

study and warrant further investigation.
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Figure 3.8: Pressure as a function of temperature in a magnetized hadron gas for

di↵erent q-values, respectively [153].

Fig. 3.8 illustrates the variation of pressure of a magnetized hadron gas as a
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function of temperature for di↵erent q-values. The system’s pressure increases as

the temperature increases for all q-values at a constant magnetic field eB = 15m2

⇡
.

When the system is near equilibrium, , i.e. for q = 1.001, the system’s pressure

is the lowest, and with increasing q values, the system’s pressure rises for all

temperatures. This implies that non-extensive parameters influence the pressure

of the system. The vacuum contribution makes total pressure finite even at zero

temperature.
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Figure 3.9: Entropy density as a function of temperature in a magnetized hadron

gas for di↵erent q-values, respectively [153].

Fig. 3.9 depicts the entropy density of a hadron gas system as a function of

temperature, influenced by an external magnetic field at various q-values. As the

temperature increases, the entropy density of the system increases, which holds

across all q-values. At q = 1.001, when the system approaches near equilibrium,

the entropy density reaches its minimum value. Further, as we move away from

equilibrium, the entropy density increases for all temperatures. This behavior
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aligns with our intuitive understanding.
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Figure 3.10: The squared speed of sound of a hadron gas as a function of tem-

perature for di↵erent q-values for di↵erent magnetic field strengths [153].

To grasp the hydrodynamical evolution of the matter formed in relativistic

heavy-ion collisions, one of the most essential thermodynamical observables is the

speed of sound, denoted as cs. To investigate this, in Fig. 3.10, we have estimated

the squared speed of sound, (c2
s
), for a hadron gas as a function of temperature

for di↵erent q-values under varying strengths of external magnetic field (eB =

0,m2

⇡
and 15m2

⇡
). The squared speed of sound of the system decreases with

increasing temperature for all external magnetic fields when the system is in near

equilibrium, i.e., for q = 1.001. The speed of sound is the highest in the absence of

the external magnetic field in the case of a system near equilibrium. Conversely,

when the system is away from equilibrium, especially at q = 1.15, we observed a

consistent increase in the squared speed of sound with temperature across nearly

all observed cases of external magnetic fields. An external magnetic field in the
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system seems to reduce the speed of sound in the medium at all temperatures.

This suggests that the system is more interactive in nature under an external

magnetic field than a system without a magnetic field. The magnetic field seems

to set in additional interactions between charged particles in the system, altering

its behavior and taking it away from an ideal gas behavior.

3.7 Summary

In this analysis, we have used non-extensive Tsallis statistics to study a hadron

gas formed in peripheral heavy-ion collisions, for which the transverse momentum

spectra are usually described by non-extensive statistics. Such collisions generate

a strong external magnetic field, whose e↵ect can be observed in the final state

when we study various thermodynamic properties of the hadron gas.

• The strength of the produced magnetic field is found to increase with the

collision energy of the system, making it the highest one being produced at

the LHC

• We observe that when the system is away from equilibrium, it has higher

values of energy density, pressure, and entropy density

• We observed that under a strong magnetic field (eB = 15m2

⇡
), the system

maintains positive magnetization across all q values while deviating from

equilibrium (q = 1.15), resulting in diamagnetic behavior under a weaker

magnetic field (eB = m2

⇡
), transitioning to paramagnetic behavior as mag-

netic field strength increases.

• We observed that under a strong magnetic field (eB = 15m2

⇡
), the system

maintains positive magnetization across all q values while deviating from

equilibrium (q = 1.15), resulting in diamagnetic behavior under a weaker
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magnetic field (eB = m2

⇡
), transitioning to paramagnetic behavior as mag-

netic field strength increases.

• An interesting result that may require extensive research is a diamagnetic

to paramagnetic transition for non-central heavy-ion collisions for a system

away from equilibrium as one advances from RHIC to the LHC energies.

• In addition, the squared speed of sound c2
s
of hadron gas in the presence of an

external magnetic field asymptotically decreases with increasing magnetic

field strength, suggesting that the system is more interacting in the presence

of a finite magnetic field.

• This analysis highlights the interplay of non-extensive parameters (q) and

magnetic fields and thermodynamic properties on non-central heavy-ion

collisions, stressing further research to understand these phenomena com-

pletely.
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Role of chemical potential at

kinetic freeze-out using Tsallis

non-extensive statistics in pp

collisions at the Large Hadron

Collider

Ultrarelativistic hadron and heavy-ion collision use particle colliders such as the

RHIC and LHC to understand matter formed in extreme conditions of high tem-

perature and/or energy density, resulting in a system of deconfined quarks and

gluons [191–193]. The produced fireball goes through rapid expansion and cool-

ing during its space-time evolution, where quarks and gluons combine to form

the confined hadrons. The chemical freeze-out temperature is the temperature

at which stable particle yields are preserved. Finally, the final-state particle

momentum is fixed at the kinetic freeze-out boundary, allowing the free stream-

ing of particles to be detected in the detectors surrounding the collision point.

The chemical freeze-out stage is well understood and supported by various ex-
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perimental evidences [194, 195], including experimental observations, theoretical

frameworks such as Lattice Quantum Chromodynamics (lQCD), and hydrody-

namic simulations [196, 197]. The kinetic freeze-out stage remains a subject of

intense investigation. Numerous studies have explored this stage by analyzing the

final state-identified charged-particle transverse momentum spectra (pT-spectra).

The complexity of the kinetic freeze-out phenomenon is evident from the diverse

range of proposed scenarios. Some studies advocate for a single kinetic freeze-out

scenario [198], while others suggest double [199–201] or multiple kinetic freeze-out

scenarios [202–204]. Recently, a study has even proposed a triple kinetic freeze-out

scenario [205], highlighting the intricate dynamics involved, particularly regard-

ing the freeze-out times of di↵erent particle species. Despite numerous studies

on kinetic freeze-out scenarios, consensus remains elusive within the high-energy

physics community. The most appropriate freeze-out scenario remains an open

and actively debated topic, emphasizing the ongoing quest for a deeper under-

standing of the underlying processes in extreme conditions.

The transverse momentum (pT) spectra measured at LHC energies can reveal

information about the kinetic freeze-out stage of the collision. To extract rele-

vant information, one typically fits a Boltzmann-type distribution function to the

pT-spectra. However, the Boltzmann distribution function can only account for

the spectra’s low-pT region. High-energy hadronic collisions have yielded trans-

verse momenta in the hundreds of GeV range. This indicates that the high-pT

regime is essential for understanding the system generated in such collisions and

should not be ignored. Power-law distribution functions can accurately describe

and adequately characterize the high-pT component of the spectra, resulting from

perturbative QCD. To completely understand the system, a unique distribution

function is required to explain both the low- and high-pT spectra. The ther-

modynamically consistent Tsallis distribution function is often employed for this

purpose [163–170, 175–179, 206–210]. The charged-particle pT-spectra measured

by the ALICE collaboration for pp collisions at
p
s = 7 and 13 TeV have been
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investigated using a thermodynamically consistent form of Tsallis non-extensive

statistics. The pT spectra are fitted with the Tsallis distribution function.

The results are investigated as a function of final state charged-particle multi-

plicity for various light flavor and strange particles, such as ⇡±, K±, p+ p̄,�,⇤+

⇤̄,⌅+ ⌅̄,⌦+ ⌦̄. Furthermore, studies show that finite radial flow [47] and collec-

tive e↵ects such as long-range correlations [211] have been observed in high-energy

pp collisions. These phenomena are often attributed to the underlying partonic

structure of the colliding protons rather than radial flow. Thus, this work [212]

presents an alternative technique to the single freeze-out scenario that does not

account for the radial flow e↵ect. We employ an alternative method that takes ad-

vantage of parameter redundancy by providing a finite chemical potential during

the kinetic freeze-out stage.

In chapter 3, we had a detailed discussion on the Tsallis non-extensive statistic

and its thermodynamic consistency. In the following section, we aim to elucidate

the physical significance of the Tsallis non-extensive parameter (q) and its rela-

tionship with Lattice Quantum Chromodynamics (lQCD).

4.1 Physical interpretation of q and connection

with lQCD

In high-energy nuclear collisions, multiplicity fluctuation is attributed to intrin-

sic fluctuations in the temperature of the hadronizing system formed in such

processes. These fluctuations are quantified using the non-extensivity parameter

q, where |q � 1| directly measures the fluctuation [213–217]. When fluctuations

vanish, q ! 1, Tsallis statistics becomes the conventional Boltzmann-Gibbs one,

and the power-like Tsallis q exponents become the usual exponential distribution.

The non-extensive parameter q is specifically related to the event-by-event tem-

perature fluctuation of a system and expressed as q = 1 + V ar(1/T )/h1/T i2. To
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analyze the evolution of temperature fluctuation in a system approaching thermo-

dynamic equilibrium, the Boltzmann transport equation in Tsallis non-extensive

statistics is also used [218]. As mentioned in Ref. [218], the QCD deconfinement

transition and the possible location of a critical point in the QCD phase dia-

gram manifest with large-scale observable fluctuations, which should be reflected

in the fluctuations in q-values. In addition, the non-extensivity of a physical

system created in high-energy hadronic and heavy-ion collisions is also linked to

temperature fluctuation and, hence, the system’s heat capacity/specific heat.

Furthermore, the connections between the Tsallis and Boltzmann statistics

proposed so far are related to thermodynamical aspects of the system but not di-

rectly related to the microscopic aspects of hadronic matter and QCD interaction.

A comparison of results from the non-extensive self-consistent thermodynamics

lQCD has been conducted [219–222] revealing a reasonable agreement between

the two approaches. Notably, recent investigation [220] introduces a thermofrac-

tal system characterized by a fractal structure in its thermodynamic functions. It

shows that the Tsallis statistics more naturally describes its behavior than Boltz-

mann statistics. This investigation establishes a relationship between the fractal

dimension and the entropic index (q), indicating that the ratio of Tsallis temper-

ature (⌧) to Boltzmann temperature (T ) is influenced by the entropic index (q)

and the number of subsystems. It shows that while ⌧ governs the system’s overall

energy, T regulates the fraction of total energy accumulated as internal energy

within subsystems. This finding enables a connection between the entropic in-

dex and fundamental aspects of constituent interactions while also establishing

constraints on the S-matrix necessary for the emergence of non-extensivity in the

system under consideration.

Also, chemical potential plays an important role in relativistic pp and heavy-

ion collisions, a↵ecting the thermodynamic characteristics and particle compo-

sition of the system. The statistical description of the system becomes more

complex due to the presence of chemical potential, which makes a detailed un-
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derstanding of its interaction with non-extensivity and temperature changes im-

perative. Let us examine its importance in the following section.

4.2 Significance of chemical potential in rela-

tivistic collision

According to the first law of thermodynamics, the chemical potential of a system

is defined as the change in internal energy of the system when one more particle is

added in such a way that the volume (V ) and entropy (S) are constant, expressed

as (µ = @U

@N
|S,V ) [223]. However, maintaining constant entropy is a tricky part.

In a system, the entropy increases with the increasing number of particles and the

increasing energy of the system. To define the system’s chemical potential, one

wishes to increase the number of particles while maintaining a constant entropy.

To do this, the system’s energy must be reduced to compensate for the increasing

e↵ect on entropy as the number of particles increases. The system of fermions

and bosons behaves like a classical system at very high temperatures. To sum up,

increasing the number of particles in a classical gas requires changing the system’s

energy by a negative amount while keeping the entropy unchanged. This change in

energy represents the chemical potential of a system. The chemical potential can

take on di↵erent values depending on the system under consideration. In some

scenarios, the chemical potential of a particle may be positive, signifying that

adding more particles demands energy input. Conversely, a negative chemical

potential suggests adding more particles to the system releases energy.

In recent years, numerous investigations in lattice QCD have successfully stud-

ied high temperatures and scenarios with vanishing chemical potential. However,

exploring the phase structure of QCD under non-zero chemical potential is one of

the most exciting problems in modern physics [224–228]. Notably, the theoretical

side suggests the existence of color superconducting and superfluid phases at high
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baryon densities [229]. Hence, exploring the QCD phase transition utilizing lat-

tice gauge theory simulations at the non-zero chemical potential is necessary. As

mentioned in Ref. [196], a consequence of the vanishing baryon-chemical potential

leads to the vanishing of the strangeness chemical potential µs, which implies that

the strange quantum number is no longer relevant for particle production. The

abundance of strange and multi-strange mesons and baryons within the fireball

is solely determined by their mass (m), spin degeneracy (g), and temperature

(T ). At the LHC energies, the baryochemical potential is expected to be zero at

chemical freeze-out due to equal production of particles and antiparticles, assum-

ing the same condition at kinetic freeze-out temperature is not straightforward.

Hence, there could be a finite total chemical potential at the kinetic freeze-out

stage, and its consequences cannot be ignored.

Applying Tsallis statistics, we explored the concept of a finite chemical poten-

tial at the kinetic freeze-out boundary. In the following section, we will discuss

the technique in further detail.

4.3 Formulation

The Tsallis distribution function that satisfies the thermodynamic consistency

relations [163–170, 175–179, 206–210]

E
d3N

dp3
= gV E

1

(2⇡)3


1 + (q � 1)

E � µ

T

�� q
q�1

. (4.1)

Here, E represents the energy of the particle, d3N is the invariant yield, V is

the volume of the system, g is the degeneracy factor, q is the non-extensive param-

eter, T is the temperature, p denotes the momentum, and µ is the total chemical

potential defined as µ = BµB + SµS + QµQ, where B, S, and Q represent the

baryon number, strangeness quantum number, and electric charge respectively,

and µB, µS, and µQ are the chemical potentials for baryons, strangeness, and
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electric charge.

At mid-rapidity (y = 0), Eq. 4.1 can be expressed in terms of transverse

momentum, pT, and transverse mass, mT =
p

p2
T
+m2, where E = mT coshy, as:

d2N

dpTdy

����
y=0

= gV
pTmT

(2⇡)2


1 + (q � 1)

mT � µ

T

�� q
q�1

. (4.2)

To extract the Tsallis parameters for identified non-strange, strange, and

multi-strange particles, we use Eq. 4.2. Here, the degeneracy factor g = 2⇥(2s+1)

is considered to be 2, 2, 4, 3, 8, 4, and 8 for ⇡±, K±, p+ p̄,�,⇤+ ⇤̄,⌅+ ⌅̄,⌦+ ⌦̄,

respectively, where s represents the particle’s spin, and the factor of 2 accounts

for antiparticles. The indistinguishability of ⌃0 and ⇤ implies a degeneracy factor

of 8 for the ⇤ particle. It’s worth mentioning that the four parameters T , V , q,

and µ in Eq. 4.2 exhibit redundancy for µ 6= 0 [230–233]. Specifically, for fixed

values of q, let T = T0 and V = V0 at µ = 0. Comparing Eq. 4.2 for µ = 0 and for

a finite value of µ one obtains the following transformation relations [230–233].

T0 = T
h
1� (q � 1)

µ

T

i
,with µ 

T

q � 1
, (4.3)

V0 = V
h
1� (q � 1)

µ

T

i q
1�q

. (4.4)

Thus, the variables T and V are functions of µ at fixed values of q, and they

can be estimated if the parameters (T0, V0), and q are known. This redundancy

does not exist when µ = 0. In that case, the transverse momentum distribution

can be expressed in terms of these modified variables as,

d2N

dpTdy
= gV0

pTmT

(2⇡)2


1 + (q � 1)

mT

T0

�� q
q�1

, (4.5)

where the system’s chemical potential (µ) does not appear explicitly. Analo-

gous to the volumes V and V0 defined in Eq. 4.1 and 4.4, one can introduce the cor-

responding radii R and R0, assuming a spherically symmetric system [234, 235].
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V =
4⇡

3
R3, (4.6)

V0 =
4⇡

3
R3

0
. (4.7)

The two-particle interferometry analysis (often called HBT) utilizes a novel

Bose-Einstein correlations experimental technique to estimate the sizes and life-

times of particle sources in high-energy and nuclear physics. The parameter R

does not necessarily correspond to the size of the system as determined from an

HBT analysis [234–237]; however, it serves to fix the normalization of the distri-

bution Eq. 4.2. An important suggestion was made to determine the chemical

potential in [233]. The observation was that the radius R0 given in Table 4.4 and

V are more significant than those obtained from a femtoscopy analysis [238] by

a factor , approximately 3.5, expressed as,

RFemto ⇡
1


R0. (4.8)

Thus, in [233], a suggestion is made to identify the corresponding volume

VFemto with the volume V appearing in Eq. 4.1.

Hence

V0 ⇡ V · 3. (4.9)

Combining this with Eq. 4.6 and 4.7 can derive the chemical potential, which

is given by,

µ =
T0

q � 1

�
3(q�1)/q

� 1
�
, (4.10)

With this proposal, knowing T0 would determine µ. However, our study [212]

comparing the values of the chemical potential µ using this proposal [233] to

those derived from the technique mentioned above, starting with Eq. 4.2, indi-

cates significantly di↵erent results. Therefore, our findings do not support this

assumption, suggesting that the volume V in Eq. 4.2 cannot be equated with the
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volume estimated by femtoscopy. Instead, V must be considered specific to the

Tsallis distribution, as with all other variables used in this study.

At chemical equilibrium, µ = 0 for all quantum numbers, as particles and

antiparticles are equal. However, the equality of particle-antiparticle numbers at

kinetic freeze-out implies equal chemical potentials, but it is not necessarily zero.

Importantly, we stress that Eq. 4.2 and 4.5 have distinct interpretations, with

neither T0 equal to T nor V0 equaling V . Notably, Eq. 4.5 does not include µ.

Our objective is to address this discrepancy by employing the following technique:

1. To determine the three parameters T0, q, and V0, we use Eq. 4.5 to fit the

transverse momentum distribution, keeping all the parameters free.

2. Fix the value of parameter q, which is obtained from the previous step.

3. Then perform the fit to the transverse momentum distributions using Eq. 4.2,

keeping q fixed as determined in the previous step, which determines the

parameters T , V and the chemical potential µ.

4. We show that the choice of q, which is particle species dependent, appears

to be independent of the chemical potential of the system for all particles.

5. At last, check the consistency with Eq. 4.6 and 4.7.

Each step of the fitting procedure includes only three parameters to describe

the transverse momentum distributions. Ref. [231, 232] introduce this technique.

The current work conveys that the chemical potential at kinetic freeze-out di↵ers

from that at chemical freeze-out. The chemical potentials are considered zero

at chemical freeze-out, where thermal and chemical equilibrium has been estab-

lished. At kinetic freeze-out, we observed a finite chemical potential for both

particle and antiparticle. However, they do not have to be zero due to the ab-

sence of chemical equilibrium at kinetic freeze-out. The only limitation is that

they should be equal for particles and antiparticles.
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The transverse momentum spectra of the identified particles for various multi-

plicity classes in pp collisions at
p
s= 7 TeV and

p
s= 13 TeV were then examined

in detail. The spectra will be analyzed for two distinct scenarios, namely zero µ

and finite µ.

4.4 Transverse momentum spectra of identified

hadrons

Table 4.1: Number of mean charged particle multiplicity density for all the parti-

cles at mid-rapidity corresponding to di↵erent event classes at
p
s = 7 TeV [239].

The uncertainties are the quadratic sum of statistical and systematic contribu-

tions.

Multiplicityclass Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10
⌦
dNch
d⌘

↵
21.3±0.6 16.5±0.5 13.5±0.4 11.5±0.3 10.1±0.3 8.45±0.25 6.72±0.21 5.40±0.17 3.90±0.14 2.26±0.12

Table 4.2: Number of mean charged particle multiplicity density for ⇡, K, p at

mid-rapidity corresponding to di↵erent event classes at
p
s = 13 TeV [47]. The

uncertainties are the quadratic sum of statistical and systematic contributions.

Multiplicityclass Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10
⌦
dNch
d⌘

↵
26.02±0.35 20.02±0.27 16.17±0.22 13.77±0.19 12.04±0.17 10.02±0.14 7.95±0.11 6.32±0.09 4.50±0.07 2.55 ±0.04

Table 4.3: Number of mean charged particle multiplicity density for �,⇤,⌅,⌦ at

mid-rapidity corresponding to di↵erent event classes at
p
s = 13 TeV [240, 241].

The uncertainties are the quadratic sum of statistical and systematic contribu-

tions.

Multiplicityclass Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10
⌦
dNch
d⌘

↵
25.75±0.40 19.83±0.30 16.12±0.24 13.76±0.21 12.06±0.18 10.11±0.15 8.07±0.12 6.48±0.10 4.64±0.07 2.52 ±0.04
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Figure 4.1: Fitting of experimentally measured pT-spectra of pion (⇡±), kaon

(K±), proton (p+ p̄) and phi (�) at zero chemical potential (µ = 0) using Tsallis

non-extensive statistical model for pp-collisions at
p
s = 7 TeV.

The pT spectra of various particle species, including non-strange, strange, and

multi-strange particles such as ⇡±, K±, p + p̄, �, ⇤ + ⇤̄, ⌅ + ⌅̄, and ⌦ + ⌦̄, are

analyzed through a Tsallis distribution function for pp collisions at both
p
s = 7

TeV and
p
s = 13 TeV for di↵erent multiplicity classes at the LHC, as measured

by ALICE [47, 239–241]. Initially, the parameters of the Tsallis distribution,

namely the non-extensive parameter (q), temperature parameter (T0), and radius

parameter (R0) at zero chemical potential (µ = 0), are determined using Eq. 4.5.
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Figure 4.2: Fitting of experimentally measured pT-spectra of lambda (⇤ + ⇤̄),

cascade (⌅ + ⌅̄) and omega (⌦ + ⌦̄) at zero chemical potential (µ = 0) using

Tsallis non-extensive statistical model for pp-collisions at
p
s = 7 TeV.

Fig. 4.1 and 4.2 illustrate the fittings for
p
s = 7 TeV, while similar results can be

shown for
p
s = 13 TeV. The obtained parameter values and the corresponding

�2/ndf are presented in Tables 4.4 and 4.5 for both centre-of-mass energy
p
s =

7 TeV and
p
s = 13 TeV, respectively.

Subsequently, fixing the non-extensive parameter obtained from the previous

step, Eq. 4.2 is employed to extract all fitting parameters, including temperature

(T ), system radius (R), and chemical potential (µ). Fittings are shown in Fig. 4.3
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Figure 4.3: Fitting of experimentally measured pT-spectra of pion (⇡±), kaon

(K±), proton (p+ p̄) and phi (�) at non-zero value of chemical potential (µ 6= 0)

using Tsallis non-extensive statistical model for pp-collisions at
p
s = 7 TeV.

and 4.4, for
p
s = 7 TeV, while similar results can be shown for

p
s = 13 TeV,

and the resultant parameter values and �2/ndf are tabulated in Tables 4.6 and

4.7 for for
p
s = 7 TeV and

p
s = 13 TeV, respectively. The fitting procedure

utilizes the TMinuit class from the ROOT library, keeping all three parameters

free [242], employing a chi-squared fitting approach. The reduced-�2 values in the

tables gauge the goodness of fit, indicating that the non-extensive distribution

function well describes the spectra. However, the reduced-�2 values for pions are
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Figure 4.4: Fitting of experimentally measured pT-spectra of pion (⇡±), kaon

(K±), proton (p+ p̄) and phi (�) at non-zero value of chemical potential (µ 6= 0)

using Tsallis non-extensive statistical model for pp-collisions at
p
s = 7 TeV.

comparatively bad for pions in contrast to other particle species considered in

this analysis, possibly due to the contribution from resonance decay.

After completing fitting transverse momentum spectra and extracting param-

eters for di↵erent particle species in pp collisions at various energies, we now

focus on the results and discussion section. We will We analyze and compare

the extracted values for di↵erent collision energies and multiplicity classes, un-

derstanding particles produced in high-energy collisions.
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4.4 Transverse momentum spectra of identified hadrons

Table 4.4: Fit results at
p
s = 7 TeV [239], using data from the ALICE Collabo-

ration using Eq. 4.5 and 4.7.The reason of merging bins Mul[1+2], Mul[3+4] etc

for ⌦ is lack of statistics.

Particles Multiplicity class

Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10

⇡+ + ⇡�

T0 (GeV) 0.086±0.001 0.083±0.001 0.081±0.001 0.080±0.001 0.079±0.001 0.077±0.001 0.076±0.001 0.073±0.001 0.073±0.001 0.070±0.001

R0 (fm) 6.878±0.008 6.583±0.083 6.354±0.006 6.188±0.094 6.042±0.066 5.855±0.007 5.596±0.077 5.454±0.010 5.021±0.083 4.553±0.090

q 1.170±0.001 1.168±0.001 1.167±0.001 1.165±0.001 1.164±0.001 1.162±0.001 1.160±0.001 1.158±0.001 1.151±0.001 1.139±0.001

�2/ndf 6.923 7.184 6.383 5.587 4.981 4.117 2.980 1.967 0.583 0.117

K+ +K�

T0 (GeV) 0.154±0.004 0.140±0.004 0.130±0.003 0.122±0.003 0.116±0.003 0.109±0.003 0.100±0.003 0.092±0.003 0.080±0.003 0.061±0.003

R0 (fm) 2.394±0.072 2.467±0.076 2.523±0.082 2.577±0.088 2.645±0.096 2.687±0.101 2.795±0.113 2.933±0.129 3.181±0.168 4.144±0.323

q 1.137±0.003 1.141±0.002 1.143±0.002 1.145±0.002 1.147±0.002 1.148±0.002 1.150±0.002 1.151±0.002 1.152±0.002 1.149±0.002

�2/ndf 0.087 0.077 0.081 0.085 0.081 0.078 0.053 0.048 0.038 0.114

p+ p̄

T0 (fm) 0.205±0.008 0.183±0.008 0.163±0.007 0.146±0.007 0.137±0.007 0.121±0.006 0.104±0.006 0.086±0.006 0.064±0.006 0.026±0.006

R0 (fm) 1.339±0.070 1.472±0.082 1.643±0.102 1.845±0.128 1.973±0.145 2.271±0.186 2.737±0.275 3.600±0.003 5.699±0.009 32.505±0.010

q 1.097±0.004 1.100±0.004 1.104±0.004 1.108±0.004 1.109±0.004 1.112±0.004 1.116±0.004 1.120±0.004 1.124±0.004 1.129±0.004

�2/ndf 0.079 0.079 0.078 0.085 0.085 0.100 0.092 0.090 0.074 0.114

⇤+ ⇤̄

T0 (GeV) 0.253± 0.005 0.217± 0.004 0.186±0.004 0.165±0.003 0.151±0.008 0.137±0.001 0.107±0.003 0.079±0.002 0.054±0.006 0.014±0.001

R0 (fm) 0.790±0.008 0.906±0.005 1.058±0.006 1.201±0.003 1.334±0.005 1.480±0.007 2.068±0.004 3.330±0.008 6.245±0.007 100.545±7.691

q 1.081±0.004 1.089±0.005 1.097±0.002 1.102±0.004 1.104±0.004 1.106±0.001 1.115±0.006 1.124±0.001 1.128±0.005 1.136±0.001

�2/ndf 0.419 0.184 0.161 0.176 0.197 0.121 0.053 0.129 0.120 0.091

⌅� + ⌅̄+

T0 (GeV) 0.315±0.004 0.267±0.010 0.224±0.007 0.211±0.005 0.185±0.003 0.164±0.007 0.146±0.003 0.103±0.001 0.073±0.002 0.021±0.007

R0 (fm) 0.405±0.004 0.463±0.010 0.569±0.007 0.582±0.083 0.675±0.008 0.775±0.007 0.868±0.024 1.470±0.013 2.511±0.392 32.494±1.897

q 1.067±0.006 1.078±0.002 1.086±0.003 1.088±0.002 1.096±0.005 1.100±0.007 1.102±0.005 1.115±0.001 1.121±0.004 1.132±0.002

�2/ndf 0.418 0.402 0.298 0.114 0.149 0.196 0.201 0.571 0.267 0.168

Mul1 Mul2 Mul3 Mul[4+5] Mul6 Mul7 Mul8 Mul9 Mul10

�

T0 (GeV) 0.270±0.002 0.236±0.004 0.216±0.006 0.192±0.001 0.159±0.001 0.135±0.001 0.112±0.006 0.082±0.001 0.025±0.008

R0 (fm) 0.540±0.009 0.591±0.007 0.630±0.007 0.680±0.005 0.817±0.006 0.955±0.007 1.173±0.004 1.740±0.010 15.414±0.069

q 1.103±0.004 1.109±0.005 1.112±0.002 0.119±0.003 1.126±0.002 1.134±0.004 1.140±0.002 1.146±0.002 1.155±0.002

�2/ndf 1.046 0.318 0.429 0.280 0.585 0.335 0.525 0.543 0.220

Mul[1+2] Mul[3+4] Mul[5+6] Mul[7+8] Mul[9+10]

⌦� + ⌦̄+

T0 (GeV) 0.360±0.006 0.309±0.007 0.242±0.010 0.122±0.007 0.036±0.001

R0 (fm) 0.137±0.006 0.145±0.006 0.188±0.005 0.503±0.009 4.696±0.009

q 1.056±0.009 1.065±0.001 1.076±0.005 1.110±0.009 1.130±0.007

�2/ndf 0.362 0.450 0.411 0.236 0.580
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Table 4.5: Fit results at
p
s = 13 TeV [47, 240, 241], using data from the AL-

ICE Collaboration using Eq. 4.5 and 4.7. The reason of merging bins Mul[1+2],

Mul[3+4] etc for ⌦ is lack of statistics.

Particles Multiplicity class

Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10

⇡+ + ⇡�

T0 (GeV) 0.089±0.001 0.087±0.001 0.084±0.001 0.083±0.001 0.081±0.001 0.079±0.001 0.078±0.001 0.076±0.001 0.074±0.001 0.070±0.001

R0 (fm) 6.989±0.006 6.652±0.006 6.422±0.005 6.250±0.003 6.105±0.006 5.922±0.006 5.671±0.006 5.431±0.006 5.068±0.006 4.585±0.008

q 1.176±0.001 1.173±0.001 1.171±0.001 1.170±0.001 1.169±0.001 1.167±0.001 1.165±0.001 1.162±0.001 1.157±0.001 1.145±0.0

�2/ndf 7.959 7.130 6.254 5.563 5.006 4.158 3.199 2.217 1.034 0.504

K+ +K�

T0 (GeV) 0.161±0.001 0.145±0.003 0.134±0.003 0.126±0.003 0.120±0.003 0.113±0.003 0.103±0.003 0.095±0.003 0.082±0.002 0.055±0.0

R0 (fm) 2.328±0.007 2.462±0.070 2.515±0.075 2.569±0.080 2.609±0.085 2.666±0.092 2.775±0.104 2.858±0.114 3.126±0.139 4.815±0.014

q 1.145±0.001 1.149±0.002 1.151±0.002 1.152±0.002 1.154±0.002 1.155±0.002 1.156±0.002 1.157±0.002 1.158±0.002 1.160±0.001

�2/ndf 0.585 0.154 0.143 0.153 0.201 0.199 0.156 0.204 0.136 0.559

p+ p̄

T0 (fm) 0.228±0.007 0.197±0.007 0.172±0.007 0.153±0.007 0.140±0.007 0.123±0.007 0.104±0.006 0.084±0.007 0.059±0.001 0.017±0.001

R0 (fm) 1.227±0.006 1.348±0.013 1.563±0.098 1.768±0.124 1.935±0.148 2.250±0.198 2.785±0.0075 3.700±0.488 6.499±1.333 79.389±0.006

q 1.098±0.004 1.104±0.004 1.109±0.004 1.114±0.004 1.116±0.004 1.120±0.004 1.123±0.004 1.128±0.004 1.133±0.004 1.139±0.004

�2/ndf 0.170 0.151 0.168 0.152 0.137 0.158 0.142 0.119 0.166 0.192

�

T0 (fm) 0.310±0.003 0.266±0.005 0.251±0.002 0.224±0.005 0.205±0.013 0.182±0.004 0.155±0.006 0.140±0.006 0.108±0.001 0.049±0.001

R0 (fm) 0.481±0.006 0.533±0.003 0.535±0.006 0.570±0.010 0.618±0.006 0.691±0.005 0.796±0.007 0.832±0.004 1.108±0.007 3.505±0.009

q 1.097±0.004 1.105±0.006 1.108±0.003 1.119±0.006 1.124±0.002 1.126±0.005 1.135±0.005 1.140±0.005 1.146±0.002 1.154±0.006

�2/ndf 0.721 0.491 0.396 0.584 0.432 0.371 0.497 0.215 0.510 0.763

⇤+ ⇤̄

T0 (GeV) 0.286± 0.005 0.246± 0.006 0.218±0.006 0.187±0.004 0.176±0.006 0.152±0.003 0.121±0.002 0.101±0.006 0.069±0.004 0.018±0.005

R0 (fm) 0.705±0.005 0.800±0.007 0.889±0.005 1.050±0.003 1.098±0.008 1.308±0.150 1.740±0.005 2.204±0.007 4.019±0.008 6.184±0.255

q 1.081±0.007 1.088±0.007 1.093±0.004 1.102±0.007 1.103±0.007 1.109±0.007 1.117±0.001 1.122±0.007 1.128±0.002 1.138±0.001

�2/ndf 0.560 0.355 0.373 0.433 0.338 0.230 0.333 0.178 0.229 0.260

⌅� + ⌅̄+

T0 (GeV) 0.347±0.007 0.309±0.002 0.253±0.007 0.237±0.006 0.199±0.006 0.176±0.001 0.158±0.005 0.127±0.001 0.102±0.005 0.026±0.001

R0 (fm) 0.383±0.008 0.405±0.005 0.495±0.006 0.515±0.007 0.630±0.008 0.722±0.008 0.796±0.003 1.079±0.005 1.330±0.007 1.784±0.040

q 1.068±0.009 1.074±0.005 1.089±0.008 1.091±0.007 1.103±0.007 1.106±0.002 1.108±0.005 1.113±0.002 1.120±0.006 1.137±0.002

�2/ndf 0.430 0.229 0.434 0.450 0.527 0.232 0.380 0.535 0.305 0.305

Mul[1+2] Mul[3+4] Mul[5+6] Mul[7+8] Mul[9+10]

⌦� + ⌦̄+

T0 (GeV) 0.402±0.007 0.311±0.002 0.265±0.005 0.198±0.007 0.130±0.009

R0 (fm) 0.626±0.030 0.826±0.005 0.847±0.006 1.107±0.005 1.671±0.006

q 1.057±0.009 1.065±0.010 1.085±0.011 1.097±0.006 1.106±0.005

�2/ndf 0.048 1.625 0.430 1.525 0.729
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4.4 Transverse momentum spectra of identified hadrons

Table 4.6: Fit results at
p
s = 7 TeV [239], using data from the ALICE Collabo-

ration with q from Table 4.4 following Eq. 4.2 and 4.6.

Particles Multiplicity class

Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10

⇡+ + ⇡�

T (GeV) 0.196±0.006 0.193±0.003 0.189±0.007 0.186±0.007 0.182±0.008 0.175±0.002 0.169±0.008 0.163±0.005 0.153±0.001 0.134±0.007

R (fm) 1.060±0.008 0.959±0.007 0.900±0.007 0.861±0.006 0.851±0.005 0.848±0.008 0.811±0.004 0.788±0.006 0.787±0.007 0.785±0.005

µ 0.642±0.002 0.649±0.007 0.644±0.005 0.640±0.007 0.624±0.006 0.599±0.005 0.584±0.008 0.564±0.005 0.523±0.009 0.459±0.005

�2/ndf 6.928 7.194 6.383 5.597 4.984 4.130 2.980 1.953 0.595 0.117

K+ +K�

T (GeV) 0.197±0.009 0.193±0.005 0.189±0.006 0.186±0.006 0.182±0.009 0.175±0.005 0.169±0.009 0.164±0.009 0.149±0.007 0.124±0.009

R (fm) 1.227±0.005 1.046±0.005 0.941±0.005 0.871±0.007 0.821±0.005 0.802±0.008 0.736±0.007 0.675±0.006 0.672±0.006 0.671±0.006

µ 0.308±0.005 0.372±0.007 0.407±0.007 0.430±0.006 0.447±0.005 0.441±0.007 0.459±0.007 0.476±0.006 0.451±0.007 0.423±0.005

�2/ndf 0.087 0.077 0.082 0.087 0.083 0.080 0.053 0.050 0.038 0.115

p+ p̄

T (fm) 0.198±0.001 0.193±0.006 0.189±0.006 0.187±0.005 0.183±0.006 0.176±0.005 0.169±0.006 0.163±0.007 0.149±0.007 0.117±0.006

R (fm) 1.546±0.005 1.214±0.005 0.984±0.006 0.794±0.008 0.739±0.005 0.676±0.007 0.578±0.005 0.491±0.006 0.448±0.008 0.446±0.007

µ -0.082±0.008 0.096±0.005 0.242±0.006 0.377±0.005 0.421±0.006 0.477±0.007 0.562±0.005 0.642±0.008 0.681±0.005 0.696±0.005

�2/ndf 0.079 0.080 0.079 0.085 0.085 0.101 0.092 0.090 0.074 0.114

⇤+ ⇤̄

T (GeV) 0.201± 0.007 0.196± 0.008 0.191±0.006 0.187±0.006 0.184±0.005 0.180±0.007 0.171±0.007 0.163±0.007 0.153±0.009 0.119±0.009

R (fm) 2.226±0.005 1.380±0.008 0.964±0.007 0.772±0.008 0.675±0.007 0.586±0.006 0.466±0.005 0.378±0.006 0.309±0.007 0.299±0.007

µ -0.653±0.006 -0.239±0.007 0.046±0.005 0.211±0.007 0.303±0.006 0.393±0.007 0.584±0.005 0.671±0.007 0.763±0.009 0.770±0.005

�2/ndf 0.419 0.184 0.162 0.176 0.199 0.124 0.053 0.131 0.116 0.091

⌅� + ⌅̄+

T (GeV) 0.202±0.005 0.197±0.002 0.194±0.007 0.188±0.007 0.185±0.006 0.179±0.007 0.171±0.007 0.164±0.007 0.156±0.008 0.122±0.007

R (fm) 4.307±0.005 1.907±0.005 1.040±0.008 0.954±0.007 0.678±0.007 0.564±0.005 0.488±0.007 0.332±0.006 0.249±0.006 0.222±0.007

µ -1.698±0.006 -0.916±0.005 -0.353±0.006 -0.276±0.006 -0.005±0.005 0.146±0.005 0.249±0.007 0.521±0.005 0.670±0.007 0.757±0.009

�2/ndf 0.418 0.409 0.299 0.115 0.149 0.196 0.201 0.562 0.268 0.168

Mul1 Mul2 Mul3 Mul[4+5] Mul6 Mul7 Mul8 Mul9 Mul10

�

T (GeV) 0.198±0.007 0.193±0.007 0.189±0.005 0.183±0.005 0.175±0.005 0.171±0.006 0.163±0.005 0.149±0.005 0.118±0.001

R (fm) 1.610±0.005 1.186±0.005 0.980±0.007 0.797±0.006 0.631±0.005 0.491±0.005 0.421±0.005 0.375±0.006 0.333±0.008

µ -0.687±0.005 -0.410±0.005 -0.241±0.007 -0.080±0.010 0.101±0.007 0.266±0.007 0.365±0.006 0.450±0.006 0.596±0.009

�2/ndf 1.046 0.318 0.429 0.281 0.550 0.342 0.527 0.549 0.233

Mul[1+2] Mul[3+4] Mul[5+6] Mul[7+8] Mul[9+10]

⌦� + ⌦̄+

T (GeV) 0.204±0.008 0.199±0.007 0.189±0.005 0.165±0.006 0.134±0.005

R (fm) 5.023±0.005 1.650±0.008 0.608±0.005 0.186±0.007 0.107±0.006

µ -2.838±0.006 -1.729±0.009 -0.721±0.008 0.382±0.005 0.752±0.005

�2/ndf 0.354 0.450 0.400 0.237 0.580
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Table 4.7: Fit results at
p
s = 13 TeV [47, 240, 241], using data from the ALICE

Collaboration with q from Table 4.5 following Eq. 4.2 and 4.6.

Particles Multiplicity class

Mul1 Mul2 Mul3 Mul4 Mul5 Mul6 Mul7 Mul8 Mul9 Mul10

⇡+ + ⇡�

T (GeV) 0.200±0.007 0.194±0.003 0.190±0.007 0.186±0.002 0.182±0.007 0.177±0.007 0.170±0.006 0.162±0.007 0.150±0.003 0.131±0.007

R (fm) 1.175±0.005 1.093±0.006 1.028±0.006 0.984±0.008 0.961±0.006 0.932±0.007 0.907±0.006 0.897±0.006 0.892±0.007 0.887±0.008

µ 0.626±0.005 0.617±0.005 0.612±0.007 0.606±0.005 0.595±0.005 0.581±0.005 0.557±0.007 0.529±0.007 0.486±0.006 0.419±0.007

�2/ndf 7.960 7.134 6.264 5.566 5.007 4.165 3.200 2.220 1.035 0.505

K+ +K�

T (GeV) 0.200±0.008 0.194±0.005 0.190±0.006 0.186±0.006 0.182±0.007 0.177±0.009 0.170±0.007 0.162±0.006 0.151±0.007 0.131±0.005

R (fm) 1.310±0.007 1.174±0.007 1.043±0.005 0.982±0.006 0.934±0.005 0.879±0.008 0.817±0.005 0.778±0.008 0.722±0.005 0.609±0.006

µ 0.274±0.005 0.326±0.007 0.369±0.006 0.384±0.007 0.398±0.008 0.410±0.006 0.423±0.006 0.425±0.007 0.430±0.006 0.462±0.005

�2/ndf 0.585 0.154 0.143 0.157 0.201 0.201 0.160 0.204 0.138 0.424

p+ p̄

T (fm) 0.202±0.006 0.196±0.003 0.192±0.007 0.188±0.007 0.183±0.007 0.178±0.007 0.171±0.007 0.163±0.005 0.150±0.006 0.130±0.005

R (fm) 1.981±0.006 1.413±0.005 1.107±0.005 0.917±0.005 0.840±0.008 0.718±0.006 0.620±0.006 0.534±0.006 0.457±0.006 0.331±0.005

µ -0.286±0.007 -0.148±0.005 0.164±0.006 0.299±0.005 0.358±0.006 0.455±0.005 0.537±0.008 0.616±0.006 0.685±0.005 0.804±0.005

�2/ndf 0.170 0.151 0.169 0.152 0.138 0.159 0.144 0.119 0.167 0.193

�

T (fm) 0.203±0.003 0.196±0.007 0.193±0.007 0.188±0.007 0.183±0.005 0.178±0.006 0.173±0.006 0.164±0.008 0.152±0.007 0.126±0.009

R (fm) 2.385±0.006 1.578±0.005 1.314±0.008 0.978±0.006 0.867±0.005 0.739±0.005 0.587±0.007 0.531±0.006 0.451±0.005 0.342±0.006

µ -1.113±0.006 -0.679±0.008 -0.540±0.006 -0.291±0.006 -0.173±0.007 -0.032±0.006 0.129±0.006 0.183±0.005 0.307±0.005 0.505±0.006

�2/ndf 0.721 0.491 0.395 0.578 0.434 0.371 0.497 0.213 0.507 0.750

⇤+ ⇤̄

T (GeV) 0.205± 0.007 0.198± 0.007 0.194±0.004 0.190±0.007 0.185±0.005 0.180±0.005 0.175±0.006 0.166±0.005 0.154±0.006 0.135±0.009

R (fm) 3.070±0.005 1.976±0.006 1.403±0.007 0.998±0.006 0.934±0.006 0.740±0.006 0.554±0.006 0.486±0.006 0.394±0.007 0.274±0.006

µ -0.998±0.006 -0.557±0.006 -0.261±0.007 0.022±0.005 0.072±0.005 0.252±0.007 0.445±0.005 0.530±0.006 0.649±0.005 0.844±0.006

�2/ndf 0.560 0.356 0.373 0.434 0.340 0.231 0.335 0.178 0.231 0.260

⌅� + ⌅̄+

T (GeV) 0.206±0.002 0.200±0.007 0.196±0.006 0.192±0.006 0.187±0.005 0.181±0.005 0.173±0.007 0.168±0.006 0.155±0.006 0.135±0.007

R (fm) 5.823±0.009 3.384±0.006 1.402±0.005 1.118±0.006 0.796±0.007 0.656±0.005 0.581±0.006 0.438±0.006 0.467±0.006 0.195±0.006

µ -2.067±0.006 -1.501±0.005 -0.647±0.005 -0.498±0.008 -0.123±0.006 0.040±0.006 0.140±0.005 0.351±0.005 0.439±0.005 0.785±0.009

�2/ndf 0.430 0.226 0.434 0.455 0.527 0.233 0.380 0.535 0.305 0.305

Mul[1+2] Mul[3+4] Mul[5+6] Mul[7+8] Mul[9+10]

⌦� + ⌦̄+

T (GeV) 0.207±0.007 0.203±0.006 0.192±0.006 0.166±0.006 0.138±0.007

R (fm) 6.186±0.005 1.637±0.007 0.648±0.005 0.413±0.006 0.274±0.005

µ -3.141±0.006 -1.642±0.005 -0.845±0.006 -0.306±0.008 0.050±0.008

�2/ndf 0.106 1.624 0.433 1.524 0.723
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Figure 4.5: The non-extensive parameter (q) at (µ = 0) as a function of q for

(µ 6= 0) for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for

di↵erent final state particles. The line represents the fit function, y = mx+c [212].

Figure 4.5 depicts the variation of the non-extensive parameter at (µ = 0) and

(µ 6= 0) for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for

various final state particles. It is mentioned in section 4.3 of the article that the

value of the non-extensive parameter q is kept fixed, and parameters like T , V ,

and µ are determined by fitting transverse momentum distributions. So, to ensure

the validity of our method, we have plotted the value of q for both the cases i .e.

(µ = 0) and (µ 6= 0). The results suggest that the value of q remains independent

irrespective of the value of µ. The contribution of µ is taken care of by T0 and

V0 as mentioned in Eq. 4.3 and 4.4. For both the center-of-mass energies, i .e
p
s

= 7 and 13 TeV, we fitted the spectrum using y = mx+ c. For
p
s = 7 TeV, the

slope is m = 0.998 ± 0.019, and the intercept is c = 0.002 ± 0.022. In the same

way, for
p
s = 13 TeV, m = 1.004± 0.018 and c = �0.005± 0.021. Moving one

step further, the variation of the q-parameter is plotted for both µ = 0 and µ 6= 0
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Figure 4.6: Comparison of the non-extensive parameter (q) at (µ = 0) and (µ 6= 0)

for pp collisions at
p
s = 7 TeV for di↵erent final state particles as a function of

final state multiplicity. Shown in the bottom panel is the ratio of both cases, which

indicates that q hardly depends on the chemical potential of the system [212].

cases across all considered particle species as a function of final state-charged

particle multiplicity for
p
s = 7 TeV, as depicted in Fig. 4.6. The bottom panel

of this figure presents a ratio indicating the near-independence of the q-parameter

on the system’s chemical potential. This analysis provides additional support for

the approach mentioned in the above section.

In Fig. 4.7, we utilize Eq. 4.5 to fit the transverse momentum spectra of various

identified particles observed experimentally across di↵erent multiplicity classes at
p
s = 7 TeV and

p
s = 13 TeV. It illustrates the variation of the non-extensive

parameter (q) as a function of charged-particle multiplicity, with the left panel

representing
p
s = 7 TeV and the right panel representing

p
s = 13 TeV, for vari-

ous final state particles. It is observed that the value of q decreases monotonically
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Figure 4.7: Non-extensive parameter (q) as a function of charged-particle multi-

plicity for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for

di↵erent final state particles. The uncertainties in charged-particle multiplicity

are the quadratic sum of statistical and systematic contributions, and the error

in the value of q is statistical errors [212].

with an increase in charged-particle multiplicity for all the particles except for

pions, suggesting that the system created in higher multiplicity classes is close to

thermal equilibrium. The more important thing is that q approaches 1 for high

multiplicities. The decrease in q-values towards one is an important observation

as it infers that the hot and dense system created in higher multiplicities is ap-

proaching a thermalized Boltzmann description of the system. However, it can

be observed that the value of q monotonically increases for pions with charged-

particle multiplicity. This suggests that the system deviates further from thermal

equilibrium as the multiplicity of charged particles increases, which could be at-

tributed to the contribution of resonance decay. With higher multiplicities, more

resonances are likely involved, introducing additional non-equilibrium e↵ects that

impact the value of q.

Further, in Fig. 4.8, the temperature parameter (T0) extracted from the fitting
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Figure 4.8: Temperature (T0) as a function of charged-particle multiplicity for pp

collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for di↵erent final

state particles at zero chemical potential. The uncertainties in charged-particle

multiplicity are the quadratic sum of statistical and systematic contributions, and

the error in the value of T0 are statistical errors [212].

is depicted as a function of charged-particle multiplicity for pp collisions at
p
s = 7

TeV (left panel) and 13 TeV (right panel), considering various final state particles

at zero chemical potential. It is observed that as the charged-particle multiplicity

increases, the temperature rises for all hadrons. A mass-ordering trend is observed

in the figures, with heavier mass particles exhibiting a higher temperature than

lighter mass particles across all charged-particle multiplicities. Similar findings

are reported in Ref. [243]. This corresponds to a mass-dependent di↵erential

freeze-out scenario, where particles freeze out at di↵erent times, corresponding to

di↵erent volumes and temperatures for di↵erent particle species.

In Fig. 4.9, we utilize the q-values obtained from the first set of fits as fixed

parameters for the subsequent fits, where the parameters change from T0 and R0

to T and R, and the chemical potential remains a free parameter. The figure

illustrates the temperature (T ) at non-zero chemical potential as a function of
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Figure 4.9: Temperature (T ) as a function of charged-particle multiplicity for

pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for di↵erent

final state particles at the non-zero chemical potential. The uncertainties in

charged-particle multiplicity are the quadratic sum of statistical and systematic

contributions, and the error in the value of T are statistical errors [212].

charged-particle multiplicity for pp collisions at
p
s = 7 TeV (left panel) and 13

TeV (right panel) across various final state particles. As we proceed towards

higher charged multiplicity, the temperature of all hadrons increases monotoni-

cally. Considering a given charged-particle multiplicity, the temperature exhibits

a weak particle species dependency in pp collisions at both center-of-mass en-

ergies. This observation suggests that all the particles have the same kinetic

freeze-out temperature for a given charged-particle multiplicity when a finite µ

is allowed for the system. Furthermore, a finite chemical potential is observed at

kinetic freeze-out, indicating the absence of chemical equilibrium. However, this

chemical potential does not necessarily have to be zero, highlighting the complex-

ity of the freeze-out process and the dynamics governing particle production in

high-energy collisions.

Figure 4.10 depicts the radius of the system (R) as a function of charged-
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Figure 4.10: Radius of the system (R) as a function of charged-particle multi-

plicity for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for

di↵erent final state particles. The uncertainties in charged-particle multiplicity

are the quadratic sum of statistical and systematic contributions, and the error

in the value of R are statistical errors [212].

particle multiplicity for pp collisions at
p
s = 7 TeV TeV (left panel) and 13 TeV

(right panel) across di↵erent final state particles non-zero µ. The value of R

increases with an increase in charged particle multiplicity, indicating that as the

number of charged particles created in the collision increases, so does the size of

the particle production region also increase. It suggests that increased charged

particle multiplicities are often associated with more particle interactions and

larger system sizes. Particle species dependency is observed in both low and

high-multiplicity regions. However, an interesting finding is that the system’s

radius for all considered hadrons remains almost identical within the range of

hdNch/d⌘i ' 8�14. Beyond this range, we observe a particle species dependency

in the value of R as the charged-particle multiplicity increases further.

Figure 4.11 illustrates chemical potential (µ) as a function of charged-particle

multiplicity for pp collisions at
p
s = 7 (left panel) and 13 TeV (right panel) for
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Figure 4.11: Chemical potential (µ) as a function of charged-particle multiplicity

for pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for di↵erent

final state particles. The uncertainties in charged-particle multiplicity are the

quadratic sum of statistical and systematic contributions, and the error in the

value of µ are statistical errors [212].

di↵erent final state particles at a fixed value of non-extensive parameters. A non-

zero value of the chemical potential at kinetic freeze-out temperature is observed

for all considered particle species. Moreover, a particle species dependency exists

in the chemical potential values for both LHC center-of-mass energies. Notably,

the chemical potentials become negative as we move towards more massive par-

ticles. However, lighter particles such as ⇡, K, and p exhibit positive chemical

potentials across all charged-particle multiplicities. The observed µ values vary

considerably for di↵erent particle types. Particularly for baryons and other mas-

sive particles, the chemical potential can shift from positive to negative as the

rate of change in particle multiplicity with respect to pseudorapidity increases.

This transition towards negative values suggests that the production of heavier

particles becomes less favorable.

It’s worth noting that the chemical potentials obtained are absolute values
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since we consider the combined experimental spectra of particles and their an-

tiparticle counterparts. This approach allows us to infer QGP-like signals in

the high-multiplicity class of pp events at LHC energies. One assumes a quark-

antiquark system at the ground state when connecting the hadron chemical po-

tential to constituent quarks. Given the chemical potential of a hadron, one can

obtain the constituent quark chemical potentials by solving the following equation

for a set of identified particles: µh =
P

i
µq

i
, where i runs from 1 to the number

of constituent quarks of a hadron , i.e., 2 for a meson and 3 for a baryon. Here,

µh is the chemical potential of a hadron, and µq is the chemical potential of a

quark/antiquark [244].
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Figure 4.12: �2/ndf as a function of charged-particle multiplicity for pp collisions

at
p
s = 7 TeV (left panel) and 13 TeV (right panel) for di↵erent final state

particles [212].

Figure 4.12 depicts �2/ndf as a function of charged-particle multiplicity for

pp collisions at
p
s = 7 TeV (left panel) and 13 TeV (right panel) across various

final state particles under non-zero chemical potential conditions. The reduced �2

indicates the quality of fits, with values closer to one indicating a better agree-

ment between the data and the fit function. This shows that the spectra are
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well described by the thermodynamically consistent form of Tsallis distribution.

Notably, the fit quality remains excellent up to pT of 6 GeV, with �2/ndf consis-

tently less than one, except for pions. Additionally, a p-value test of the fitting

yielded p-values equal to 1 for all cases, further confirming the robustness of the

fits and the compatibility of the Tsallis distribution with the observed data at

the LHC.

4.6 Summary

This work examines another prospect to explain the kinetic freeze-out stage

amidst significant chemical potential, especially in describing the final state parti-

cles of the system produced in pp collisions. A detailed investigation is presented,

considering the chemical potential in the Tsallis distribution Eqn. 4.1 following a

two-step procedure. We have utilized the redundancy present in the variables T ,

V , q, and µ expressed in Eqns. 4.3 and 4.4 and performed all fit using Eqn. 4.1,

that is e↵ectively establishing the chemical potential equal to zero. This study

reviewed a comparison of T and T0 values for both the center-of-mass energies.

This result confirms that the variables T , V , q, and µ in the Tsallis distribution

function Eqn. 4.1 have a redundancy for µ 6= 0.

• Transverse momentum spectra of various particle species in pp collisions

at
p
s = 7 TeV and 13 TeV were analyzed using the Tsallis non-extensive

statistical model. The experimental data are fitted for di↵erent final-state

particles, showing a good agreement between data and model.

• We determine the non-extensive parameter (q), temperature parameter

(T0), and radius parameter (R0) at zero chemical potential (µ = 0) using

the Tsallis distribution.

• The non-extensive parameter (q) is una↵ected by the system’s chemical po-

tential, indicating that T0 and R0 are responsible for the contribution. Also,
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the q-value decreases with increasing charged-particle multiplicity, suggest-

ing that the system approaches thermal equilibrium at higher multiplicities,

except for pions, indicating an increasing trend due to contributions from

resonance decay.

• A mass-ordering trend can be observed for Temperature (T0) with heav-

ier mass particles having a higher temperature than lighter mass particles

across all charged-particle multiplicity, suggesting a di↵erential freeze-out

scenario.

• The Temperature (T ) at non-zero chemical potential increases monotoni-

cally with the increase in charged-particle multiplicity, suggesting the ab-

sence of chemical equilibrium and a weak particle species dependency.

• The value of R increases with an increase in charged particle multiplicity,

and we observe particle species dependencies in both low and high-charged-

multiplicity regions.

• Chemical potential (µ) varies by particle species and shifts from positive

to negative values for heavier particles as charged particle multiplicity in-

creases.

• The �2/ndf values show the goodness of the fit, with values consistently less

than one, indicating the robustness of the Tsallis distribution in explaining

the ALICE experimental data.
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The GRAPES-3 Experiment at

Ooty

The Gamma Ray Astronomy at PeV EnergieS-phase 3 (GRAPES-3 ) experi-

ment is one of the world’s major cosmic ray research facilities located at Ooty

in Tamil Nadu, India. The experimental facility is situated at an altitude of

2200 m above mean sea level and latitude 11.4� N, longitude 76.7� E. It is a

ground-based extensive air shower (EAS) experiment designed to study cosmic

rays and �-ray astronomy. The scientific objectives of GRAPES-3 experiment are

as follows [245]:

1. Understanding the origin, acceleration, and propagation of galactic and

extra-galactic cosmic rays (> 1013 eV) by analyzing the energy spectra and

mass composition of the muon.

2. Investigate the knee’s existence in cosmic rays’ energy spectrum.

3. Understanding the production and acceleration of the highest energy of

high-energy cosmic rays (⇠ 1020 eV) through the investigation of the di↵use

�-rays of energy > 1012 eV.
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4. Exploring �-ray astronomy at multi-TeV energies from supernova remnants

and other compact objects.

5. Analyze the solar and atmospheric phenomena by exploring the directional

information of muons.

Figure 5.1: A view of the GRAPES–3 extensive air shower array.

The GRAPES-3 experiment has been designed to fulfill the above-mentioned

scientific objectives with a compact high-density array of ⇠ 400 plastic scintillator

detectors, called the EAS array [246–248]. The experiment also includes a large

area muon telescope, the GRAPES-3 muon telescope (G3MT) [249]. It consists

of 3712 proportional counters (PRCs). The EAS array’s compactness results in a

lowered energy threshold of nearly TeV, providing a significant overlap with space-

based direct observations from balloon flights and satellite experiments, such as

JACEE [95], RUNJOB [96], CREAM [97], DAMPE [98], ISS-CREAM [250] and
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NUCLEON [251]. The EAS muons data recorded by the G3MT is sensitive to

the nature of primary and accurately estimates the mass composition of cosmic

rays using Monte Carlo (MC) simulations. Similarly, the muon data is utilized

to distinguish �-ray showers from an overwhelming background of cosmic rays

for �-ray points and di↵use sources. Furthermore, the G3MT records muon di-

rectional data continuously, allowing the GRAPES-3 experiment to investigate

various solar and atmospheric events. Due to the G3MT’s sensitivity, even mini-

mal fluctuations in muon intensity, ground-breaking discoveries such as giga-volt

thunderstorm potentials [252] and temporary weakening of the Earth’s magnetic

field [253, 254] have been made. The GRAPES-3 experiment operates 24/7, col-

lecting approximately 3 ⇥106 extensive air showers daily in the TeV–PeV energy

range. The plastic scintillator detectors, proportional counters, and associated

electronics used in the GRAPES-3 experiment were developed and produced in-

house. The performance of scintillator detectors and proportional counters is

regularly monitored. Figure 5.1 depicts the GRAPES-3 experimental site.

The GRAPES-3 experiment o↵ers crucial insights into high-energy cosmic

rays and their interactions with Earth’s atmosphere. The extensive air showers

produced when cosmic rays impact molecules in the atmosphere provide infor-

mation about these particles’ composition, energy, and behavior. The study of

extensive air showers helps us to understand and explain astronomical events and

cosmic ray (CR) physics. The following section will discuss the details of The

GRAPES-3 EAS array, the corresponding signal processing unit, and the data

acquisition (QAQ) systems.

5.1 EAS array

Each scintillator detector in the GRAPES-3 array is of an area of 1 m2. The

EAS array spans a total physical area of 25000 m2. These scintillator detectors

are arranged in a hexagonal pattern with a separation of 8 m between them.
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Figure 5.2: The schematic diagram of the GRAPES-3 experiment depicts single

PMT scintillator detectors as blue triangles, double PMT scintillator detectors

as red triangles, and G3MT modules as green open squares [255].

This configuration is designed to sample the EAS secondary particles across the

entire array uniformly. Presently, the EAS array operates with two di↵erent

scintillator detector designs, cone and fiber detectors. These detectors use in-

dividual methods for collecting scintillation photons. The cone detector has a

single photo-multiplier tube (PMT). However, the fiber detectors have two dif-

ferent readout systems: a single PMT and a double PMT configuration. The

double PMT scintillator detectors are strategically positioned uniformly, forming

a subarray with hexagonal geometry and an inter-detector spacing of 16 m. The

schematic diagram of the GRAPES-3 experiment detector system is depicted in

Fig. 5.2. Blue and red triangles represent the single and double PMT scintillator

detectors, respectively, while open green squares denote the G3MT modules. The

EAS array records both the energy deposited and the arrival time (t) of the EAS
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secondary particles, which are expressed as analog-to-digital converter (ADC)

and time-to-digital converter (TDC) counts, respectively. The deposited energy

is converted into particle density (⇢) through calibration, the details of which are

provided in [246]. The particle density data is then utilized to determine EAS

trigger and shower parameters, such as shower cores (Xc, Yc), size (Ne), and age

parameter (s). Arrival time data is utilized for reconstructing the shower arrival

direction (✓,�).

5.1.1 Scintillation detector

The EAS array constitutes individual plastic scintillator detectors, each covering

an area of 1 m2. These detectors are designed to measure EAS particles’ den-

sity and relative arrival time. Each cone-type detector consists of four identical

blocks of plastic scintillators, each measuring 50 cm ⇥ 50 cm in area and 5 cm

in thickness. These blocks are enclosed within light-tight aluminum containers

with a trapezoidal shape. The plastic scintillators are fabricated from polystyrene

doped with 1% p-terphenyl and 0.03% POPOP. When charged particles traverse

the scintillator block, a portion of their energy is deposited, which excites the

polystyrene molecules. This excitation energy is promptly and e�ciently trans-

ferred to p-terphenyl, which emits ultra-violet photons during the subsequent

de-excitation process, with a decay time of a few nanoseconds. To compensate

for the higher attenuation of UV photons within the plastic scintillator block

than blue photons, POPOP is included in the composition. The POPOP absorbs

ultraviolet photons and reemits blue photons, increasing total photon detection

e�ciency. Figure 5.3 shows a schematic of the cone detector. A photomulti-

plier tube (PMT) is positioned 60 cm above the plastic scintillators to collect

scintillating photons from the blocks. The operational voltage for each PMT is

around 1800 V. The inner surface of the detector is coated with super white TiO2

paint to increase the reflectivity, which increases the photo-collection e�ciency of
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the PMT. Thus, the scintillation photons originating from the plastic scintillator

blocks are guided toward the PMT through multiple reflections from the inner

surface of the detector. Subsequently, the PMT converts the photons collected

by the PMT into an electrical pulse with a rise time of nearly three ns and an

amplitude of ⇠ �100 mV.

Scin. Block Scin. Block

PMT

Pulse

HV

10 cm

Muon Telescope 
for calibration

Figure 5.3: The schematic of a cone-type scintillator detector shows plastic scin-

tillator blocks (blue) housed within a trapezoidal cone-shaped aluminum case

(black line), with a PMT positioned at the top. A muon telescope under the

detector is used for calibration.

An accurate measurement of an EAS requires a detector with enough sensi-

tivity to identify individual particles going through it. Furthermore, the detector

should provide signals unique enough to identify from background noise easily.

The cone detectors often exhibit lower photo-collection e�ciency (⇠ 5 photo-

electrons) and non-uniform response (⇠ 30%) across the detector surface [247].
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These e↵ects arise due to absorption and significant propagation delay of scintilla-

tor photons induced by multiple reflections from the inner surface of the detector.

The introduction of wavelength shifting (WLS) fibers for guiding scintillator pho-

tons to the PMT has significantly enhanced the photo-collection e�ciency (⇠ 20

photo-electrons) and reduced non-uniformity (⇠ 3%) [247]. Each plastic scin-

tillator block features 12 parallel grooves carved on its surface, separating 4 cm

between grooves. WLS fibers with a diameter of 1 mm are uniformly placed within

these grooves. Unlike conventional optical fibers, which only accept light from

their ends, WLS fibers can absorb blue scintillation photons from their surface

and emit green photons. A fraction of these emitted green photons, with angles

exceeding the critical angle, become trapped inside the WLS fiber and subse-

quently reach the PMT through multiple total internal reflections. Additionally,

Tyvek sheets cover the plastic scintillator blocks, which increases photo-collection

e�ciency by reflecting scintillation photons into the blocks. It’s worth noting that

plastic scintillation blocks ranging in thickness from 2 cm to 2.4 cm have been

shown to increase e�ciency. This comprehensive technique improves detection

sensitivity and homogeneity throughout the detector surface, critical for accurate

measurements of EAS properties.

Figure 5.4: Schematic of a double PMT fiber-type scintillator detector [247].

The entire setup is enclosed within a more compact, light-tight aluminum
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enclosure. Two distinct configurations of WLS fiber readout are employed: a

single PMT and a double PMT setup. A high-gain PMT is utilized in the single

PMT fiber detector, whereas the double PMT detector includes an additional

low-gain PMT. Fig. 5.4 illustrates a double PMT fiber-type scintillator detector.

Each plastic scintillator block contains 24 WLS fibers, with 2 in each groove.

Among these 24 fibers, 6 positioned in alternate grooves direct the photons to

low-gain PMT, while the remaining 18 guides the photons to high-gain PMT.

Both cone and fiber detectors are elevated on 60 cm tall stands and shielded by

an external aluminum casing to safeguard against rain and harsh weather condi-

tions. Initially, the GRAPES-3 experiment commenced with 257 cone detectors.

However, as time progressed, some cone detectors were replaced with fiber de-

tectors, and additional fiber detectors were deployed. Presently, the GRAPES-3

experiment operates with a nearly equal quantity of cone and fiber detectors.

Among the fiber detectors, 105 are configured as double PMT scintillator detec-

tors.

5.1.2 Signal processing and data acquisition system

The data acquisition mechanism for the EAS array’s scintillator detectors ensures

that signal pulses are precisely captured and processed. The anode pulse travels

via a 230-meter coaxial cable with a 50 ⌦ resistance, with low temporal delays

due to equal cable length. After the arrival of signals, signals undergo passive

splitting: one pulse is attenuated by 3% and sent to the ADC module via an

80-meter coaxial delay cable for charge integration, while the other is amplified

by a factor of 10, passed through a discriminator, and converted into fixed-width

digital pulses. Then, these digital pulses are used for di↵erent purposes, includ-

ing recording signal arrival times and monitoring detector rates for EAS trigger

generation. Fig. 5.5 shows the data acquisition system and signal processing used

in the EAS array.
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Figure 5.5: The schematic of the signal processing system for the scintillator

detector shows the basic components of data acquisition and the propagation of

signals to ADC and TDC, along with signals used for EAS trigger generating and

rate monitoring [246].

When three adjacent lines coincide within 100 ns, this trigger gets triggered.

As shown in Fig. 5.6, the lines were created by taking a logical OR of detectors

in a north-south direction. After the Level-0 trigger is generated, the ADC and

TDC record the integrated charge and arrival time. If a Level-1 trigger is not

triggered in 2.5 milliseconds, the ADC and TDC outputs are reset. To produce

the Level-1 trigger, a GATE signal is needed for data recording, and ten detectors

are required. The data is captured using a real-time clock with a precision of 100

ns, synchronized every second with a GPS signal from satellites. The DAQ system

has a dead time of approximately 3.5 ms [246]. The data is captured using a real-

time clock with a precision of 100 ns, synchronized every second with a GPS

signal from satellites. The DAQ system has a dead time of approximately 3.5

ms [246].

133



Chapter: 5

Figure 5.6: Schematic of the shower trigger system for generating the Level-0

trigger using the basic 3-line coincidence [246].

In the subsequent section, we will discuss the essential components of the

GRAPES-3 muon telescope (G3MT) in great detail, how proportional coun-

ters are made and used, and the DAQ and signal processing techniques used

for G3MT.

5.2 GRAPES-3 muon telescope

The GRAPES-3 experiment uses the G3MT (GRAPES-3 Muon Telescope), a

detector system spanning 560 m2, explicitly designed to capture the muon com-

ponent of extensive air showers. Each G3MT consists of 16 independent modules

with a detection area of 35 m2. The proportional counter (PRC) is the primary

detection unit in each module and has 232 proportional counters per module for

a total of 3712 PRCs for the G3MT. The supermodules (blue dashed squares, S0

to S3) that house four adjacent modules each are formed by the arrangement of

the muon modules, which are represented as red squares in Fig. 5.7. For e�cient
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muon track reconstruction, each module has four separate layers of proportional

counters, designated Layer-0 to Layer-3, placed orthogonally.

Figure 5.7: Schematic representation of the G3MT for GRAPES-3 coordinates

system. Red squares represent the muon modules (M00 ! M15), and the blue

dashed squares represent supermodules (S0 ! S3).The direction of the PRC

within each layer is indicated by the notation ⌧. However, the arrangement of

the proportional counters for each projection in a given module is shown explic-

itly. However, the placement of proportional counters in each projection inside a

certain module is explicitly shown and denoted by the symbol 0 ! 57 [255]

Fig. 5.7 illustrates the proportional counter structure for each module, which

enables reconstruction in the Y-Z and X-Z projections. In the Y-Z projection,

muon track reconstruction is primarily handled by Layers 0 and 2, whereas in the

X-Z projection, reconstruction is handled by Layers 1 and 3. The direction of the

muon can be confirmed by merging the tracks from these two projection planes.

There are 58 proportional counters in each layer, from 0 to 57, in consecutive

order. The gaps between successive layers are filled with concrete blocks, 60 cm
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⇥ 60 cm ⇥ 15 cm, which help reconstruct the muon track with an accuracy of

6�. In addition, 13 layers of 2 m thick concrete blocks are used to absorb the

low-energy hadronic and electromagnetic components.

Figure 5.8: A cross-section projection of a supermodule depicting two front mod-

ules with four layers of proportional counters and a concrete absorber [249].

Figure 5.8 provides a cross-sectional projection of a supermodule, showing

the arrangement of proportional counters and concrete absorbers. These con-

crete blocks serve as absorbers for the electromagnetic (EM) component and the

low-energy hadronic component of the EAS. To achieve an energy threshold of 1

GeV for vertically incident muons and to absorb the electromagnetic component,

a total thickness of 550 g/cm2 in the form of concrete blocks was employed as

an absorber. The supermodules’ thick walls provide thermal insulation and keep

the inside temperature at about 22�C. Dehumidifiers keep the humidity below

50%. The muon station’s external temperature varies between 10� C and 20�

C, but it varies less inside the supermodules. With this configuration, the pro-

portional counters operate at their best and last longer in various environmental

circumstances.

5.2.1 Proportional counter (PRC)

Proportional counters are constructed using a zinc-coated mild steel tube, 600

cm long with a cross-sectional area of 10 cm ⇥ 10 cm, as illustrated in Fig. 5.9.

The tube’s wall thickness is 2.3 mm. High-quality welding techniques seal both
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ends of the tube with flat mild steel plates, each 6 mm thick, to prevent leaks.

Inside the proportional counter, a gold-coated tungsten wire, 100 µm in diameter,

acts as the anode, while the PRC tube is the cathode. This wire is positioned

along the axis of the tube and is mounted through small openings at the center

of both end plates. The anode wire operates at an approximate potential of 3000

V and is securely attached to the end plates using a glass-to-metal airtight seal,

ensuring electrical insulation. One end plate of the proportional counter features

a needle valve through which the counter is evacuated to a vacuum level of 10�3

mbar before being filled with P-10 gas. P-10 gas is a mixture of 90% argon (Ar)

and 10% methane (CH4), pressurized to about 35% above the local atmospheric

pressure.

Figure 5.9: A schematic of the PRC is used as the basic detector element in the

GRAPES-3 tracking muon detector [256].

When a high voltage is applied across the anode wire, a radial electric field is

created inside the counter. Ionization events result in the production of electron-

ion pairs as charged particles travel through the gas medium. When subjected to

the electric field, ions drift toward the cathode and electrons toward the anode.

Electrons travel faster than ions because of their higher mobility in the strong

electric field, due to this they gain enough energy for further ionization, triggering

the avalanche e↵ect. A negative pulse travels along the anode wire as a result of

the ensuing electron cloud, creating a localized positive charge close to it. The

energy released by the charged particle in the gas is correlated with the signal’s
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magnitude [257]. UV photons are released from the gas as a result of atoms being

excited by charged particles moving through it. As a quencher, CH4 e�ciently

absorbs the UV photons and prevents them from causing unrelated avalanches

within the proportional counters.

Figure 5.10: A typical pulse amplitude distribution for a proportional

counter [256].

The amplitude distribution of PRC output pulses, as determined by a multi-

channel analyzer, is shown in Fig. 5.10. The emission of fluorescent K↵ X-rays

from Fe and Zn is responsible for the first two small peaks. It is important to

remember that proportional counters are made of zinc-coated iron tubes, which

prevent rust. On the other hand, the notable peak is associated with muons from

cosmic rays passing through the detector. To keep an eye on the proportional

counters’ health, one of the most essential parameters is the profile of its ampli-

tude distribution. Any malfunction could cause the distribution to change shape

and require the implementation of the necessary corrective actions to get it back

to working order.

An amplifier with a gain value of 83 amplifies the PRC’s output pulse. It
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Figure 5.11: Schematics of two PRC pulses of amplitude A1 and A2, respec-

tively, and corresponding discriminator output pulses of width W1 and W2, re-

spectively [255].

is then formed into an exponential waveform with a 7µs decay time. Following

shaping and amplification, the pulse travels via a discriminator with a threshold

of �100 mV, or 20% of the energy of the least ionizing particle. The pulses

that are above this threshold are digitalized by the discriminator. As seen in

Fig. 5.11, the discriminator pulse width is directly proportional to the logarithm

of the amplifier pulse magnitude because of the amplified pulse’s exponential

structure. The estimated number of muons (Nµ) passing through a proportional

counter for a particular EAS is found as follows:

Nµ = exp

✓
Wn �W0

⌧

◆
(5.1)

Wn is the observed pulse width for EAS, W0 is the pulse width corresponding

to the minimum ionizing particle, and ⌧ is the decay constant. Thus, the pulse

width information helps estimate the number of muons passing through a given

PRC for high-energy EAS.

139



Chapter: 5

5.2.2 Signal processing and data acquisition system

The PRC hits status, pulse width, and pulse arrival time information are captured

when an output pulse exceeds the discriminator threshold. The G3MT records

data in two modes: MuMain data, which records data for each EAS trigger, and

MuAngle data, which records data independently of EAS triggers. Details of the

MuMain DAQ are provided here, while MuAngle DAQ specifics can be found

elsewhere [249].

Figure 5.12: A schematic of the signal processing system and DAQ for the G3MT

showing the digital wave memory (DWM) card and DWM control card [249].

Muon data is collected by four distinct DAQ systems, each dedicated to a

super module. Fig. 5.12 illustrates the signal processing and DAQ setup. All

DAQ systems trigger simultaneously on receiving an EAS trigger. Each layer’s

58 proportional counters are linked to a standard digital wave memory (DWM)
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card, which samples discriminator output pulses. The DWM card checks pulse

status with 167 ns resolution, marking RAM with 1 for presence and 0 for absence.

Consecutive 167 ns intervals with RAM determine pulse width (W) is set to 1.

Sampling occurs 6 µs pre-trigger, allowing for the ⇠2 µs trigger generation post-

shower passage. Each super module features a dedicated DAQ-PC managing four

DWM control cards. When receiving an EAS trigger, the DAQ-PC instructs all

DWM control cards to retrieve corresponding module data. This data, including

PRC hits status, pulse arrival time, and pulse-width info, is stored on a hard

disk with real-time clock (RTC) timestamps at 1 µs precision. RTC synchronizes

with a GPS receiver via a pulse-per-second signal every second. Muon and EAS

DAQ systems operate independently; muon data timestamps align with EAS data

during analysis. Each discriminator output pulse is reshaped into a 200 ns width

digital pulse. A logic OR combines reshaped pulses per layer, generating Layer-

OR. PRC performance is monitored by counting Layer-OR rates per layer and

coincidences among Layer-OR signals facilitated by DWM control cards.

5.3 Summary

The GRAPES-3 experiment is one of the world’s major cosmic ray research fa-

cilities located at Ooty in Tamil Nadu, India, mainly focusing on gamma-ray

astronomy and extensive air shower analysis. The following are the essential

aspects of its infrastructure and research capacity.

• The experiment features a dense array of approximately 400 plastic scintil-

lator detectors and a large area muon telescope consisting of 3712 propor-

tional counters, giving us to study the cosmic ray origins, energy spectra,

gamma-ray astronomy, and analyzing solar and atmospheric phenomena.

• To e↵ectively detect the EAS’s secondary particles, cone and fiber scintil-

lator detectors are arranged in a hexagonal pattern.
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• The muon component of EAS is captured by PRCs in the G3MT, which

are arranged into supermodules with four layers of counters for e�cient

reconstruction of the muon track.

• Study of muon data is made possible by the signal processing and data

acquisition (DAQ) systems that capture PRC hits status, pulse width, and

arrival time data.

• The experiment uses robust signal processing and data acquisition systems

to constantly record and study muon data, contributing significantly to our

understanding of cosmic ray physics and astrophysical phenomena.
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Study of muon puzzle in cosmic

ray events with GRAPES-3

Experiment

The study of cosmic rays, mainly the high-energy interactions and propagation of

particles within extensive air showers, has fascinated scientists and researchers in

astroparticle physics. The muon puzzle is one of the most persistent challenges in

cosmic ray physics. The discrepancy between the number of muons observed in

the cosmic ray events and predicted by the theoretical model is known as the muon

puzzle. Major experiments such as the Pierre Auger Observatory and the Tele-

scope Array [258–261] highlighted this discrepancy in very high-energy. Addition-

ally, the experiments at the CERN revealed an unexpected excess of muon bun-

dles, with multiplicities reaching up to about 100 particles, exceeding expected

levels even under assumptions of purely iron primary in cosmic rays [262, 263].

However, these experiments could have provided an understanding of the energy

dependence of this excess. Addressing this, the NEVOD-DECOR experiment

focused on an inclined extensive air shower, connecting di↵erent zenith angles

with varying intervals of primary particle energies to analyze local muon den-
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sity spectra [264, 265]. This analysis presents excess muon bundles produced,

which vary with the energy of the primary particles. Though advanced hadronic

interaction models like QGSJET, SIBYLL, and EPOS-LHC, observed muon mul-

tiplicities, especially at higher energy scales, still need to be predicted. However,

this discrepancy indicates notable gaps in our understanding of high-energy inter-

actions and cosmic ray propagation, necessitating modifications to these models

to incorporate essential factors. In spite of the advancement in the field of high-

energy hadronic interaction models like QGSJET, EPOS-LHC, and SIBYLL, the

discrepancy observed between the experimental observations and the model’s pre-

dictions show significant gaps in our understanding of the propagation of cosmic

rays and the need to incorporate these important factors in these models.

To understand the discrepancy of muon multiplicity between the experimental

observation and theoretical models, the extensive air shower simulator CORSIKA

(Cosmic Ray SImulations for KAscade), a widely used Monte Carlo simulator,

is used to induce extensive air showers on the Earth’s atmosphere for various

primary particles [266]. In this analysis uses the data from the GRAPES-3 obser-

vatory to compare with the simulation data generated using the QGSJET-II-04

and the EPOS-LHC model. GRAPES-3 provides extensive observational data

over a wide range of energies to compare the results of simulations with exper-

imental data. In this study, we aim to understand this discrepancy to provide

an underlying cause behind it by analyzing the muon multiplicity distribution,

energy spectra, and zenith angle distribution. Hence, it can help us to refine the

existing theoretical models. We used CORSIKA version 7.69 with the QGSJET-

II-04 and EPOS-LHC models to generate extensive air showers to understand this

puzzle. We attempt to address this longstanding puzzle in cosmic ray physics by

analyzing the fundamental process that manages the Universe with the help of

this analysis.

Extensive air shower (EAS) simulations are crucial in achieving these objec-

tives. These simulations model hadronic and electromagnetic interactions result-

144



6.1 CORSIKA simulation

ing in thousands to millions of secondary particles. Given the complexity and

randomness inherent in these interactions, a probabilistic approach is essential.

This is where the Monte Carlo (MC) methods come into play.

6.1 CORSIKA simulation

Monte Carlo methods, which use random sampling to model complex phenomena,

are integral to simulating extensive air showers (EAS). These methods rely on

interaction cross-section data to simulate the distribution of secondary particles.

CORSIKA (COsmic Ray SImulations for KAscade) is a leading Monte Carlo sim-

ulation software for EAS, developed by the KASCADE experiment group at the

Karlsruhe Institute of Technology in Germany. CORSIKA can simulate particles

such as photons, protons, and light nuclei up to iron within an energy range of

109 to 1020 eV. The simulation parameters in CORSIKA are set through an input

steering file, which includes specifications for particle ID, energy, zenith angle, at-

mospheric model, altitude, and magnetic components at the observational level.

CORSIKA tracks each particle through the atmosphere until it reaches an interac-

tion point or the observational level. Various physical phenomena, such as energy

loss, multiple scattering, deflection in the magnetic field, and Cherenkov light,

are accounted for during the tracking. At a given interaction point, the particles

may either interact with the nucleus of the air molecules or decay if the particle

is unstable, as guided by hadronic and electromagnetic (EM) models. Secondary

particles below a critical energy threshold are not further processed, while oth-

ers are stored for further simulation. Due to the energy limitations of particle

accelerators, high-energy hadronic interactions in cosmic ray events still need to

be fully understood, requiring theoretical extrapolations. Hadronic interaction

models are divided into low-energy models (e.g., GHEISHA [267], FLUKA [268],

UrQMD [269]) for energies  8 ⇥ 1010 eV and high-energy models (e.g., DPM-

JET [270], EPOS-LHC [271], NEXUS [272], QGSJET 01C [273], QGSJET-II-
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04 [274], SIBYLL 2.1 [275]) for energies > 8⇥ 1010 eV. Electromagnetic interac-

tions are described by the EGS4 [276] model and the Nishimura-Kamata-Greisen

(NKG) formula [277, 278], with EGS4 explaining the photoproduction of muon

pairs and hadrons, which is essential for muon production in �-initiated extensive

air showers.

In this study, cosmic ray primaries such as proton (p), helium (He), nitrogen

(N), aluminum (Al), and iron (Fe) are simulated using CORSIKA version 7.6900

to generate extensive air showers at the GRAPES-3 location. Two combinations

of hadronic interaction models are employed: (i) QGSJET-II-04 and FLUKA,

and (ii) EPOS-LHC and FLUKA. The secondary particles from these extensive

air showers are tracked until their energies fall below 1 MeV, 1 MeV, 10 MeV,

and 50 MeV for �-rays, electrons, muons, and hadrons, respectively, or until they

reach the GRAPES-3 observational level. Extensive air showers are generated

for energies ranging from 1 TeV to 10 PeV per particle and a zenith angle from

0� to 45�. The azimuthal direction is uniformly distributed between 0� and 360�.

The energy range is divided into 20 equal logarithmic bins with a width of 0.2.

Showers are generated for each primary, assuming their spectra follow a power

law with a spectral index of -2.5 in each energy bin. CORSIKA produces several

output files, among which the binary file is crucial. It contains details about

the CORSIKA run, observational level, and primary cosmic rays, including par-

ticle ID, energy spectrum, and zenith and azimuth angle ranges. The data file

captures information about each secondary particle reaching the observational

level, including particle ID, spatial coordinates (x, y, z), momentum components

(px, py, pz), and the time of flight from the initial interaction (t). The binary

file contents are converted and stored in ROOT format to facilitate e�cient data

storage and access.

Further analysis uses an in-house developed framework, including a compre-

hensive simulation of the GEANT4 (Geometry and Tracking 4) response of EAS

secondary particles in the scintillator detector. This framework encompasses cal-
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Figure 6.1: A comparison of the observed muon multiplicity distribution for

shower size 104.6–104.8 with simulations for p, He, N, Al, and Fe for QGSJET-II-

04.
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Figure 6.2: A comparison of the observed muon multiplicity distribution for

shower size 104.6–104.8 with simulations for p, He, N, Al, and Fe for EPOS-LHC.

ibrating deposited energy to generate particle density recorded by the scintillator

detector (⇢) and EAS trigger generation. Each EAS is processed ten times, with
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the core location randomly selected within a circular area of radius 150 m from

the center of the EAS array (�13.85 m, 6.29 m), referred to as dataset-1. Due to

the steeply declining cosmic ray flux, this dataset has limited statistics at higher

energies. Thus, another dataset (dataset-2) is generated for energies from 100

TeV to 10 PeV to enhance statistics at higher energies. In this dataset, each

EAS is randomly positioned ten times within a circular area radius 60 m from

the array’s center. This choice considers an EAS core selection area of 50 m from

the array’s center, providing an excellent angular resolution of nearly 4 m at 100

TeV and better than 1 m above 1 PeV. Each EAS secondary particle’s spatial

and temporal coordinates are translated to the GRAPES-3 coordinate system,

considering the randomized EAS core position.

For each EAS secondary particle incident, the e↵ective area of a scintillator

detector and the energy deposited in the detector volume is determined using a

pre-simulated GEANT4 database. This database contains the response of EAS

secondary particles, including muons, electrons, gamma rays, protons, neutrons,

and pions, for each scintillator detector configuration. The response of each

particle type is simulated over an energy range from 1 MeV to 100 GeV and a

zenith angle range from 0� to 60�. The energy range is divided into 101 logarithmic

bins, and the zenith range is divided into 21 sec(✓) bins with a bin width of 0.05.

The deposited energy is recorded as an integral probability distribution with 800

bins for each particle type for given energy and zenith angle bins. The energy

deposited by EAS secondary particles in the scintillator detector is computed

based on their energy and zenith angle values and the type and thickness of

the plastic scintillator block. Similarly, the energy deposited by a single muon is

simulated using GEANT4 and utilized for calibration. The total energy deposited

by EAS secondary particles in a given scintillator detector is converted into ⇢ using

muon calibration. A discriminator threshold of 0.5 minimum ionizing particles is

applied. The ⇢ and information for each triggered detector are used to validate

the trigger conditions in the simulation. To calculate the true shower size N true

e
,
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Figure 6.3: Muon energy spectra with simulations for primary cosmic rays (p,

He, N, Al, Fe) using the QGSJET-II-04 model.

a virtual 1000 m ⇥ 1000 m continuous grid of scintillator detectors, each with

an area of 1 m2, is assumed to be layered on the observational level, centered
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Figure 6.4: Muon energy spectra with simulations for primary cosmic rays (p,

He, N, Al, Fe) using the EPOS-LHC model.

on the shower axis. The observational area beyond the grid is considered a

giant scintillator detector. The grid configuration is selected randomly. The
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deposited energy by each EAS secondary particle is calculated using the GEANT4

database and converted into ⇢ using muon calibration. The N true

e
is calculated

by summing the ⇢ measured by all scintillator detectors within the grid and the

giant scintillator detector outside the grid. The N true

e
is used to estimate the

shower size resolution, �Ne , of the GRAPES-3 EAS array.

This thorough simulation procedure provides important insight into the muon

puzzle and improves our knowledge of cosmic ray physics by precisely modeling

the energy distribution and behavior of secondary particles in EAS.

6.2 Results and Discussion

This section compares the simulation results from the hadronic interaction mod-

els like the QGSJET-II-04 and the EPOS-LHC for di↵erent primary particles,

mainly composed of the cosmic ray flux, with GRAPES-3 experimental data for

muon multiplicity distributions. We also show the simulated energy spectra and

zenith angle distributions of various primary particles in cosmic ray air showers

for two hadronic interaction models such as QGSJET-II-04 and EPOS-LHC. This

analysis could help us understand the underlying physics behind particle inter-

action in very high-energy and enhance our knowledge of cosmic ray physics in a

much-improved way.

6.2.1 Muon multiplicity distribution

Understanding the dynamics of particle interactions and the formation of exten-

sive air showers (EAS) in Earth’s atmosphere can be gained by examining the

muon multiplicity distributions in cosmic-ray events. Figures 6.1 and 6.2 show

simulated distributions of muon multiplicity distribution using the QGSJET-II-

04 and EPOS-LHC models for various primary particles. These distributions

show the number of muons detected within air showers initiated by primary cos-
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mic rays such as proton(p), helium (He), nitrogen (N), aluminum (Al), and iron

(Fe). The central motivation for studying these distributions lies in addressing

the longstanding muon puzzle, which revolves around observed discrepancies be-

tween predicted and actual muon multiplicities in cosmic ray showers. We have

studied the muon multiplicity for various primary particles between (10 - 100)

TeV and divided them into five equal logarithmic energy bins with a width of 0.2.

In each energy bin, we studied the muon multiplicity and took a weighted average

of each primary to calculate the weighted average spectra. As we know, cosmic

rays are composed of atomic nuclei; among these nuclei, over 87% are protons

(p), 12% are helium (He) nuclei and the remaining 1% are other heavy nuclei

(such as N, Al, Fe). Keeping this in mind, we have taken the weighted average

of the spectra and plotted it along with all the primary particles. By comparing

simulated results with experimental data, mainly we have shown for air showers

within the 104.6 to 104.8 size range, we aim to validate the predictive power of

the QGSJET-II-04 and EPOS-LHC models. Likewise, air showers of di↵erent

sizes can also be analyzed. However, we have presented here a single shower size.

These analyses are required to refine our cosmic ray interactions and composition

models and discover new fundamental physics phenomena that govern the cosmic

ray sources. The comparison of simulation data with experimental data suggests

the precision measurement of our existing models and our understanding of the

hadronic interaction models. It seeks a need for modification in these models to

understand the reason behind this discrepancy in muon multiplicity that might

improve our knowledge and knowledge.

Hence, the multiplicity spectra of muon serve as an essential observable in

cosmic ray physics to decode the composition and propagation of particles in

cosmic ray extensive air showers, suggesting there is a requirement for a more

in-depth understanding of the nature of particle interactions and sources of these

particles at the highest energies.
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6.2.2 Muon energy spectra

The Investigation of the energy spectra of muons resulting from interactions of

primary cosmic rays, such as protons and heavier nuclei like helium (He), nitrogen

(N), aluminum (Al), and iron (Fe), with Earth’s atmosphere is important for

understanding the complexities of the high-energy phenomena observed. The

energy distribution of these muons not only provides essential information on the

composition but also the behavior of primary cosmic rays and serves as a necessary

measurement for validating the theoretical models that predict these interactions.

Post-LHC hadronic interaction models like QGSJET-II-04 and EPOS-LHC play a

central role in simulating the complex hadronic interactions governing air shower

development in the Earth’s atmosphere.

Figures 6.3 and 6.4 show the energy spectra of muons simulated for di↵erent

primary cosmic rays particles such as p, He, N, Al, and Fe using the QGSJET-II-

04 and EPOS-LHC models, respectively. These models, di↵ering in their treat-

ments of high-energy hadronic interactions and particle fragmentation processes,

predict distinct muon energy spectra. Generally, muon spectra show a power-law

distribution with fewer high-energy muons at higher energies due to increased

interactions or decay processes. Lighter primaries like proton and helium yield

steeper spectra with fewer high-energy muons, while heavier primaries like nitro-

gen, aluminum, and iron produce flatter spectra with more high-energy muons.

Although these comparisons are based solely on simulations, they provide valu-

able insights into particle production mechanisms in cosmic ray showers, advanc-

ing our knowledge of cosmic ray astroparticle physics and fundamental particle

interactions. By comparing simulated muon spectra with experimental data, re-

searchers can pinpoint discrepancies that may signify areas for model refinement

and improve our understanding of particle production mechanisms in cosmic ray

showers. This ongoing e↵ort advances our knowledge of cosmic ray astrophysics

and broader explorations into fundamental particle interactions and astrophysi-
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cal phenomena. Future endeavors should prioritize refining hadronic interaction

models, validating simulations against experimental data, and probing anomalies

that could reveal new insights into the universe’s most energetic processes.

6.2.3 Muon zenith angle distributions

One of the key observables in solving the muon puzzle in cosmic ray physics is

the analysis of the muon zenith angle distribution. It helps us to understand how

they interact and propagate in the Earth’s atmosphere. The interaction of the

primary cosmic rays in the Earth’s atmosphere produces a cascade of particles

called EAS and the produced secondaries, like muons, that could penetrate deep

into the atmosphere and reach the surface of the Earth.

Figures 6.5 and 6.6 show the zenith angle distributions of muons simulated

for di↵erent primary cosmic rays (p, He, N, Al, and Fe) using the QGSJET-

II-04 and EPOS-LHC models, respectively. We have divided the zenith angle

from 0 to 45 � into four bins from 1 to 1.4 with a bin width of 0.1. We observe

that the observed muon peaks at the smaller zenith angles (near vertical) and

decreases towards higher zenith angles (horizon). This is due to the fact that the

muons that travel through a longer atmospheric path are more likely to decay

or be absorbed. Interestingly, we observed that, as we move towards higher

zenith angle bins, the muon number increases for heavier primaries. This is

because of more extensive air showers produced by heavier primary nuclei, which

result in a more significant number of secondary particles. However, even at

higher zenith angles, we observed higher muon numbers for proton primary. For

lighter primaries like proton and helium, the produced distributions are narrower,

with fewer secondary particles in the EAS. In contrast, heavier primaries such

as nitrogen, aluminum, and iron create broader distributions as the higher mass

and energy of these heavier primaries result in a higher probability of producing

muons that can penetrate through the atmosphere at larger angles.
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These results are consistent across both the QGSJET-II-04 and EPOS-LHC

models and provide a significant understanding of the behavior of di↵erent pri-

mary cosmic rays and the performance of these hadronic interaction models. We

can refine our models and improve our predictions by understanding these dis-

tributions. This lays the groundwork for future comparisons with experimental

data, which will help further investigate this direction, validate these models,

and find discrepancies that suggest areas where our understanding of particle

interactions could be improved.

6.3 Summary

The muon puzzle in cosmic ray-induced air showers presents a complicated chal-

lenge demanding advances in experimental techniques and theoretical models.

Addressing discrepancies in muon multiplicity requires refining the existing post-

LHC hadronic interaction models using data from forward-direction collider ex-

periments like the LHCb. This interdisciplinary approach integrates enhanced

experimental capabilities, refined theoretical frameworks, and potential insights

into new physics phenomena.

• Ongoing improvements, presented by experiments like NEVOD-DECOR,

are crucial for enhancing muon measurements and air shower simulations.

• Models like QGSJET-II-04 and EPOS-LHC highlight that heavier primaries

(e.g., nitrogen, aluminum, iron) generate more number of muons than

lighter ones (e.g., proton, helium). This variation significantly impacts pre-

dicted muon counts in the extensive air shower (EAS).

• Primary composition a↵ects muon energy distribution, with lighter pri-

maries yielding steeper spectra and heavier ones producing flatter spectra

with more high-energy muons.
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• Observations show heavier nuclei have higher muon multiplicities, especially

at larger zenith angles, influencing extensive air shower characteristics.

• Comparing simulated data with experimental observations from GRAPES-

3 and other detectors strengthens our better understanding of cosmic ray-

induced air showers and their muonic components in EAS.

Through this comprehensive ongoing analysis, the study aims to contribute to

the continuing e↵orts to resolve the muon puzzle and advance the field of cosmic

ray and astroparticle physics. The insights gained will help refine theoretical

models and improve our understanding of the fundamental processes governing

high-energy cosmic phenomena.
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Figure 6.5: Simulated muon zenith angle distributions for di↵erent primary cos-

mic rays primaries (p, He, N, Al, Fe) using the QGSJET-II-04 model. This figure

demonstrates the variation in muon count with the zenith angle, showing the

e↵ects of di↵erent primary particles on air showers and muon production charac-

teristics.
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Figure 6.6: Simulated muon zenith angle distributions for di↵erent primary cos-

mic rays primaries (p, He, N, Al, Fe) using the EPOS-LHC model. This figure

demonstrates the variation in muon count with the zenith angle, showing the

e↵ects of di↵erent primary particles on air showers and muon production charac-

teristics.
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Summary and Outlook

In this thesis, we started with the motivation of characterizing the hadronic phase

in relativistic heavy-ion collisions and studying the muon puzzle in cosmic ray

events with the GRAPES-3 experiment. We briefly discuss the QCD phase di-

agram, possible phase transition, and some QGP signatures. Additionally, it

explores cosmic rays’ origin and energy spectra, followed by an overview of direct

and indirect detection techniques. Chapter 2 examines the influence of nuclear

deformation and hadron cascade time in Xe+Xe collisions, shedding light on how

these factors shape particle ratios and flow patterns. Chapter 3 explores the

impact of external magnetic fields and non-extensive statistics on hadron gas

properties, providing insights into the interplay between magnetic e↵ects and

thermodynamic behavior in heavy-ion collisions. Chapter 4 discusses the role of

chemical potential at kinetic freeze-out in pp collisions, o↵ering an alternative

perspective on freeze-out dynamics and its implications for particle production.

Chapter 5 provides an overview of the GRAPES-3 detectors used for data anal-

ysis. Finally, Chapter 6 presents the study of the muon puzzle in cosmic ray

events with the GRAPES-3 experiment. The essential findings of this thesis are

summarized below:

• We observed a significant dependence of pT-di↵erential particle ratios for
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�/⇡ and p/⇡ on hadron cascade time (⌧HC), particularly at low pT, with

the �/⇡ ratio being more sensitive. A higher ⌧HC shifts low pT particles to

intermediate and high pT regions due to increased interactions, influencing

the particle ratios.

• Considering the mass dependence on ⌧HC, the �/p pT-di↵erential particle

ratio was examined. This ratio scales with ⌧HC in the (50-60)% centrality

class, but a notable dependence on ⌧HC is seen at intermediate pT for mid-

central collisions.

• The pT-di↵erential charged particle elliptic flow is higher for ⌧HC = 25 fm/c

compared to 5 fm/c at both very low and high pT. This suggests that

increased anisotropy in the azimuthal distribution of charged particles may

result from multiple scatterings in the hadronic phase with higher ⌧HC.

• Consistent with experimental results at LHC energies, no scaling behavior

was observed with the number of constituent quarks (nq) on elliptic flow.

The hadron cascade time does not a↵ect the quark-participant scaling vio-

lation in elliptic flow, likely due to initial state e↵ects rather than hadronic

rescattering, which is a final state e↵ect.

• To study the impact of hadronic cascade time on the bulk medium, pT-

integrated charged particle elliptic flow was estimated across di↵erent cen-

trality classes. The pT-integrated charged particle elliptic flow remains al-

most independent of hadronic cascade time, likely due to the compensation

of anisotropy across various pT regions.

• The impact of hadron cascade time was observed on pT-di↵erential identified

particle ratios, pT-di↵erential, and pT-integrated charged particle elliptic

flow. This highlights the interplay of various hadronic phase e↵ects on these

observables, such as scattering cross-sections, hadronic phase lifetime, and

momentum anisotropy inherited from the initial collision geometry.
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• We observe the e↵ect of hadron cascade time on pT-di↵erential identi-

fied particle ratios, pT-di↵erential, and pT-integrated charged particle el-

liptic flow. This reveals the interplay of various hadronic phase e↵ects,

such as scattering cross-sections, hadronic phase lifetime, and momentum

anisotropy inherited from the initial collision geometry, on these observ-

ables.

• Higher collision energies generate stronger magnetic fields, with the LHC

producing the strongest observed.

• The influence of the non-extensive parameter, q, on thermodynamic proper-

ties was explored, showing that deviations from equilibrium increase energy

density, pressure, and entropy density.

• Under a strong magnetic field (eB = 15m2

⇡
), the system maintains pos-

itive magnetization across all q-values while deviating from equilibrium

(q = 1.15), resulting in diamagnetic behavior under a weaker magnetic

field (eB = m2

⇡
), transitioning to paramagnetic behavior as the magnetic

field strength increases.

• A transition from diamagnetic to paramagnetic behavior in non-central

heavy-ion collisions was identified as collision energy increases from RHIC

to LHC levels, a phenomenon that requires further investigation.

• The squared speed of sound (c2
s
) of the hadron gas in the presence of a

magnetic field was examined, showing adherence to the Stefan-Boltzmann

limit of 1/3 while decreasing asymptotically with increasing magnetic field

strength, indicating increased interactivity within the system.

• The analysis provides insights into the complex interplay between non-

extensive statistics, magnetic fields, and thermodynamic properties in heavy-

ion collisions, emphasizing further research to understand these phenomena
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fully.

• The transverse momentum spectra of various particle species in pp colli-

sions at
p
s = 7 TeV and 13 TeV were analyzed using the Tsallis non-

extensive statistical model. Experimental data were fitted for di↵erent par-

ticle species, including non-strange, strange, and multi-strange particles,

illustrating good agreement between the model and data.

• Parameters such as the non-extensive parameter (q), temperature param-

eter (T0), and radius parameter (R0) were determined at zero chemical

potential (µ = 0) using the Tsallis distribution.

• The non-extensive parameter (q) was found to be largely independent of

the system’s chemical potential (µ), suggesting that T0 and R0 account for

the contribution of µ in the system.

• The value of q exhibited a decreasing trend with increasing charged-particle

multiplicity, indicating that the system approaches thermal equilibrium at

higher multiplicities, except for pions, which showed an increasing trend

due to contributions from resonance decay.

• Temperature (T0) showed a mass-ordering trend, with heavier particles ex-

hibiting higher temperatures across all charged-particle multiplicities, sug-

gesting a mass-dependent di↵erential freeze-out scenario.

• Temperature (T ) at non-zero chemical potential increased monotonically

with charged-particle multiplicity, indicating the absence of chemical equi-

librium and a weak particle species dependency.

• The system’s radius (R) increases with increasing charged-particle multi-

plicity, suggesting larger system sizes associated with higher multiplicities

and particle species dependency in low and high-multiplicity regions.
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• Chemical potential (µ) exhibited particle species dependency and varied

considerably, transitioning from positive to negative values for heavier par-

ticles as charged-particle multiplicity increased.

• The �2/ndf analysis confirmed the goodness of fit, with values consistently

less than one, indicating the robustness of the Tsallis distribution in de-

scribing the experimental data at the LHC.

• Ongoing improvements, exemplified by experiments like NEVOD-DECOR,

are crucial for enhancing muon measurements and air shower simulations.

• Models like QGSJET-II-04 and EPOS-LHC highlight that heavier primaries

(e.g., nitrogen, aluminum, iron) generate more muons than lighter ones (e.g.,

hydrogen, helium). This variation significantly impacts predicted muon

counts.

• Primary composition a↵ects muon energy distribution, with lighter pri-

maries yielding steeper spectra and heavier ones producing flatter spectra

with more high-energy muons.

• Observations show heavier nuclei have higher muon multiplicities, especially

at larger zenith angles, influencing extensive air shower characteristics.

• Comparing simulated data with experimental observations from GRAPES-

3 and other detectors strengthens our better understanding of cosmic ray-

induced air showers and their muonic components in EAS.

The findings presented in this thesis provide a comprehensive understanding

of the complex interplay between nuclear deformation, hadron cascade time, mag-

netic fields, and non-extensive statistics in the context of relativistic heavy-ion

collisions and the study of the muon puzzle in cosmic ray events. The significant

dependence of particle ratios and elliptic flow on hadron cascade time highlights
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the importance of hadronic phase interactions in shaping observables, while the

e↵ects of magnetic fields and non-equilibrium statistics on hadron gas properties

o↵er new insights into the thermodynamic behavior of these systems. Further-

more, the detailed analysis of pp collision data using the Tsallis non-extensive

statistical model underscores the robustness of this approach in describing exper-

imental results across di↵erent particle species and multiplicities. The GRAPES-

3 experiment’s contributions to our understanding of cosmic rays through the

precise detection and analysis of muon data emphasize the need for ongoing im-

provements in experimental techniques and theoretical models. Overall, this the-

sis advances our knowledge of both heavy-ion collisions and cosmic ray physics,

paving the way for future research to explore the underlying mechanisms and

potential new physics in these fascinating domains.
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