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ABSTRACT

With the increase in high-speed data demand and lower latency for upcoming
fifth-generation (5G) and beyond communication systems, millimeter-wave (mmWave)
multiple-input multiple-output (MIMO) has emerged as one of the promising phys-
ical layer technique for existing radio frequency (RF) communication systems. Al-
though promising, it suffers from much greater attenuation compared to conven-
tional cellular bands (sub-6 GHz band) due to penetration losses, reflection, and
signal atmosphere. However, thanks to the short wavelength of mmWave signals,
large antenna arrays can be packed into a small area. Hence, a large number of
antennas can be adopted at both the transmitter and receiver to provide signifi-
cant beamforming gains. However, the large number of antennas makes fully digital
beamforming (in which each antenna is connected with a separate RF chain) im-
practical due to the huge power consumption caused by devices operating at radio
frequency (RF). Therefore, hybrid (combination of analog and digital) architectures
have been proposed, which can reduce hardware costs and power consumption with
a reduced number of RF chains.

Due to the hybrid architecture and the large number of antennas, it is difficult
to obtain the channel state information (CSI), which is crucial for obtaining desir-
able beamforming gains. Further, due to high blockage and lower scattering, the
mmWave channel is sparse, meaning that impulse responses are dominated by a
small number of clusters of significant paths. Hence, this thesis develops a novel
sparse adaptive online channel estimator (signifying that the estimator continually
adapts to changes in the input data stream as it is received, rather than processing
the entire dataset at once as a block update) based on the zero attractor least mean
square (ZALMS) algorithm for mmWave hybrid MIMO systems. In this algorithm,
l0 and l1 norm penalties are introduced in the least mean square (LMS) algorithms,
which introduces a zero attractor in the LMS weight update recursion. This pro-
cess shrinks the coefficients of inactive taps and hence reduces the steady-state mean
square error (MSE) floor, consequently increasing the estimation accuracy and max-
imizing the overall spectral efficiency (SE) of mmWave hybrid MIMO systems.

Commonly, to make mmWave hybrid MIMO systems cost-effective and power-
efficient, generally inexpensive components are deployed, which lead to hardware
impairments (HIs) such as quantization error, I/Q imbalance, non-linear power am-
plifier, and phase noise, introducing the transmitter and receiver distortion. The
power of transmitter and receiver distortion is non-stationary due to their depen-
dence on signal power and current channel gain. Due to HIs, training pilots and re-
ceived signals get contaminated, and consequently, channel estimation performance
degrades. Hence, we propose a novel sparse aware adaptive filtering approach based
on ZALMS and sparse initiated ZALMS (SI-ZALMS) algorithm for narrowband
mmWave hybrid MIMO system considering HIs. As adaptive method have inherent
tracking capability (hence can track any variation in estimated channel and can re-
duce distortion noise) so it is well suited for channel estimation of mmWave hybrid
MIMO system with non-ideal hardware and outperform existing algorithms e.g., or-
thogonal matching pursuit (OMP), sparse Bayesian learning (SBL), and Bayesian
compressive sensing (BCS).

Further, in mmWave communications, large antenna arrays are typically used to
generate highly directional beams that compensate for substantial path loss com-
pared to the sub-6 GHz band. However, this high directivity makes mmWave com-



munication more susceptible to signal obstruction from foliage, men, car, and build-
ings. To overcome the blockage intelligent reflecting surface (IRS) is seen as a
promising solution due to their ability to create favorable line-of-sight propagation
environments and ultimately increase the coverage of mmWave communication sys-
tems in blocked and deep fading scenarios. However, accurate CSI is necessary for
joint active and passive beamforming to maximize the benefits of IRS and mmWave
MIMO. Therefore, we propose a variable step size zero attracting least mean square
(VSS-ZALMS)-based online channel estimator for the cascaded channel in the IRS-
aided mmWave hybrid MIMO system. Which provide higher estimation accuracy
and SE at lower computational complexity compared to existing method like OMP
and SBL.

Further, to improve the estimation accuracy and SE of IRS-aided mmWave hy-
brid MIMO system compared to VSS-ZALMS, OMP, and SBL, a recursive least
square (RLS) based adaptive online channel estimator with a shorter sliding-window
known as sparse exponential forgetting window least mean square (SEFWLMS) al-
gorithm is proposed, which is obtained by adding l0 norm penalty function in the
cost function of EFWLMS. The proposed technique offers lower computational com-
plexity and storage, resulting in higher estimation speed (i.e., lower latency) since
no matrix inversion is involved in the cascade channel estimation.

Finally, through extensive simulations and analysis, the proposed algorithms
demonstrate significant improvements in channel estimation accuracy, complexity,
and latency compared to existing methods. These findings contribute to the ad-
vancement of mmWave communication systems and pave the way for future gener-
ations of wireless networks.
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Chapter 1

Introduction

1.1 Overview

In wireless communication, ultra-high data rates and energy efficiency, ultra-reliable

and low-latency communication (URLLC), enhanced mobile broadband (eMBB),

global coverage and connectivity, and massive machine-type communication (mMTC)

are stringent requirements for beyond 5G/6G networks [2]. At the physical layer,

the speed of the cellular links has increased manyfold from 50 kbps in 2G systems,

144 kbps in 2.5G systems, approximately 2 Mbps in 3G systems to around 100 Mbps

in 4G systems (3GPP-LTE and WiMAX), around 1 Gbps in 5G and around 1 Tbps

in 6G systems [3]. Similarly, the speed of indoor wireless local area networks (LANs)

has increased from 11 Mbps in IEEE 802.11b to 300 Mbps in IEEE 802.11n within

the last 20 years [4]. The above demand can not be fulfilled despite efficient use

of the existing spectrum, the available bandwidth does not commensurate with the

increase in demand. To this end, there has been increased interest in standardizing

the spectrum above 6 GHz for mobile communications. As the Data traffic capac-

ity (bits/s/Km2) = Cell density(cells/Km2) × Spectral efficiency (bits/s/Hz/cell)

× Available spectrum (in Hz). Hence, to address the 5G/6G design targets, the

information theory suggests that there are predominantly three key approaches to

achieve several orders of magnitude increase in system capacity.

1. Ultra-dense networks (UDNs): The network densification already has

been adopted in existing 4G wireless cellular networks, which is essentially

known as small cell technology, and a denser network can further boost the
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network capacity [5].

2. Large quantities of new bandwidth: Migrating toward higher frequencies

will release a large amount of bandwidth available to achieve higher capac-

ity. In particular, the millimeter-wave (“mmWave,” for carrier frequencies of

30–300 GHz) communications can be a promising candidate [6].

3. High spectrum efficiency: By using a large number of antennas, multiple-

input multiple-output (MIMO) or intelligent reflecting surface (IRS) can signif-

icantly improve the spectrum efficiency by extensively harnessing the available

space resources [7].

Hence, current and future research is directed toward next-generation wireless

communication technologies such as millimeter wave (mmWave) spectrum, multiple-

input multiple-output (MIMO) system and intelligent reflecting surfaces (IRSs),

which are discussed as follows.

1.2 Millimeter Wave Spectrum

Millimeter wave represents a wireless technology facilitating high-speed data trans-

mission, reaching multi-gigabit per second rates in communication systems. It op-

erates within wavelengths ranging from 1 to 10 mm, corresponding to frequencies

spanning 30 to 300 GHz that is shown in Figure 1.1. These frequency bands have

been firmly established over time and are effectively utilized for various communi-

cation needs. Bose showcased the initial mmWave communication over a century

ago. Today, mmWave bands find extensive application in satellite communication,

fronthaul networks, and point-to-point communication systems.

Coverage of up to approximately 200 meters is achievable with 1 watt of transmit

power using mmWave links. To attain high data rates while ensuring efficient power

usage and long-distance transmission, mmWave communications rely on line-of-sight

(LoS) transmission.

The IEEE 802.11ad standard, developed in 2014 for outdoor backhaul, outlines

the physical and MAC layers for frequencies above 40 GHz, supporting wireless

transmission at multi Gbps rates but with limited range [8].

2
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Figure 1.1: Millimeter wave in spectrum band [http://surl.li/ttxgs].

Recent studies demonstrate that point-to-point systems utilizing mmWave, ei-

ther in V-band (57-64 GHz) or E-band (71-76 GHz and 81-86 GHz), can achieve

high data rates (up to 10 Gbit/s) while mitigating interference over long distances.

Most countries and regions worldwide regulate or are considering regulation for the

deployment of communication systems within the V-band and E-band spectra [9].

The proposal of mmWave in V-band (57-64 GHz) in 2009 allowed for very high

data rates exceeding 2 Gbit/s. Advantages of this band include interference mitiga-

tion, security, and quality of service (QoS) as it operates in an unlicensed spectrum.

However, V-band encounters challenges such as high atmospheric attenuation (ap-

proximately 15 dB/km) and limitations on transmitted power (< 0.5 W) [10].

E-band mmWave (71-76 GHz and 81-86 GHz bands) is favorable for high-rate

and long-range wireless communication due to minimal atmospheric attenuation (0.5

dB/km) [11]. Additionally, E-band technology offers advantages over other wireless

communication methods, including low construction costs, rapid development, flex-

ibility, high reliability, and security. Moreover, E-band systems can operate with up

to 3 watts of output power, utilizing highly focused signals and high-gain antennas.

However, E-band operation requires a licensed spectrum and entails a high antenna

gain.

3
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1.2.1 Distinctive mmWave Characteristics

The unique properties of high-frequency transmission suggest that the technologies

commonly utilized at lower frequencies cannot be directly transferred to mmWave

communications. The essential attributes crucial for modeling mmWave systems

and comprehending signal propagation at these frequencies are outlined below.

� Isotropic Path Loss: In all wireless communication systems, the transmit-

ted signal experiences attenuation based on distance. According to Friis Law,

the isotropic path loss increases proportionally to the inverse of the squared

wavelength, represented as PTX
PRX

∝ λ−2 [12]. This suggests that mmWave

propagation will encounter greater path loss compared to conventional sys-

tems operating at lower frequencies. However, directional transmissions can

offset this increased path loss through the use of directional antenna gains

[13]. Hence, employing large arrays becomes necessary to achieve these gains.

Fortunately, implementing large antenna arrays at both the transmitter and

receiver of mmWave systems is feasible due to the smaller wavelengths asso-

ciated with these higher frequencies. Consequently, Multiple Input Multiple

Output (MIMO) antenna arrays play a crucial role in ensuring high-quality

mmWave communications.

� Signal absorption and blockages: In contrast to conventional wireless sys-

tems, mmWave signals are more prone to obstruction since most objects in

the propagation environment, such as walls, lampposts, birds, and people,

are larger than the signal wavelength. Nonetheless, reflection and scattering

mechanisms enable transmission between a transmitter and a receiver when

steerable antennas are utilized to locate objects that reflect or scatter en-

ergy [14]. Hence, antenna arrays capable of directional and adaptive beam-

forming are indispensable for ensuring successful communication in mmWave

systems [15]. Additionally, mmWave signals are influenced by atmospheric

conditions like temperature and humidity, which affect the molecular compo-

nents of air and water, leading to atmospheric absorption of signals with small

wavelengths. Figure 1.2 illustrates the attenuation alongside free space loss

across the mmWave spectrum. It is evident that severe attenuation occurs at
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Figure 1.2: Attenuation versus frequency in mmWave band [1].

certain spectrum bands, such as 60 and 180 GHz. Consequently, these fre-

quencies are suitable for short-range wireless technologies. Conversely, there

is minimal attenuation (below 1 dB/km) in the 30-50, 70-90, 120-160, and

200-300 GHz bands, making them well-suited for longer distances and viable

candidates for future mobile and cellular communications. Furthermore, adap-

tive antenna arrays can be employed to compensate for specific atmospheric

losses as they can be adjusted to accommodate particular levels of interference

in the low-attenuation bands [14].

� Sparse channels: In contrast to standard wireless systems, mmWave chan-

nels typically exhibit sparse characteristics regarding the number of significant

scatterers contributing to the multi-path components of a transmitted signal

[16]. This assertion is supported by measurements conducted on the 28 and

73 GHz channels as detailed in [17]. The findings reveal that, on average,

mmWave channels feature two clusters contributing to propagation paths, with

the angles of arrivals closely aligned with the boresight direction. The spar-

sity observed in mmWave channels underscores the necessity for alternative

channel models distinct from existing standard wireless channel models.
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1.2.2 Advantages of mmWave Communication

The benefits of mmWave technology can be measured by the solutions it provides

for upcoming 5G cellular networks. In comparison to current 4G-LTE networks,

mmWave presents several notable advantages, including [18].

� Bandwidth allocations: Clearly, the utilization of mmWave carrier frequen-

cies, typically in the gigahertz range, enables the allocation of larger chan-

nel bandwidths. This directly leads to higher data rates and indirectly con-

tributes to reduced latencies, as insufficient bandwidth can exacerbate network

latency. Consequently, service providers will be capable of accommodating

data-intensive applications for users with minimal latency.

� Capacity gain: Furthermore, apart from widening the channel bandwidth,

mmWave technology can be employed to diminish coverage areas, facilitating

the establishment of densely interconnected communication links and leverag-

ing spatial reuse to achieve enhanced capacity gains. Additionally, the per-

formance benefits derived from employing MIMO over SISO configurations in

conventional wireless systems are also applicable to mmWave communications,

given that mmWave frequencies can utilize massive MIMO techniques. These

advantages encompass the following.

1. Interference suppression: In multi-user systems, employing multiple

antennas at both the transmitter and receiver enhances the capability to

mitigate intra-channel interference. This is accomplished through pre-

coding at the transmitter, combining at the receiver, or a combination

of both methods. However, the precoding technique utilized in mmWave

systems differs from that used in standard transmissions.

2. Diversity gain: Spatial diversity in mmWave systems can be harnessed

by employing multiple antennas at both ends, aiming to reduce the effects

of channel variations and signal losses.

3. Multiplexing gain: By utilizing multiple antennas at the transmitter,

it becomes possible to transmit parallel streams to the user without re-

quiring additional bandwidth or power. This effectively augments the

6



CHAPTER 1. INTRODUCTION

number of spatial dimensions available for communication.

1.3 Millimeter Wave Propagation

The fundamental structure of mmWave communications typically involves a point-

to-point link, where a single transmitter equipped with a sizable array of antennas

communicates with a multi-antenna receiver. The signal transmitted is influenced

by its surrounding environment, encountering multiple paths due to scatterers and

reflectors, which results in various distorted versions of the transmitted signal reach-

ing the receiver. These propagation effects are commonly referred to as small-scale

fading. Alongside small-scale channel effects, each version of the signal experiences

distance-dependent attenuation and shadowing loss from obstacles, known as large-

scale fading. These propagation phenomena, combined with potential blockages,

constitute the essential elements of mmWave communications.

Fortunately, mmWave communication integrates MIMO antenna arrays, allowing

for the exploitation of these large arrays to achieve directional transmissions through

directional beamforming. This approach not only compensates for distance-related

path loss but also effectively manages interference using advanced beam shaping

techniques [19].

1.3.1 Channel models

Narrowband channel model

In the case of mmWave propagation, the channel presents a number of characteristics

that differentiate it from the standard MIMO channel. Hence, the statistical fading

distributions employed in latter cannot be directly applied for mmWave communica-

tions. With these characteristics, the Saleh-Valenzuela model extended to mmWave

channels [20] enables us to describe the structure of a mmWave channel mathemat-

ically by means of a narrowband clustered channel model. From a physical point

of view, it represents a geometric model with Np scatterers, where each scatterer is

assumed to contribute a signal propagation path given as
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H =

√
NTNR

Np

Np∑
l=1

αlaR(ϕ
l
R, θ

l
R)a

H
T (ϕ

l
T , θ

l
T ), (1.1)

where αl is the path gain of the lth path. The transmit and receive steering

vectors (SVs) of the lth path in H are given by aR

(
ϕl
R, θ

l
R

)
and aT

(
ϕl
T , θ

l
T

)
, respec-

tively, and ϕl
R

(
θlR
)
and ϕl

T

(
θlT
)
as the azimuth (elevation) angle of arrival (AoA)

and angle of departure (AoD), respectively, for the lth path in the channel H. Here,

we consider that uniform planar array (UPA) is applied at the transmitter, and IRS.

For a uniform planar array in the yz-plane with W and H elements on the y and z

axes respectively, the array response vector is given by [21]

aUPA(ϕ, θ) = 1√
N

([
1, . . . , ejkd(m sin(ϕ) sin(θ)+n cos(θ)), . . . ,

. . . , ejkd((W−1) sin(ϕ) sin(θ)+(H−1) cos(θ))
])T

,
(1.2)

where 0 < m < W − 1 and 0 < n < H − 1 are the y and z index of an antenna

element respectively and N = WH, d is antenna spacing, and k = 2π
λ
.

Furthermore, the combination of the high dimensionality and the highly direc-

tional nature of mmWave propagation means that the narrowband channel can al-

ternatively be represented by its beamspace [13]. In other words, the array steering

vectors can be used to define the communication space of the channel. Accordingly,

equation (1.1) can be rewritten as

H = ARHαA
H
T , (1.3)

where AR ∈ CNR×Np , and AT ∈ CNT×Np are the array response vectors of the

receiver and transmitter, respectively, and Hα = diag(ααα) contains the complex

gains of all paths with ααα = [α1, α2, . . . , αNp ]. The channel in equation (1.3) is

commonly referred to as the virtual channel representation [22] and is useful for

channel estimation. Since the beamspace and antenna space are related by a spatial

Fourier transform, the virtual channel can also be expressed as [23]

H = URHαU
H
T , (1.4)

where UR ∈ CNR×NR , and UT ∈ CNT×NT are the unitary discrete Fourier transform
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(DFT) matrices. The beamspace of an N-dimensional uniform linear array (ULA)

is represented by spatial angles, ϕi, i = 0, . . . , N − 1 with uniform spacing and the

corresponding array response vectors results in an orthonormal basis for the signal

space. Specifically, the unitary DFT matrix is expressed as [22]

U =
1√
N

[a (ϕ0) , . . . , a (ϕN−1)] . (1.5)

Wideband channel model

For wideband operations in non-line-of-sight environments, the impact of the multi-

path delay spread is more significant. Hence, each path is characterised by a time

delay in addition to the complex gain and angles of departure and arrival [24].

Accordingly, the wideband channel model is used to incorporate the multi-path

delays and is given as [25]

Hw =

√
NTNR

Np

L∑
l=1

αlprc(δTs − τl)aR(ϕ
l
R, θ

l
R)a

H
T (ϕ

l
T , θ

l
T ), (1.6)

where Hw denotes the channel response at delay δ, prc(τ) is the raised cosine pulse

shaping filter generating pulses of the signal at Ts intervals evaluated at τ seconds,

and τl is the time delay of the l-th path. Note that the channel characteristics are

assumed to be constant within the coherence time of t = δTs seconds.

1.4 MIMO Architectures at mmWave

The MIMO architecture commonly used in conventional wireless communications,

where all signal processing occurs at the baseband level, is depicted in Figure 1.4.

An important characteristic of existing commercial MIMO standards is that the

technology typically supports a limited number of antennas, typically ranging from

(2 to 8) [13]. This limitation arises because baseband processing necessitates a

separate RF chain comprising data converters and signal mixers for each antenna.

However, in mmWave systems, which allow for tightly packed antenna arrays typi-

cally consisting of (32 to 256) array elements [26], the substantial costs associated

with complexity and power consumption render baseband processing impractical for
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Figure 1.3: The transceiver of the analog BF architecture.

communications at mmWave frequencies. Considering these hardware constraints,

several alternative architectures have been proposed for use in mmWave systems

given as follows.

1.4.1 Analog Beamforming

Analog beamforming (BF) operates by employing analog phase shifters in the RF

domain [24]. In a mmWave system utilizing analog BF, depicted in Figure 1.3,

multiple antennas are amalgamated using phase shifters and linked to a single RF

chain. Analog BF transmits a phase-shifted version of the same signal across the

antenna elements, generating a beam directed toward a specific angular direction.

Consequently, analog BF cannot multiplex multiple users. Additionally, the BF

gains with analog BF are diminished compared to digital BF due to the utilization of

quantized phase shifts and constant amplitude. However, analog BF proves to be the

most cost-effective BF method for single-user communications, requiring only one

RF chain and one analog-to-digital converters (ADCs)/digital-to-analog converters

(DACs) pair. Despite some performance limitations compared to digital BF, the

reduced cost of analog BF makes it a promising architecture for constructing large

antenna array systems in mmWaves. Furthermore, analog BF suffices for Line-of-

Sight (LOS) single-user mmWave communications, positioning it as a preferable

alternative to digital BF in the literature [25].

In [25], a general BF criterion, dependent on a single parameter, has been pro-

posed for analog BF under orthogonal frequency division multiplexing (OFDM)

transmissions. Moreover, [16] presents a binary search beam training algorithm

based on a multi-resolution BF codebook to discover and refine the optimal beams

for wireless personal area networks. An analog BF algorithm for mmWave sys-
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tems, directly enhancing baseband equalization performance, is proposed in [27].

However, analog BF becomes inefficient for mmWave channels characterized by

multipath propagation and frequency-selective fading [28]. Additionally, the RF

constraints stemming from quantized phase shifters and constant modulus of phase

shifters restrict the performance of analog BF. Despite these limitations, analog BF

has garnered significant interest in the industry due to its reduced cost compared

to digital BF. Wireless communication standards, including IEEE 802.15.3c, IEEE

802.11ad, and Wireless HD, utilize analog BF for single-stream transmission [29].

1.4.2 Digital Beamforming

Digital beamforming (BF) is entirely implemented in the baseband domain by con-

necting a baseband precoder with multiple antenna elements through ADC/DAC

and RF chains, as depicted in Figure 1.4. In the digital BF architecture, each an-

tenna element is fed by a separate ADC/DAC and RF chain. Digital control over

the phase and amplitude of the signal sent from each antenna provides high flexi-

bility, allowing for the attainment of maximum BF gain. Additionally, digital BF

supports multi-user communication, enabling the transmission of the superposition

of any number of beams to each mobile user. With the flexibility of digital BF,

beams can be adapted to multipath propagation and frequency-selective fading. By

transmitting different beams in each subcarrier, the effects of multipath propagation

and frequency-selective fading can be compensated for.

For conventional MIMO systems operating below 6 GHz, implementing BF in the

baseband domain is preferred, given the acceptable hardware cost. However, in the

context of massive MIMO systems, the hardware implementation of digital BF poses

a significant challenge due to the requirement of a large number of ADCs/DACs and

RF chains [30]. Placing a large number of antenna elements and ADCs/DACs in

a confined area is challenging, and each ADC/DAC pair consumes a considerable

amount of power, further complicating digital BF implementation. Nonetheless,

research has also explored the hardware design of mmWave systems with a fully

digital architecture [31].

In [31], it has been demonstrated that digital BF architectures employing low-

resolution ADCs can achieve power efficiency with negligible loss in the overall ca-
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Figure 1.4: The transceiver of Digital BF structure.

pacity of the cellular system. To further mitigate power consumption in digital BF

architectures, 1-bit or fewer bit ADCs/DACs can be utilized [32]. In such a digi-

tal BF setup, a pair of ADCs/DACs with a limited number of bits are employed to

process the in-phase and quadrature components of the demodulated signal received

from the RF chain. Consequently, power consumption can be significantly reduced

compared to conventional digital BF architectures utilizing the same number of RF

chains.

1.4.3 Hybrid Beamforming

Hybrid BF strikes a balance between system performance and hardware complexity.

Hybrid BF at the transmitter and the receiver are called hybrid precoding and hybrid

combining, respectively, which is shown in Figure 1.5. Both the hybrid precoding

and combining operations are divided into analog and digital domains. In hybrid

BF, a set of analog phase shifters, each connected to antenna elements, are fed by

a separate RF chain from the baseband precoder. The number of RF chains in

hybrid BF is lower-bounded by the number of transmitted data streams [33]. By

maximizing hardware reuse, hybrid BF reduces the power consumption significantly

compared to digital BF. Moreover, the number of antenna elements in hybrid BF

can be set as high as in digital BF [34]. Since BF gain depends on the number of

antenna elements, BF gain of digital BF can be achieved with hybrid BF by using

a few numbers of RF chains and ADC/DAC pairs. Therefore, the cost and power

consumption can be significantly reduced with hybrid BF compared to digital BF,

which allows deployment of mmWave massive MIMO systems in places with a small

area such as building corners, lamp posts, etc [35]. Various use cases of hybrid

BF have shown its applicability to many challenging scenarios such as autonomous
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Figure 1.5: The transceiver of hybrid BF architecture.

vehicles, IoT, ultra-low-latency communication in 5G, etc [36].

With hybrid BF, device-to-device (D2D) with low latency and without inter-

device interference can be enabled using the same time and frequency resources.

Moreover, hybrid BF in mmWave massive MIMO can be used for back-hauling and

small cell systems [37].

1.5 Channel Estimation

Channel estimation holds significance in the practical deployment of any wireless

communication system since the assumption of perfect channel knowledge is often

unrealistic. Typically, available CSI is derived from channel estimates. In mmWave

systems, channel estimation is especially crucial for designing analog and digital

beamformers. The strategies employed for channel estimation in mmWave systems

differ from traditional methods used to estimate channels in standard wireless sys-

tems in several aspects [38].

� The mmWave channel matrices are significantly large owing to the extensive

antenna arrays inherent in their propagation characteristics. Employing tra-

ditional techniques would necessitate training an immense number of channel

coefficients, leading to a problematic level of training overhead.

� Accessing the entries of a mmWave channel directly is not feasible, as the

measurements of the channel in the baseband are intertwined with the RF

precoders and combiners.

� Applying traditional estimation techniques directly would require long training

sequences due to the wide channel bandwidths available in mmWave systems.
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This leads to elevated noise power, resulting in a low signal-to-noise ratio

(SNR) before constructing the beamformers.

In view of this, we present a brief overview of channel estimation strategies suitable

for mmWave communication.

1.5.1 Channel Estimation with 1-bit ADCs

Channel estimation techniques for mmWave systems using low-resolution receivers

also depend on the sparsity of the channel and make use of the narrowband virtual

channel model. Consequently, the sparse recovery problem can be defined. The

quantized processed signal is expressed as

y = sgn(Hs+ n). (1.7)

If the transmitter uses GT beamforming vectors to transmit the training symbols,

the received signal obtained by concatenating GR received vectors is given by [25]

Y = sgn(HX+N), (1.8)

where X ∈ CNT×K is the training sequence with K representing the length of the

sequence, and N is the noise matrix. Using the virtual channel model from (1.4)

and setting X = UTZ, we have

Y = sgn(URHαU
H
T UTZ+N), (1.9)

= sgn(URHαZ+N). (1.10)

Exploiting the sparse nature of the mmWave channel through vectorization, we

obtain

vec(Y) = sgn(vec(URHαZ+N)),

yv = sgn((ZT ⊗UR)hα + vec(N)), (1.11)

where equation (1.11) follows from the identity vec(ABC) = (CT ⊗A)vec(B), and

hα = vec(Hα). The formulation of yv in equation (1.11) represents the sparse recov-
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ery formulation for channel estimation using 1-bit ADCs and it involves estimating

hα given Z. Accordingly, the compressive sensing framework can be applied to re-

cover the sparse vectors. Assuming prior information about the distribution of hα

is available, the generalised approximate message passing (GAMP) algorithm can

be employed to estimate the channel in quick steps [25]. Other algorithms which do

not require prior information of hα, such as expectation maximisation (EM) can be

used to detect the non-zero elements of hα [39].

1.5.2 Channel Estimation in the Analog Architecture

Beam training is the primary approach for configuring analog beamformers in mmWave

systems, allowing for adaptive adjustment without requiring precise channel state

information. It utilizes a codebook containing various beam patterns at different res-

olutions and relies on iterative information exchange between the transmitter and

receiver. This iterative process gradually narrows down the beamwidth until the

optimal angular directions are determined, representing the combination of depar-

ture and arrival angles that maximize signal strength between the transmitter and

receiver. Several codebook beam-training protocols have been developed [40–42].

In [41], the codebooks categorize beam patterns based on their resolution, ranging

from quasi-omni antenna patterns covering broad regions to high-resolution beam

patterns. The beamforming training protocol aims to configure the beamformers

efficiently and is divided into three stages: D2D linking, sector-level searching, and

beam-level searching. In [40], a beamforming technique employs a distance-based

hierarchical codebook to adaptively sample the channel subspace and search for the

beam pair maximizing the received SNR. These codebook beam-training strategies

are desirable as they obviate the need for explicit channel estimation and have been

adopted in recent standards for mmWave systems such as IEEE 802.11ad and IEEE

802.15.3c. However, the information provided by beam training may not be suffi-

cient for complex processing applications like interference cancellation and multi-

user MIMO, leading these standards to assume single-stream transmission [13, 43].

Additionally, the training time involved in beam-training can be prohibitive [42],

and these strategies may not robustly identify non-line-of-sight (NLOS) paths [44].
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1.5.3 Channel Estimation Based on the Hybrid Architec-

ture

In the hybrid architecture, which integrates analog and digital beamforming, chan-

nel estimates are acquired using compressed sensing (CS) techniques to leverage the

inherent sparsity of mmWave channels. Since the mmWave channel can be char-

acterized by a small set of parameters, such as the angle of arrival (AoA)/angle of

departure (AoD) and the complex gain of each path, channel estimation involves

estimating these key parameters [38].

The fundamental concept of CS is to reconstruct a compressible (sparse) signal

from a limited number of measurements. Specifically, for the hybrid architecture,

the hybrid precoders and combiners serve as the measurement matrices. Referring

to Figure 1.5, suppose the transmitter employs GT beamforming vectors to transmit

training symbols s, and the receiver utilizes GR measurement vectors to detect the

transmitted signal. Then, the received signal of size GR ×GT can be expressed as

y = WH
BBW

H
RFHFRFFBBs+WH

BBW
H
RFn. (1.12)

Which can be rewritten as

Y = WHHFX+ Ñ, (1.13)

where ñ = WHn, F = FRFFBB ∈ CNT×GT , and W = WRFWBB ∈ CNR×GR is the

hybrid combiner. X =
√
P IGT is the diagonal matrix containing GT transmitted

training symbols. Now substituting the value of H from equation (1.3), the equation

(1.13) can be written as

Y = WHARHαA
H
T FX+ Ñ, (1.14)

To exploit the sparsity of the mmWave channel, the received signal matrix in equa-

tion (1.13) is vectorized and expressed as [43]

y =
√
P
(
FT ⊗WH

)
ADhα + ñ, (1.15)

where equation (1.15) is obtained from applying the virtual channel representation
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in equation (1.13), with quantised AoAs/AoDs taken from a uniform grid of M

points, AD = (A∗
T ⊗AR) ∈ CNTNR×M2

. Further, hα = vec (Hα) denotes the M
2×1

vector containing the path gains corresponding to the quantised directions. From

equation (1.15), the channel estimation problem can be formulated as [13]

min
hα

∥∥hα

∥∥
0
, subject to

∥∥y −
√
P
(
FT ⊗WH

)
ADhα

∥∥2
2
≤ ϵ, (1.16)

Equations (1.16) describe the generalized channel estimation problem based on hy-

brid architecture. Additional constraints may be imposed depending on the hard-

ware utilized for analog processing. Specifically, if phase shifters are employed, the

RF precoding and combining matrices must feature unit norm entries. Conversely,

if switches are used, each column of the RF precoding and combining matrices must

contain exactly one at the index of the selected antenna and zero elsewhere [45].

However, our primary objective is to detect the non-zero elements of hα (i.e., the

dominant paths of the channel) alongside their corresponding AoAs and AoDs to

resolve the channel estimation problem outlined by equations (1.16). Thus, these

equations present a sparse recovery problem, for which various approaches and their

derivatives have been elucidated in the literature.

1.6 Sparse Channel Estimation Algorithms

Although CS is a new concept emerged recently, searching for the sparse solution

to an under-determined system of linear equations has always been of significant

importance in signal processing and statistics. The main idea is to obtain the sparse

solution by adding sparse constraint. The sparsest solution can be acquired by

taking l0 norm into account

min
s

∥∥s∥∥
0
, subject to As = y, (1.17)

where A is sensing matrix, y is received signal vector, and s is a column vector.

Unfortunately, this criterion is not convex, and the computational complexity of

optimizing it is non-polynomial (NP) hard. To overcome this difficulty, l0 norm has
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to be replaced by simpler ones in terms of computational complexity. For example,

the convex l1 norm is used

min
s

∥∥s∥∥
1
, subject to As = y. (1.18)

This idea is known as basis pursuit (BP), and it can be recasted as a linear

programming (LP) issue. A recent body of related research shows that perhaps

there are conditions guaranteeing a formal equivalence between the l0 norm solution

and the l1 norm solution [46]. Many approaches and their variants to these problems

have been described in the literature. They mainly fall into three basic categories.

1.6.1 Convex Relaxation

The first kind of convex optimization techniques for addressing problems (1.17)–(1.18)

encompass interior-point (IP) methods [47], [48], which convert these problems into

convex quadratic ones. While standard IP methods struggle with large-scale sce-

narios, numerous enhanced IP methods leverage rapid algorithms for matrix-vector

operations, enabling them to handle such situations effectively, as evidenced in [49]

and [50]. Noteworthy implementations of these IP methods, like l1-magic [51] and

PDCO [52], utilize iterative algorithms such as conjugate gradients (CG) or LSQR

algorithm [53] to determine the search step. A recently introduced IP method,

distinct from earlier approaches, has emerged as the fastest for solving (1.18).

The alternative category of convex optimization methods for tackling problems

(1.17)–(1.18) involves the homotopy method and its variations. The homotopy

method traces the complete solution path for all non-negative scalar parameter val-

ues in the aforementioned problems. When the solution is notably sparse, methods

outlined in [54–56] exhibit remarkable speed [57]. However, for large-scale problems,

the path-following methods tend to be slow. Recent computational methodologies

encompass coordinate-wise descent methods [58], fixed-point continuation methods

[59], sequential subspace optimization methods [60], bound optimization methods

[61], iterated shrinkage methods [62], gradient methods [63], gradient projection for

sparse reconstruction algorithm (GPSR) [64], sparse reconstruction by separable
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approximation (SpaRSA) [65], and the Bregman iterative method [66], [67]. Cer-

tain methods, like GPSR, SpaRSA, and the Bregman iterative method, demonstrate

efficient handling of large-scale problems.

Beyond l0 norm, another prevalent function for representing sparsity is l1 norm.

This problem is non-convex, often converted into a solvable convex problem. Com-

mon methods include FOCal under-determined system solver (FOCUSS) [68] and

iteratively reweighted least squares (IRLS) [69], [70]. However, compared to norm-

based approaches, these methods typically require more computational time.

1.6.2 Greedy Pursuits

Instead of globally minimizing an objective function, these approaches opt for a lo-

cally optimal selection following an approximation buildup at each iteration. Match-

ing pursuit (MP) and orthogonal matching pursuit (OMP) [71], [72] represent early

examples of greedy pursuit techniques, succeeded by advancements like stagewise

OMP (StOMP) [73] and regularized OMP [74]. The computational complexity

for reconstructing with these algorithms is lower than that of BP methods. How-

ever, achieving perfect reconstruction typically demands more measurements, and

in certain scenarios, these methods may not pinpoint the sparsest solution, unlike

optimization-based methods. More recently, subspace pursuit (SP) [75], compres-

sive sampling matching pursuit (CoSaMP) [76], and the iterative hard threshold-

ing method (IHT) [77] have emerged, incorporating backtracking concepts. Theo-

retically, they promise comparable reconstruction quality and lower reconstruction

complexity akin to LP methods. Nonetheless, all these approaches assume the avail-

ability of the sparsity parameter, which may not always be the case in practical ap-

plications. Additionally, all greedy algorithms impose higher memory requirements.

1.6.3 Adaptive Algorithms

A key drawback of the many schemes proposed in the existing literature is that

they estimate the mmWave MIMO channel only after receiving all the pilot beams,

thereby increasing the processing delay. Moreover, the existing sparse channel es-

timation schemes such as MP, OMP, Bayesian compressive sensing (BCS), and

19



1.6. SPARSE CHANNEL ESTIMATION ALGORITHMS
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Figure 1.6: Block diagram channel estimation using adaptive algorithms.

sparse Bayesian learning (SBL) are computationally complex due to the require-

ment of several matrix inversions. Hence, to overcome the drawbacks of the existing

schemes adaptive online channel estimation techniques capable of accurate track-

ing and learning capabilities and also offer low complexity are eminently suitable

for practical channel estimation. The two capabilities of learning and tracking are

the main reasons behind the widespread use of stochastic-gradient methods (and

the corresponding adaptive filters). It is because of these abilities that tend to de-

scribe adaptive filters as “smart systems”; smart in the sense that they can learn

the statistics of the underlying signals and adjust their behavior to variations in the

“environment” in order to keep the performance level at check.

� In adaptive channel estimation, the estimator dynamically adjusts its param-

eters or characteristics based on the received signals and feedback information

to accurately track changes in the channel conditions. This adaptability is es-

sential in environments where the channel characteristics may vary over time

due to factors like mobility, environmental changes, or interference.

� The motivation behind adaptive estimator is to reduce complexity, minimize

delays, and enhance both estimation accuracy and spectral efficiency.

� Basic update equation is given as follows

ĥnext = ĥprev + (step size)(input vector)(observation error). (1.19)
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Equivalently, the result may be written in the form of three basic relations as

follows:

1. Filter output:

yf (k) = ĥH(k)x(k) (1.20)

2. Estimation error:

e(k) = y(k)− yf (k) (1.21)

3. Tap-weight adaptation:

ĥ(k + 1) = ĥ(k) + µx(k)e(k) (1.22)

Equations (1.20) and (1.21) define the estimation error e(k), the computation of

which is based on the current estimate of the tap-weight vector, ĥ(k). The second

term, µx(k)e(k), on the right-hand side of equation (1.22) represents the correction

that is applied to the current estimate of the tap-weight vector, ĥ(k). The iterative

procedure is started with an initial guess ĥ(0). As from equation (1.22), no matrix

inversion is involved in adaptation process, hence, it offers lower computation cost.

1.7 Intelligent Reflecting Surface

In mmWave communications, large antenna arrays are typically used to generate

highly directional beams that compensate for substantial path loss compared to

the sub-6 GHz band. However, this high directivity makes mmWave communica-

tion more susceptible to signal obstruction from foliage, men, car, and buildings.

To overcome the blockage intelligent reflecting surface (IRS) is seen as a promising

solution. The IRS is one of the most promising and revolutionizing paradigm to

achieve smart and reconfigurable wireless channel/radio propagation environments

for beyond 5G/6G wireless communication systems [2]. It can enhance the spectrum

and/or energy efficiency of wireless communication systems. IRS is a planar sur-

face composed of various passive reflecting elements (REs), where each of the REs

can independently influence the incident signal to vary in amplitude and/or phase.

The reflected signals can be reconfigured to propagate in the desired directions by

carefully adjusting the amplitude/phase shifts of all the REs. The wireless channels
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between transmitters and receivers can be easily modified by smartly placing IRSs

in a network and carefully coordinating their reflection coefficients. Due to rapid

developments in metamaterials, the reflection coefficient of each element can be re-

configured in real-time to adapt the dynamically fluctuating wireless propagation

environment.

Figure 1.7: Reconfigurable metasurface with substantial number of passive scatter-
ing/reflecting elements.

The metasurface is a type of two-dimensional (i.e., with nearly zero thickness)

artificial material that shows special electromagnetic properties depending on its

structural parameters. As shown in Figure 1.7, the metasurface is made up of a

large number of passive scattering elements or REs, such as metallic or dielectric

particles, which can alter the impinging electromagnetic waves in various ways [78].

The direction and strength of the reflected waves are governed by the sub-wavelength

structural arrangement of the REs, which affects how the incident waves are trans-

formed. The IRS is made of a programmable metasurface that allows for complete

control over the phase shifts experienced by various REs. This can be accomplished

by applying external stimuli to the REs, which will modify their physical parame-

ters and change the metasurface’s electromagnetic properties without refabrication.

A joint phase control of the REs allows the IRS to reconfigure its electromagnetic

characteristics. This suggests integrating tunable chips into the metasurface’s struc-

ture, with each tunable chip interacting locally with a RE and communicating with

a central controller i.e., IRS controller [79]. In particular, the IRS controller can be
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implemented in a field-programmable gate array and the tunable chips are typical

PIN or varactor diodes. As shown in Figure 1.7, the embedded IRS controller can

communicate and receive reconfiguration requests from external devices, and then

optimize and distribute its phase control decisions to all tunable chips. Each tunable

chip modifies its state after receiving the control input, allowing the corresponding

scattering element to alter its behavior. The IRS controller can use this sensing data

to automatically alter its configuration and maintain consistent EM behavior with

dynamic environmental conditions. By adjusting the phase of specific REs, the IRS

can be reconfigured. The inter-cell communication among the tunable chips works

together to control the REs of the metasurface that exhibits the desired tunable

functions for the IRS’s reconfigurability. A wide variety of tunable functions such

as perfect absorption, anomalous reflection, beam shaping, and steering can be sup-

ported by the IRS [80]. The advantages of IRS-aided systems can be summarized

as:

1) Flexible reconfiguration: The phase shift of all the REs i.e., passive beam-

forming can be achieved by coherent focused signal reflection in the desired receiver

and null in the other directions. It can play an important role in performance

improvement in wireless communication. The transmit beamforming, resource allo-

cation, and power allocation can be jointly optimized to achieve performance gains

[78].

2) Easy to deploy: The IRS is made of low-cost passive REs embedded in

the metasurface. It is highly flexible in terms of both deployment and replacement

because it can take on any shape. The IRS can be deployed on several structures

such as building facades, indoor walls, aerial platforms, roadside billboards, highway

polls, vehicle windows, etc.

3) Spectral/Energy efficiency enhancement: The IRS can modify the wire-

less propagation environment by compensating for the power loss over long distances.

The sum-rate performance and better QoS can be achieved by the IRS-assisted wire-

less network. In contrast to AF and DF relaying protocols, IRS is capable of shaping

the incoming signal by controlling the phase shift of each RE instead of employing a

power amplifier. Thus, deploying IRS is more energy-efficient and environmentally

friendly than AF and DF systems.
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4) Compatibility: The IRS supports a full-duplex (FD) mode of operation for

transmission because it can only reflect electromagnetic waves. Additionally, IRS-

aided wireless communication systems are compatible with the standards and hard-

ware of existing wireless networks [81].

1.8 Hardware Imperfections

In practice, hardware suffers from various types of imperfections that limit the per-

formance of wireless communication systems. In this section, various hardware im-

perfections such as high power amplifier (PA) non-linearity and transceiver hardware

impairments (HIs) are discussed.

1.8.1 Non-Linear Power Amplifier

In wireless communication, when the information signal is propagated through the

wireless channel, it may suffer from significant path loss in the medium as well

as long-distance communication due to the fading impairments of the channel. To

minimize this path loss, highly efficient PAs are used at the transmitter. In practice,

there is a finite peak level for which any PA can produce output power without

exceeding that power constraint. This peak constraint varies within a specific defined

range and is mostly amplifier-dependent. A non-linear distortion (NLD) over the

peak is introduced if the amplifier is unable to supply the required power [82]. The

high PA can be categorized into memoryless and with memory. In the case of

memoryless, the frequency response of the amplifier is constant over the operating

frequency range and can be modeled as Rapp models such as soft envelope limiter,

traveling wave tube amplifier, and solid-state PA [83]. On the other hand, in the

case of memory, the frequency response of the amplifier depends on the frequency

component and can be modeled as the Volterra, Wiener, Hammerstein, and memory

polynomial models [84]. Further, according to the Bussgang linearization theory, the

output of the NLPA circuit can be expressed in terms of a linear scale parameter

AD of the input signal and a non-linear distortion ND which is uncorrelated with
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the input signal [83]. The output of the NLPA can be expressed as

yNLPA = ADx+ND, (1.23)

where AD is a constant and ND ∼ CN (0, σ2
N).

1.8.2 Transceiver Hardware Impairments

Transceiver signal in practical mmWave hybrid MIMO system experience distor-

tion due to imperfect behavior of hardware components such as, mixer, oscillator,

filter, converter, and amplifier. Many compensation techniques can be applied at

the transceiver to mitigate the impairment, even after some residual impairments

remain. Total residual impairments at the transceiver are modeled as independent

additive distortion noise as done in [85] and [86]. The distortion noise is well-known

to be non-stationary because it is proportional to the instantaneous signal power P

and the current channel gain ∥H∥22.

A generalized system model that represents the impact of residual transceiver

impairments is given in Figure 1.8,

+ + +

et ner
y

Intended
signal

Received
signal

d

Transmitter
distortion

Receiver
distortionNoise

H

MIMO Channel
mmWave

Figure 1.8: Generalized transmission with hardware impairments.

where et and er denotes the additive distortion noise due to residual impairments

at the transmitter and the receiver. From the existing works [85], it is known that

et ∼ CN (0NT ,Υt) and er ∼ CN (0NR ,Υr) follows a Gaussian distribution with

its average power proportional to the average signal power at each antenna where

Υt = κtdiag(q1,1, q2,2, ..., qNT ,NT ), Υr = κrH
Htr{Q}H, κt, κr ≥ 0 are proportionality

coefficients, and (q1,1, q2,2, ..., qNT ,NT ) are the diagonal elements of signal covariance

matrix Q. The proportionality coefficient κt and κr are related to the error vector

magnitude (EVM) and characterize the level of hardware impairments. The EVM

25



1.9. MOTIVATION

at transmitter is given by [85]

EVM =

√
E{∥et∥22}
E{∥x∥22}

=

√
κttr{Q}
tr{Q}

=
√
κt. (1.24)

For practical application such as long term evolution (LTE), the EVM has a

range of [0.08, 0.175] [87].

The mmWave hybrid MIMO system with considered transceiver hardware im-

pairments can be accurately modeled as,

y = WHH(x+ et) +WHer +WHn. (1.25)

Since low-cost hardware is used in practical deployed mmWave systems MIMO,

which leads to large EVM, which, in-turn limits the system performance [85].

1.9 Motivation

Millimeter-wave (mmWave) communication holds great promise for enabling high

data rates and ultra-low latency in wireless networks. However, mmWave signals are

highly susceptible to path loss and blockage, making channel estimation a critical

challenge, especially in complex MIMO systems. Here are some specific motivations

for adaptive sparse channel estimation in mmWave hybrid MIMO systems:

Exploiting Channel Sparsity: In mmWave channels, due to the high path loss

and sparse scattering environment, the channel impulse response often exhibits spar-

sity. Leveraging this sparsity can significantly reduce the overhead and complexity

of channel estimation, making it essential to develop adaptive sparse channel esti-

mation algorithms according to mmWave environments.

Reducing Overhead: Traditional channel estimation methods often require ex-

tensive training sequences, which consume valuable resources in mmWave systems

with limited bandwidth. Adaptive sparse channel estimation can mitigate this over-

head by efficiently estimating the channel with fewer measurements, allowing more

resources to be allocated to data transmission.

Improving System Performance: Accurate channel estimation is crucial for

beamforming, spatial multiplexing, and interference suppression in MIMO systems.
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Adaptive sparse channel estimation techniques can provide more reliable estimates,

leading to improved system performance in terms of throughput, coverage, and re-

liability.

Enabling Dynamic Environments: mmWave channels are inherently dynamic,

with rapidly changing propagation conditions due to blockages and mobility. Adap-

tive sparse channel estimation algorithms can adapt to these variations in real-time,

ensuring robust performance even in dynamic environments.

In addition to the challenges posed by mmWave propagation, hardware impair-

ments in transceivers can further degrade the performance of MIMO systems. Here’s

why adaptive sparse channel estimation is crucial in such scenarios:

Compensating for Imperfect Hardware: Non-linear power amplifiers, phase

noise, and other hardware impairments can distort the received signals, leading to

inaccuracies in channel estimation. Adaptive sparse channel estimation algorithms

can mitigate these effects by adaptively adjusting to the imperfections in the hard-

ware.

Maintaining Performance: Hardware impairments can degrade the performance

of conventional channel estimation techniques, leading to increased error rates and

reduced system capacity. Adaptive sparse channel estimation algorithms can main-

tain performance by exploiting the sparsity of the channel while compensating for

hardware imperfections.

Reducing Complexity: Traditional channel estimation methods may require com-

plex calibration procedures or extensive computational resources to compensate for

hardware impairments. Adaptive sparse channel estimation algorithms offer a lower-

complexity alternative that can operate efficiently even in the presence of hardware

imperfections.

IRS have emerged as a promising technology for enhancing the performance of

mmWave communication systems. Here’s why adaptive sparse channel estimation

is crucial in IRS-aided mmWave hybrid MIMO systems:

Exploiting Spatial Diversity: IRS introduces additional degrees of freedom by

manipulating the phase of reflected signals, enabling spatial diversity and improving

the performance of mmWave MIMO systems. Adaptive sparse channel estimation

allows efficient utilization of this spatial diversity by accurately estimating the chan-
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nels between the transmitter, reflectors, and receiver.

Handling Increased Complexity: IRS-aided mmWave systems introduce ad-

ditional complexity due to the presence of multiple reflecting elements. Adaptive

sparse channel estimation techniques can handle this increased complexity by effi-

ciently estimating the channels while exploiting the sparsity of the channel responses.

Adapting to Dynamic Environments: IRS configurations can be dynamically

adjusted to optimize system performance in response to changing environmental

conditions. Adaptive sparse channel estimation algorithms enable real-time adap-

tation to these changes, ensuring robust performance in dynamic environments.

Improving System Efficiency: By accurately estimating the channels between

the transmitter, IRS, and receiver, adaptive sparse channel estimation contributes to

maximizing the spectral efficiency and overall system capacity of IRS-aided mmWave

hybrid MIMO systems.

The motive of this thesis is to address various issues of channel estimation in

mmWave hybrid MIMO system and IRS-aided mmWave hybrid MIMO system.

1.10 Thesis Flowchart, Outline, and Contributions

The flowchart of the thesis is shown in Figure 1.9 which shows the system model

and proposed channel estimator for that. The thesis is organized into 6 chapters,

which are briefly described with their contributions as follows:

Chapter 1. Introduction : In Chapter 1, a brief introduction to mmWave

wireless communication, hybrid MIMO, mmWave hybrid MIMO channel, IRS, hard-

ware imperfections such as non-linear power amplifiers and transceiver hardware

impairments, compressive sensing, adaptive channel estimation, and finally, the mo-

tivation and major contributions of the work presented in the thesis are provided.

Chapter 2. ZALMS Based Channel Estimator for mmWave Hybrid

MIMO System: In this chapter, we propose ZALMS-based sparse channel estima-

tion algorithms for narrowband mmWave hybrid MIMO systems. We analyze and

validate its mean square error (MSE) through simulations over mmWave MIMO

systems. Additionally, we present simulation results for MSE versus the number of
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ZALMS Based Channel Estimator for mmWave Hybrid MIMO System

SI-ZALMS Based Channel Estimator for mmWave Hybrid MIMO System With HIs

VSS-ZALMS Based Channel Estimator for IRS-Aided mmWave Hybrid MIMO System

SEFWLMS Based Channel Estimator for IRS-Aided mmWave Hybrid MIMO System

Figure 1.9: Flowchart of the thesis.

iterations and spectral efficiency (SE) versus SNR to assess estimation accuracy and

overall system performance.

Chapter 3. SI-ZALMS Based Channel Estimator for mmWave Hy-

brid MIMO System With HIs: This chapter investigates the impact of vari-

ous hardware impairments on mmWave hybrid MIMO systems at the transceiver

while estimating narrowband mmWave hybrid MIMO channels. We propose low-

complexity adaptive online channel estimators based on ZALMS to exploit the spar-

sity of mmWave hybrid MIMO systems. Furthermore, to enhance the convergence of

ZALMS, SI-ZALMS is proposed. The theoretical mean square deviation (MSD) and

MSE, along with the related equations for their asymptotic values, are determined.

Analytical ranges are derived for possible step-size and regularization parameter val-

ues. Additionally, simulations are provided to assess accuracy and SE for different

levels of impairments. Lastly, the impact of RTHI on SE is derived and analytically

validated.

Chapter 4. VSS-ZALMS Based Channel Estimator for IRS-Aided

mmWave Hybrid MIMO System: In this chapter, we explore the challenges

of channel estimation in a millimeter-wave hybrid MIMO system aided by IRS. We

formulate a sparse recovery problem from the cascaded channel estimation problem

and propose the VSS-ZALMS algorithm. To achieve lower normalized MSE (NMSE)

and a faster convergence rate, we derive the range of regularization and step-size

parameters for the VSS-ZALMS-based estimator. Additionally, we analyze the com-

putational complexity, IRS location, and SE for the considered system. Finally, we

present the SE versus SNR and SE versus the number of reflecting elements’ per-
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formance for several estimators.

Chapter 5. SEFWLMS Based Channel Estimator for IRS-Aided mmWave

Hybrid MIMO System: This chapter investigates the channel estimation problem

of the IRS-aided mmWave hybrid MIMO system. For the system under consider-

ation, we utilize the characteristics of Kronecker products to develop a cascaded

channel estimation approach. Further, to solve the CS reconstruction problem,

which can be viewed as a sparse channel estimation problem, we propose an adap-

tive online sparse forgetting window least mean square (SEFWLMS)-based channel

estimator. This estimator is an l0-variant of the exponential forgetting window least

mean square (EFWLMS) algorithm for sparse channel identification. The proposed

technique offers lower computational complexity and storage, resulting in higher

estimation speed (i.e., lower latency) since no matrix inversion is involved in the

composite channel estimation. Lastly, the SE versus SNR and NMSE versus SNR

performance for several estimators are presented.

Chapter 6. Conclusions and Future Works: All the contributions of the

thesis have been summarized in this chapter, and important insights and conclusions

have been presented. Furthermore, the scope for future work is also discussed.
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Chapter 2

ZALMS based Channel Estimator

for mmWave Hybrid MIMO

System

Next generation (5G/B5G) wireless networks promise disruptively high data rates,

ultra reliable low latency communication, and enhanced machine type communica-

tion [88]. To this end, mmWave multiple input multiple output (MIMO) is a key

physical layer method to fulfill the above demands for 5G and B5G wireless systems

[89]. In particular, mmWave signals refer to wavelengths from 1 mm to 10 mm,

and corresponding to frequencies approximately in the range of 30–300 GHz [90].

Due to the availability of a large bandwidth in the mmWave band, this allows for

high data rates and dense connectivity, which enhances its suitability for backhaul,

fronthaul, transportation networks, indoor wireless system such as wireless personal

area network (WPAN) IEEE 802.15.3c, wireless local area network(WLAN) IEEE

802.11ad, sensor networks, and 5G new radio (5G NR) [91]. Despite the aforemen-

tioned applications and potentials for ultra high data rates, the mmWave MIMO

systems are impaired due to high path loss, severe penetration loss, extremely high

power consumption, and hardware impairments [90], which need to be addressed to

achieve high data rates. The high propagation loss in the mmWave MIMO systems

is generally mitigated by a large antenna array that is mounted in a tiny area due

to the typically small wavelength of mmWave frequencies.

Besides, the mmWave channel is known to be sparse due to scattering and block-
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age [13]. Due to this sparsity, channel matrices only have some dominant singular

values which makes them deficient [92], i.e., the effective singular values are consid-

erably smaller than the total number of transmitting and receiving antennas [93, 94].

Based on the above facts, hybrid precoding and combining is proposed which is a

cascade of the digital and analog beamformer for mmWave MIMO system [19], [95].

The rank of the channel matrix determines the number of RF chains in a hybrid

structure. For designing hybrid precoding and combining, require accurate chan-

nel state information (CSI) are required [19], which is generally obtained through

channel estimation. Works on channel estimation has been investigated in various

research works such as [13, 43, 93, 96, 97]. In details, the traditional channel esti-

mation methods, such as the minimum mean square error (MMSE) and least square

(LS) based methods are complex for mmWave MIMO systems due to inversion of

large channel matrices. This impairs the convergence and the practical viability of

these approaches, since these methods do not exploit the inherent channel sparsity,

and are thus ill-suited for the channel estimation for mmWave MIMO [13]. Among

existing works, the techniques aligned with multiple signal classification are ill-suited

for this purpose due to their sensitivity to antenna position and antenna gain [96].

Also, greedy algorithm based methods, such as OMP and its variants, heavily depend

on the selection of stopping criteria and minor variations cause large convergence

errors that lead to performance degradation [98]. Further, existing works report a

large processing delay due to offline processing that allows for channel estimation

after receiving all pilot beams, which adds to their complexity due to matrix inver-

sion operations.

The key contributions of this work are summarized as follows:

� Motivated by the inherent tracking capability and low computational com-

plexity, this work develops novel ZALMS-based adaptive channel estimation

schemes for narrowband mmWave hybrid MIMO systems. To this end, a com-

putationally efficient channel estimation model is developed for narrowband

mmWave hybrid MIMO systems, which substantially simplifies the channel

estimation procedure.

� A sparse channel estimation model is developed using the beamspace domain

model of the mmWave MIMO channel, which utilizes a suitable sparsifying
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Figure 2.1: Block diagram of mmWave hybrid MIMO transceiver.

dictionary comprised of the quantized receive and transmit array response

vectors.

� The proposed ZALMS technique does not require knowledge of the first and

second order statistical information of the narrowband mmWave hybrid MIMO

channel, and therefore it is eminently suited for both stationary and non-

stationary environments, strengthening its practical importance.

� Analytical bound and simulation results are presented for characterizing the

performance of the proposed ZALMS based schemes, which are benchmarked

against the existing techniques.

2.1 System Model

The system architecture of the considered model is given in Figure 2.1 that consists

of NT transmit antennas, NR receive antennas, with NRF denoting the number of RF

chains at the transmitting and receiving side. Further, let NS denote the number of

parallel data streams, which is less than or equal to number of RF chains assuming

that the number of RF chains is small compared to number of transmit and receive

antenna, NS ≤ NRF << min(NT , NR) [43]. The RF precoder FRF ∈ CNT×NRF

and the baseband precoder FBB ∈ CNRF×NS are cascaded at the transmitter. Ad-

ditionally, the receiver consists of a baseband combiner WBB ∈ CNRF×NS and an

RF combiner WRF ∈ CNR×NRF . The RF precoder and combiner matrices consist

of networks of digitally controlled phase shifters and are assumed to have constant

magnitudes [13].

In this work, downlink channel estimation problem with a single transmitter (BS)

and receiver (MS) equipped with a uniform linear antenna array (ULA) is consid-
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ered. We consider a dense urban environment scenario; in particular, we consider

a narrow band geometric channel model with L scatterers, with each scatterer con-

tributing a single propagation path between the transmitter or base station (BS)

and the receiver or mobile station (MS). The channel H is expressed as follows [43]:

H =

√
NTNR

β

L∑
l=1

αlaR(θl)a
H
T (ϕl), (2.1)

where αl is the path gain of lth path and its amplitude is assumed to be Rayleigh dis-

tributed and β is the average path loss between transmitter (BS) and receiver (MS).

The variables θl ∈ [0, 2π] and ϕl ∈ [0, 2π] are the azimuth angle of arrival/departure

(AoA/AoD) of the transmitter and receiver respectively. aR(θl) and aT (ϕl) are the

antenna array response vector at the transmitter and receiver. aR(θl) can be written

as

aR(θl) =
1√
NR

[1, e−j2π(d/λ) cos(θl), ..., e−j(NR−1)2π(d/λ) cos(θl)], (2.2)

where d is antenna spacing and λ is the signal wavelength. aT (ϕl), can be written

in similar way.

The channel (2.1) is represented in the beamspace domain as

H = ARHaA
H
T , (2.3)

where Ha is the beamspace channel matrix it is sparse in nature, AR and AT are

the receive and transmit array response dictionary matrices can be given as,

Ha = diag(

√
NTNR

β
[α1, α2..., αL]

T ), (2.4)

AT = [aT (ϕ1), aT (ϕ2), ..., aT (ϕL)], (2.5)

and

AR = [aR(θ1), aR(θ2), ..., aR(θL)]. (2.6)
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2.1.1 Sparse Formulation for mmWave Channel Estimation

We consider the span of AoD and AoA to be partitioned into G points at both

transmitter and receiver in the interval [0 π) with G ≥ max{NT , NR}. Further, we

consider a uniformly spaces AoD grid ΦT and AoA grid ΘR that are defined as

ΦT =

{
ϕg : ϕg =

π(g − 1)

G
,∀1 ≤ g ≤ G

}
(2.7)

and

ΘR =

{
θg : θg =

π(g − 1)

G
,∀1 ≤ g ≤ G

}
(2.8)

We further denote AR(ΘR) ∈ CNR×G and AT (ΦT ) ∈ CNT×G as receive and transmit

array response dictionary matrices, that are defined asAR(ΘR) = [aR(θ1), aR(θ2), ...,

aR(θG)] and AT (ΦT ) = [aT (ϕ1), aT (ϕ2), ..., aT (ϕG)]. The transmit and receive array

response dictionary matrices satisfy the condition AT (ΦT )A
H
T (ΦT ) = G

NT
INT and

AR(ΘR)A
H
R (ΘR) =

G
NR

INR [99].

In the beamspace domain the channel matrix H can be represented as (ignoring

the quantization error):

H = AR(ΘR)HbA
H
T (ΦT ), (2.9)

where Hb ∈ CG×G is the equivalent beamspace channel matrix corresponding to

H. Then vectorized form of channel is represented as h = vec(H) = (A∗
T (ΦT ) ⊗

AR(ΘR))hb, where hb ≜ vec(Hb) ∈ CG2×1 is beamspace vector. Further, the beam

space channel vector hb is considered sparse. The pilot matrix
√
P INBeam

T
and the

output signal matrix Y are given by:

Y =
√
PWH

BBW
H
RFHFRFFBBINBeam

T
+N, (2.10)

where WBB, WRF are baseband and RF combining matrices and FBB, FRF are

baseband and RF precoding matrices andN is noise matrix. For channel estimation,

it is necessary to vectorize the received signal matrix Y [93]:

y =
√
PQhb + n, (2.11)

36



CHAPTER 2. ZALMS BASED CHANNEL ESTIMATOR FOR
MMWAVE HYBRID MIMO SYSTEM

where y = vec(Y) ∈ CNBeam
T NBeam

R ×1,hb = vec(Hb) ∈ CNTNR×1 andQ = FT
BBF

T
RFA

∗
T⊗

WH
BBW

H
RFAR ∈ CNBeam

T NBeam
R ×NTNR is equivalent sensing matrix, that is written

from the identity, vec(PQR) = (RT ⊗ P)vec(Q),n = vec(N). In the next section,

online adaptive filtering based framework of LMS and ZALMS for mmWave MIMO

channel estimation is developed.

2.2 Adaptive Filtering Framework for Channel Es-

timation

2.2.1 LMS Framework for mmWave Hybrid MIMO System

Let ĥ denote estimate of channel hb. Let mean square error (MSE) cost function be

defined as:

J(k) = E{∥y(k)−QH(k)ĥ(k)∥2}. (2.12)

After applying the steepest descent algorithms [100], the estimate ĥ(k) is updated

as:

ĥ(k + 1) = ĥ(k)− µ

2
∇ĥ(k)(J(k)), (2.13)

where µ is step size parameter. Upon defining auto covariance matrix

R = E{QH(k)Q(k)} ∈ CG2×G2

and cross covariance vector p = E{QH(k)y(k)} ∈ CG2×1, gradient of the cost func-

tion J(k) is given by:

∇ĥ(k)(J(k)) = 2Rĥ(k)− 2p. (2.14)

By substituting the value of gradient of the cost function from (2.14) to (2.13) the

weight update equation is given as:

ĥ(k + 1) = ĥ(k) + µ
(
p−Rĥ(k)

)
. (2.15)
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Upon using the stochastic gradient approach R and p are replaced by their instan-

taneous estimates, R̂ = QH(k)Q(k) and p̂ = QH(k)y(k). By putting the instanta-

neous values of auto covariance matrix and cross covariance vector final expression

for weight update equation is given as:

ĥ(k + 1) = ĥ(k) + µQH(k)e(k), (2.16)

where e(k) ∈ CNRF×1 is the instantaneous observation error vector given by:

e(k) = y(k)−QH(k)ĥ(k). (2.17)

2.2.2 Proposed ZALMS Framework for mmWave Hybrid

MIMO System

Assuming that hb is a sparse vector, the channel estimation problem is described as

a non-convex combinatorial problem that is formulated as:

min
hb

∥hb∥0, s.t. ∥y −Qhb∥22 ≤ ϵ, (2.18)

where ϵ > 0 is error tolerance parameter. Different offline methods for sparse signal

recovery, such as OMP [93] and SBL [101] etc., exist in the literature to solve the

above problem. However, these algorithms cause a high propagation delay due to

their offline nature and prohibitively high computational complexity due to matrix

inversions in each iteration. The ZALMS framework, which is developed next, ad-

dresses these issues. The MSE cost function for ZALMS [102] is therefore defined

as:

JZA(k) = E{∥y(k)−QH(k)ĥ(k)∥2}+ γf(ĥ(k)), (2.19)

where γ is regularization parameter and f(·) is sparsity inducing penalty term.

After employing steepest descent algorithm [100] the estimate ĥ(k+1) is iteratively

updated as:

ĥ(k + 1) = ĥ(k)− µ

2
∇ĥ(k)(JZA(k)). (2.20)
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The gradient of this cost function is expressed as follows:

∇ĥ(k)(JZA(k)) = 2Rĥ(k)− 2p− ρg(f(ĥ(k))), (2.21)

where g(f(ĥ(k))) = ∇ĥ(k)(f(ĥ(k))) represents the gradient of the sparsity inducing

penalty function f(·) and ρ = γµ
2

denotes regularization step size. By substitut-

ing the value of gradient of the cost function from (2.21) to (2.20), weight update

equation is simplified as:

ĥ(k + 1) = ĥ(k) + µ(p−Rĥ(k))− ρg(f(ĥ(k))). (2.22)

Applying stochastic-gradient approach, final update expression can be obtained as:

ĥ(k + 1) = ĥ(k) + µQH(k)e(k)− ρg(f(ĥ(k))), (2.23)

where e(k) similar to (2.17), represents the instantaneous observation error.

Algorithm 1 Proposed ZALMS Algorithm

Input: Received signal y ∈ CNBeam
T NBeam

R ×1 and sensing matrix Q ∈
CNBeam

T NBeam
R ×NTNR .

Output: Ĥ.

1: Initialization: ĥ(0) = 0G2×1.
2: for n = 1, 2, . . . Do.
3: e(k) = y(k)−QH(k)ĥ(k).
4: Update ĥ(k + 1) using (2.23).
5: End For
6: Ĥ = AR(ΘR)vec

−1(ĥ)AH
T (ΦT )

ZALMS using l0-norm approximation

The l0 norm penalty function, denoted by f0(·), is defined as:

f0(ĥ(k)) = ∥ĥ(k)∥0 =
G2∑
k=1

I(|ĥ(k)|) > 0), (2.24)

where I(·) denotes the indicator function. Now employ a suitable approximation,

as in [102],
∑G2

k=1 I(|ĥ(k)| > 0) ≈
∑G2

k=1(1 − e−ν(|ĥ(k)|)), where ν is the accuracy of
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the approximation parameter. Thus, the gradient term g(f0(ĥ(k))) is given as:

g(f0(ĥ(k))) = νe−ν(|ĥ(k)|) × sgn(ĥ(k)). (2.25)

Substituting the value of g(f0(ĥ(k))) from (2.25) into (2.23), the update equation

for ZALMS-l0, is obtained as:

ĥ(k + 1) = ĥ(k) + µQH(k)e(k)− ρ0νe
−ν(|ĥ(k)|) × sgn(ĥ(k)), (2.26)

where ρ0 is regularization parameter for ZALMS-l0.

ZALMS using l1-norm approximation

The l1-norm penalty function is represented as f1(·), is defined as [102]

f1(ĥ(k)) = ∥ĥ(k)∥1 =
G2∑
k=1

|ĥ(k)|. (2.27)

The gradient term g(f1(ĥ(k))) is computed as follows:

g(f1(ĥ(k))) = sgn(ĥ(k)). (2.28)

The update equation for ZALMS-l1-norm is given as:

ĥ(k + 1) = ĥ(k) + µQH(k)e(k)− ρ1sgn(ĥ(k)). (2.29)

Upon adaptation as per (2.29), the tap coefficients are attracted to zero by the third

term present in (2.26) and (2.29), known as zero attractor. The strength of zero

attractor depends on regularization step size ρ. The speed of convergence increases

when the ĥ(k) is sparse, i.e., the majority of coefficients are zero.

2.3 Parameter Analysis

In this section, an expression is derived for mean weight error vector and excess

mean square error (EMSE) for ZALMS-l1 norm approximation. We prove that
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steady state MSE floor for ZALMS-l1 approximation is lower as compared to LMS.

2.3.1 Mean Behavior Analysis

We define the weight error vector h̃(k) as follows:

h̃(k) = hopt
b − ĥ(k), (2.30)

where hopt is weight of optimal filter. Subtracting hopt
b both side from (2.23) and

upon expectation, the update equation for weight error vector h̃(k) of ZALMS is

given by:

E{h̃(k + 1)} = E{h̃(k)} − µE{QH(k)Q(k)h̃(k)}

+ µE{QH(k)n(k)} − ρE{g(f(ĥ(k)))}, (2.31)

Assuming the independence of sensing matrix Q(k), n(k), and h̃(k), E{QH(k)n(k)}

will be zero, and E{QH(k)Q(k)h̃(k)} = RE{h̃(k)}. Combining these, the resultant

equation is expressed as:

E{h̃(k + 1)} = (I− µR)E{h̃(k)} − ρE{g(f(ĥ(k)))}. (2.32)

For l1 norm approximation the gradient of penalty induced function g(f(ĥ(k))) =

ρE{sgn(ĥ(k))} that is bounded between −ρ1 and ρ1, where 1 is vector of 1’s. Thus,

E{h̃(k+1)} is guaranteed to converege if the maximal eigenvalue of (I−µR) is less

than 1. From (2.32), it is concluded that E{h̃(k)} converges under the condition

0 < µ < 2
λmax

. Where λmax is maximum eigenvalue of R. After simplification, mean

coefficient vector for ZALMS-l1 in (2.32) is rewritten as:

lim
n→∞

E{ĥ(k)} = hopt
b − ρ

µ
R−1E{sgn(hopt

b )}. (2.33)

Therefore, it is proved that for a sparse channel and for a proper value of ρ, the

ZALMS attains lower MSE than classical LMS.
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2.3.2 Excess MSE Analysis

In this section, excess MSE for ZALMS-l1 and difference of EMSE of ZALMS-l1 and

classical LMS is derived.

Excess MSE of ZALMS-l1 norm

From (2.30), the weight error vector h̃(k) = hopt
b − ĥ(k), and the update equation

is expressed as:

h̃(k + 1) = h̃(k)− µQH(k)e(k) + ρsgn(h̃(k) + hopt
b ). (2.34)

Multiplying both sides by Q(k) and by the definition of a priori estimation error

ea(k) = Q(k)h̃(k) and a posteriori ep(k) = Q(k)h̃(k + 1) estimation error,

ep(k) = ea(k)− µ∥Q(k)∥2e(k) + ρQ(k)sgn(h̃(k) + hopt
b ). (2.35)

Output estimation error e(k) is written as:

e(k) =
1

µ∥Q(k)∥2
{ea(k)− ep(k) + ρQ(k)sgn(h̃(k) + hopt

b )}. (2.36)

Substituting the value of e(k) from (2.36) to (2.34), weight error update equation can

be written as h̃(k + 1) = h̃(k)− QH(k)
∥Q(k)∥2{ea(k)− ep(k) + ρQ(k)sgn(h̃(k) + hopt

b )}+

ρsgn(h̃(k) + hopt
b ). After simplification, squaring, and taking expectation weight

error update expression expression is given by:

E{∥h̃(k + 1)∥2}+ E
{

|ea(k)|2

∥Q(k)∥2

}
= E

{
∥h̃(k)∥2

}
+ E

{
|ep(k)|2

∥Q(k)∥2

}
. (2.37)

Equation (2.37) is commonly known as the energy conservation relation. At steady

state, E{∥h̃(k)∥2} = E{∥h̃(k)∥2}, which leads us to conclude:

E
{

|ea(k)|2

∥Q(k)∥2

}
= E

{
|ep(k)|2

∥Q(k)∥2

}
. (2.38)

42



CHAPTER 2. ZALMS BASED CHANNEL ESTIMATOR FOR
MMWAVE HYBRID MIMO SYSTEM

Upon substituting ep(k) from (2.35) to (2.38),

E
{

1

∥Q(k)∥2
|ea(k)|2

}
= E{ 1

∥Q(k)∥2
|ea(k)− µ∥Q(k)∥2e(k)+

ρQ(k)sgn(h̃(k) + hopt
b )|2}. (2.39)

Expanding RHS of (2.39), and applying the relation e(k) = ea(k) + n(k). After

simplifying (2.39), the EMSE for ZALMS is given by:

Jzaex(∞) =
κ

2− κ
σ2
n +

ι1
(2− κ)µ

ρ

(
ρ− 2ι2

ι1

)
, (2.40)

where κ = tr(R(I−µR)−1), σ2
n is variance of observation noise, ι1 = E{sgn(ĥ(∞))T (I−

µR)−1sgn(ĥ(∞))}, and ι2 = E{∥ĥ(∞)∥1} − ∥hopt
b ∥1.

Difference of Excess MSE of ZALMS-l1 and standard LMS

As the first term on the RHS of (2.40) is the steady state excess MSE of the standard

LMS filter. Therefore, (2.40) is rewritten as:

Jzaex(∞) = Jlmex(∞) +
ι1

(2− κ)µ
ρ

(
ρ− 2ι2

ι1

)
. (2.41)

Therefore, Jzaex(∞)− Jlmex(∞) can be given by ι1
(2−κ)µ

ρ(ρ− 2ι2
ι1
) which under small

misadjustment condition µ≪ 2
Tr(R)

can be reduces to ρ
2µ
(ρι1−2ι2). Assuming i.i.d in-

put with µ≪ 1/σ2
Q we have I−µR = (1−µσ2

Q)I ≈ I, Since, sgn(ĥ(∞))T sgn(ĥ(∞)) =

T , where T is the number of active taps. In such case ι1 = T , ι2 can be equivalently

expressed as, ι2 =
∑T−1

i=0 E{|ĥb,i(∞)|} − |hoptb,i |. Now if ĥ(∞) is Gaussian, then by

the definition of folded normal distribution from [103]:

E{|ĥb,i(∞)|} = hoptb,i

[
1− 2erf

(
−
hoptb,i

σĥb,i

)]
+

√
2

π
σĥb,iexp

(
−

(hoptb,i )
2

2σ2
ĥb,i

)
, (2.42)

after simplification of (2.42) we can find the value of ι2 as ι2 =
√

2
π

∑
i∈Z σĥb,i .

Now putting the value of ι1 and ι2 in ρ
2µ
(ρι1 − 2ι2), the difference of excess MSE of
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ZALMS-l1 norm and LMS is given by:

Jzaex(∞)− Jlmex(∞) =
ρ

2µ

(
ρT − 2

√
2

π

∑
i∈Z

σĥb,i

)
. (2.43)

As value of 2
√

2
π

∑
i∈Z σĥb,i is larger than the product ρT for sparse channel, so the

overall value will be negative, means Jzaex(∞), excess MSE of ZALMS is less than

Jlmex(∞), excess MSE of LMS. For a sparse channel, (2.43) guarantees a lower MSE

floor of ZALMS compared with LMS.

2.4 Simulation Results

The simulations presented in this work are divided into two sections. In the first

section, we illustrate the estimation accuracy of the considered mmWave MIMO sys-

tem using the MSE as a performance metric. In the second section, we demonstrate

the SE for the same system corresponding to the different channel estimators. For

these simulations, we considered one BS and one MS i.e., without any interference

with the number of transmitting and receiving antenna is 32, the number of RF

chain is 8 for both the transmitter and receiver, antenna arrays are uniform linear

array (ULA) with antenna spacing is λ/2 and RF phase shifters are assumed in

precoders. The channel considered here is a geometric channel described in (2.1),

with the number of paths is 3. The AoDs/AoAs are taken 32 quantized values in

the range [0 2π], the amplitude of path gain is Rayleigh distributed. For channel

estimation, the consider the step size (µ) = .05, regularization parameter (ρ0) for

ZALMS-l0 is 5× 10−6, regularization parameter (ρ1) for ZALMS-l1 is 5× 10−5, ac-

curacy parameter (ν) for ZALMS-l0 is 20 [98]. SNR for estimation is fixed 30 dB

for all the illustrated cases, and the SNR range for spectral efficiency calculation is

from -40dB to 0dB [43]. All the simulations are ensembled by 1000 Monte Carlo

simulations.

From Figure 2.2, it is observed that sparse aware channel estimation algorithms,

as the ZALMS-l1, and ZALMS-l0 deliver improved performance as compared to the

LMS for the mmWave MIMO system. MSE floor of ZALMS-l0 based estimator is

quite close to optimal (Wiener) estimator and that of output error corresponding to
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Figure 2.2: MSE performance of LMS, ZALMS-l1, and ZALMS-l0 with optimal and
true channel. Simulation parameter are NT = 32, NR = 32, µ = .05, ρ1 = 5× 10−5,
ρ0 = 5× 10−6, ν = 20.
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Figure 2.3: Comparison of spectral efficiency with estimated CSI from different
estimator to the perfect CSI for the mmWave MIMO system, with NT = 32, NR =
32, NRF = 8, L = 2, and pathloss component 3.

the true channel, that is drawn for benchmarking purpose. ZALMS-l0 norm-based

estimator has approximately 1 dB lower steady state MSE as compared to classical

LMS and 0.52 dB lower steady state MSE as compared to ZALMS-l1 based estimator

and converges approximately 20 iterations before from ZALMS-l1 and 100 iterations

before than classical LMS. Thus ZALMS-l0 based estimator outperform in terms of

both accuracy and convergence rate as compared to ZALMS-l1 and classical LMS.
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The spectral efficiency for different channel estimation approaches are compared

in Figure 2.3 for various SNR values. From the figure, a general trend of increase

in SE is observed with an increase in estimation accuracy. In particular, it is ob-

served for the ZALMS-l0 based estimator, the SE is approximately 1.5 bps/Hz more

compared to LMS based estimator and 0.8 bps/Hz more than ZALMS-l1 based esti-

mator. This leads us to conclude that the proposed ZALMS based channel estimator

improves the overall system performance.

2.5 Summary

In this chapter, ZALMS based sparse channel estimation is proposed for narrowband

mmWave hybrid MIMO system and its MSE is analyzed and validated through sim-

ulations over mmWave MIMO systems. The presented simulation results indicate

that ZALMS-l0 outperforms ZALMS-l1 and classical LMS in terms of accuracy (has

lower MSE floor) and convergence (require less number of iterations). Comparisons

are presented for the spectral efficiency of different channel estimation methods and

the enhanced estimation accuracy of the ZALMS-l0 is observed from the presented

simulations, which motivates the proposed ZALMS as a promising channel estima-

tion method for mmWave MIMO.

Further, in practice, transceivers suffer from HIs that affect their performance

and should be considered for a fair analysis. In the next chapter we will consider

mmWave hybrid MIMO system with HI.
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Chapter 3

SI-ZALMS based Channel

Estimator for mmWave Hybrid

MIMO System with HI

In the previous chapter, channel estimation of a mmWave hybrid MIMO system was

performed for ideal hardware. However, the impact of hardware impairments (HIs)

was not considered. In this chapter, we address the impact of HIs, which must be

considered in practical system design.

MmWave hybrid MIMO is a pioneering physical layer technique for the fifth

generation and beyond fifth-generation (5G/B5G) wireless communication systems,

to provide ultra-high data rate, massive connectivity, and ultra-low latency [91].

For such MIMO systems, channel estimation is of fundamental importance for their

analysis and design [91, 104, 105]. The mmWave hybrid MIMO systems rely on a

wide bandwidth (up to 2 GHz) in the frequency range of 30 GHz to 300 GHz [90].

The mmWave MIMO systems are known to empower advanced applications such

as high definition wireless local area networks (WLAN), smart wearables, virtual

reality (VR), augmented reality (AR), and most prominently 5G new-radio (5G-NR)

[89, 99, 106]. Despite the aforementioned advantages and applications, mmWave

offers several technological challenges such as high path loss, severe propagation

loss, and high energy consumption in the circuits.

The typically small wavelength of mmWave allows for mounting several anten-

nas per unit area which, in turn allows for the premise of massive MIMO. This
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consideration of mmWave with MIMO allows for formation of a high gain beam to

mitigate the propagation loss [107, 108]. However, the deployment of several anten-

nas is challenging due to the associated hardware complexity due to the very high

sampling rate of DAC/ADC converters which involve high power consumption the

RF chains connected to each transmitter and receiver. To overcome this high power

consumption a hybrid architecture was proposed in [13, 99], and [43].

Unlike conventional MIMO systems where the majority of signal processing is

done in the baseband, hybrid mmWave MIMO architecture divides the overall signal

processing in baseband and RF domain. For hybrid mmWave MIMO architectures,

the analog beamforming involves a digitally controlled phase shifter network to

achieve beamforming gain [19]. For such systems, accurate CSI is necessary for

designing of the precoding/combining matrices for mmWave hybrid MIMO system,

which is challenging due to large number of antenna elements.

Recent works for channel estimation of mmWave hybrid MIMO system as [43,

92, 93, 96, 99, 109–117], mostly consider ideal hardware and research works like

[114] where, a deep learning aided channel estimation algorithm is proposed which

is different from most existing works concerning the compressed sensing (CS)-based

channel estimation. In [114], off-grid channel estimation problem is solved by using a

low computational complexity alternating direction method of multipliers (ADMM)-

based algorithm, dubbed ADMM-OG algorithm. In [115], quaternion theory based

algorithm named quaternion non-circular MUSIC (QNC-MUSIC) is proposed for

parameter estimation of non-circular signals with high estimation accuracy for large-

scale/massive MIMO systems. In [115], it is shown that the QNC-MUSIC has much

lower computational complexity as compared to the conventional methods. How-

ever, both [114] and [115], assume an ideal transceiver hardware. In [118], an effi-

cient channel estimation method for frequency selective channels is proposed which

is based on the training channel model for urban traffic scenario. In this work, au-

thor has raised issue of noise correlation in practical channel, and proposed noise

weighted method to solve the sparse signal recovery problem. However, the impact

of transceiver hardware impairments is not considered. To achieve high reliabil-

ity and spectral efficiency for industrial big data, a multiple-input–multiple-output

filter bank multicarrier (MIMO-FBMC) communication system is employed under
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offset quadrature amplitude modulation in [119]. In this article, a low-complexity

sparse adaptive channel estimation scheme is proposed which is based on a dynamic

threshold that reduces the number of inner product calculations.

However, for common cost effective and power efficient mmWave systems, gen-

erally inexpensive components are deployed which lead to hardware impairments.

These low cost components (not limited to the aforementioned) make the non ideal

hardware and introduce hardware impairments such as quantization error, I/Q im-

balance, nonlinear power amplifier, and phase noise [85, 86, 120, 121]. To mitigate

the effects of hardware impairments different compensation methods are studied

[122–125]. Further, these distortions cannot be fully parameterized and estimated

due to time varying statistics of the residual transceiver hardware impairments

(RTHIs) [85]. Due to RTHIs training pilots and received signals get contaminated

and consequently channel estimation performance degrades. In the literature, few

studies consider the RTHI for the different systems [126]. As in [85], channel esti-

mation with hardware impairments is considered for massive MIMO system, which

is not specific for mmWave MIMO system.

In [126], the authors have considered hardware impairment for mmWave hybrid

MIMO system and applied fast sparse Bayesian learning (FSBL) approach for chan-

nel estimation, which is more complex due to matrix inversion. Further, due to its

offline nature, this method is unable to provide accurate estimate of channel gain

due to distortion noise whose power is non-stationary due to its dependence on sig-

nal power and current channel gain. A major drawback in the existing methods

is high computational complexity due to matrix inversion operations and increased

processing delay due to their offline nature.

Against this background, we develop a novel sparse aware adaptive filtering

approach for narrowband mmWave hybrid MIMO channel estimation considering

residual hardware impairment to overcome the drawbacks of existing techniques. In

this context, a zero attracting least mean square (ZALMS) [127] based online chan-

nel estimation techniques capable of accurate learning and tracking are inherently

suitable for narrowband mmWave hybrid MIMO system. Moreover, these methods

do not require apriori knowledge of second order statistics as an auto correlation

matrix or cross covariance vectors, however they rely only on the instantaneous es-
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timates of second order error statistics. Based on this background and literature

survey, contributions of this work are summarized below.

� This work examines the overall impact of hardware impairments on mmWave

hybrid MIMO systems as compared to the perfect hardware scenario consid-

ered in the literature (either in transmitter or receiver).

� The beamspace domain model of the mmWave MIMO channel is used for

sparse channel estimation using a sparse dictionary consisting of the quantized

receive and transmit array response vectors.

� For adaptive online channel estimation in narrowband mmWave hybrid MIMO

systems, a ZALMS-based channel estimator is proposed, which reduces the es-

timation error variance. Since the proposed ZALMS technique depends on the

first and second order statistics of the narrowband mmWave MIMO channel,

it is well suited to both stationary and non-stationary channels, emphasizing

its practical significance. Furthermore, to enhance the convergence rate of

ZALMS, SI-ZALMS is proposed.

� Detailed analysis and expressions for MSE, MSD, range of regularization, and

step size parameter are derived and validated via computer simulations.

� The proposed SI-ZALMS and ZALMS-based approaches are compared against

existing methods and an analytical bound is derived to quantify its perfor-

mance.

3.1 System Model

3.1.1 Hardware Impairments

A generalized system model that represents the impact of residual transceiver im-

pairments is given in Figure 3.1, where et and er denote the additive distortion

noise due to residual impairments at the transmitter and the receiver. From the ex-

isting works [85], it is known that et ∼ CN (0NT ,Υt) and er ∼ CN (0NR ,Υr) follows

a Gaussian distribution with its average power proportional to the average signal

51



3.1. SYSTEM MODEL

+ + +

et ner
y

Intended
signal

Received
signal

d

Transmitter
distortion

Receiver
distortionNoise

H

MIMO Channel
mmWave

Figure 3.1: Generalized transmission with hardware impairments.

power at each antenna where Υt = κtdiag(r1,1, r2,2, ..., rNT ,NT ), Υr = κrH
Htr{R}H,

κt, κr ≥ 0 are proportionality coefficients, and (r1,1, r2,2, ..., rNT ,NT ) are the diagonal

elements of signal covariance matrix R. The proportionality coefficient κt and κr are

related to the error vector magnitude (EVM) and characterize the level of hardware

impairments. The EVM at transmitter is given by [85]:

EVMt =

√
E{∥et∥22}
E{∥x∥22}

=

√
κttr{R}
tr{R}

=
√
κt. (3.1)

For practical application such as Long Term Evolution (LTE), the EVM has a

range of [0.08, 0.175] [87].

Transceiver signal in practical mmWave hybrid MIMO system is shown in Figure

3.2, which experience distortion due to imperfect behavior of hardware components

such as, mixer, oscillator, filter, converter, and amplifier. Many compensation tech-

niques can be applied at the transceiver to mitigate the impairment, even after

some residual impairments remain. Total residual impairments at the transceiver

are modeled as independent additive distortion noise as done in [85] and [86]. The

distortion noise is well known to be non-stationary because it is proportional to

the instantaneous signal power P and the current channel gain ∥H∥22. As adaptive

method has inherent tracking capability so it is well suited for channel estimation of

mmWave hybrid MIMO system with non-ideal hardware.

The mmWave hybrid MIMO system with considered transceiver hardware im-

pairments can be accurately modeled as,

y = WHH(x+ et) +WHer +WHn. (3.2)

Since low-cost hardware is used in practical deployed mmWave systems MIMO,
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which leads to large EVM, which, in turn limits the system performance [85]. In

this work, channel estimation in the downlink problem is considered with single BS

and MS, that is equipped with uniform linear array (ULA) of NT and NR trans-

mitting and receiving antennas, respectively. NRF is number of RF chains at the

transmitting and the receiving side, such that NRF << min(NT , NR) [43]. Trans-

mitter first modifies the input data vector d ∈ CNRF×1 with a baseband precoder

FBB ∈ CNRF×NRF , and then the RF precoder FRF ∈ CNT×NRF before transmission.

The transmitted signal is represented as

x = FRFFBBd = Fd, (3.3)

where x ∈ CNT×1 is a pilot signal with covariance matrix E{xxH} = Q and

F = FRFFBB denoting the combined precoding matrix. We consider a quasi-static

narrowband channel model, corresponding to the pre-processed received signal r can

be given as,

r = Hx+ n, (3.4)

where n is the observed additive white Gaussian noise (AWGN) with distribution

CN (0, σ2
nINR) and H ∈ CNR×NT is MIMO channel matrix.
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Figure 3.2: Millimeter wave hybrid MIMO transceiver block diagram with non-ideal
hardware.

To process the received signal, receiver comprises of a hybrid combiner W, that

is cascaded with RF combiner WRF ∈ CNR×NRF and baseband combiner WBB ∈

CNRF×NRF . Finally, the post processed signal is given as,

y = WHHx+ n. (3.5)
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3.1.2 MmWave Channel Model

We consider a dense urban non-line-of-sight scenario for which geometric narrow-

band channel with L scatterers is taken into consideration, with each scatterer con-

tributing a single propagation path between the BS and the MS. Under this model,

the channel H can be represented as [43],

H =

√
NTNR

η

L∑
l=1

αlaR(θl)a
H
T (ϕl), (3.6)

where η denotes the average path loss between BS and MS, αl is the complex path

gain of the lth path and its amplitude is assumed to be Rayleigh distributed. The

azimuth AoA and AoD are represented by the variables θl ∈ [0, 2π] and ϕl ∈ [0, 2π],

respectively. aT (ϕl) and aR(θl) are the transmitter and receiver antenna array re-

sponse vector, that can be expressed as,

aT (ϕl) =
1√
NT

[1, e−j2π(s/λ) cos(ϕl), . . . , e−j(NT−1)2π(s/λ) cos(ϕl)], (3.7)

and

aR(θl) =
1√
NR

[1, e−j2π(s/λ) cos(θl), . . . , e−j(NR−1)2π(s/λ) cos(θl)], (3.8)

respectively, where s is spacing between the neighboring antenna and λ is the signal

wavelength.

In beamspace domain the channel (3.6) can be represented as,

H = ARHaA
H
T , (3.9)

where AT and AR are the transmit and receive array response dictionary matrices

and Ha is sparse beamspace channel matrix that are given as,

Ha = diag(

√
NTNR

η
[α1, α2..., αL]

T ). (3.10)

AT = [aT (ϕ1), aT (ϕ2), ..., aT (ϕL)]. (3.11)
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and

AR = [aR(θ1), aR(θ2), ..., aR(θL)]. (3.12)

3.1.3 Sparse Formulation of MmWave Hybrid MIMO Chan-

nel

AoA and AoD are partitioned into G ≥ max{NT , NR} points in the interval [0 π)

at the transmitter and receiver. Let angle of departure grid ΦT and angle of arrival

grid ΘR are uniformly spaced and defined as,

ΦT =

{
ϕg : ϕg =

π(g − 1)

G
, ∀ 1 ≤ g ≤ G

}
. (3.13)

ΘR =

{
θg : θg =

π(g − 1)

G
,∀ 1 ≤ g ≤ G

}
. (3.14)

Assume further AT (ΦT ) ∈ CNT×G and AR(ΘR) ∈ CNR×G represent transmit and

receive array response dictionary (ARD) matrices given as

AR(ΘR) = [aR(θ1), aR(θ2), ..., aR(θG)], (3.15)

and

AT (ΦT ) = [aT (ϕ1), aT (ϕ2), ..., aT (ϕG)]. (3.16)

The transmitter and receiver ARDmatrices meet the conditionAT (ΦT )A
H
T (ΦT ) =

G
NT

INT and AR(ΘR)A
H
R (ΘR) =

G
NR

INR [99].

In the beamspace domain, representation of the channel matrix Hs can be ob-

tained in terms of ARD matrices as,

Hs = AR(ΘR)HbA
H
T (ΦT ), (3.17)

where Hb ∈ CG×G is sparse beamspace channel matrix.
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3.1.4 Hybrid Processing Model with Hardware Impairments

In this section, to model mmWave channel estimation with transceiver hardware

impairments, the sparse recovery problem with measurement matrix perturbation is

used. For a coherent channel block B (K ≪ B), K symbols are assumed allocated

for channel estimation, and W(k) and x(k) are the combining matrix and training

pilot sequence for the k-th training time instant, where 1 ≤ k ≤ K. Exploiting

the inherent channel-sparsity, the combined signal is reconstructed as follows at the

k-th training time instant:

y(k) =

(
(x(k) + e

(k)
t )T ⊗ (W(k))H

)
vec(Hb) + ñ(k),

=

(
(x(k) + e

(k)
t )T ⊗ (W(k))H

)
Zhb + ñ(k), (3.18)

where

ñ(k) = (W(k))He(k)r + (W(k))Hn(k),

Z = (AT (ΦT ))
∗ ⊗ AR(ΘR), and hb = vec(Hb) ∈ CG2×1 is an L-sparse vector. For

all K- observations by stacking them,


y(1)

...

y(K)


︸ ︷︷ ︸

y

=


(x(1) + e

(1)
t )T ⊗ (W(1))H

...

(x(K) + e
(K)
t )T ⊗ (W(K))H

Z

︸ ︷︷ ︸
Q

hb +


ñ(1)

...

ñ(K)


︸ ︷︷ ︸

ñ

, (3.19)

which can be simplified as:

y = Qhb + ñ, (3.20)

where y, Q, and ñ denote combined signal collection, measurement matrix, and

equivalent noise collection, respectively. Graphical representation of received signal

and unknown variables are given in Figure 3.3, where E is distortion transmission

noise matrix which is given as,
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Figure 3.3: Graphical representation of received signal y.

E = [e
(1)
t , e

(2)
t , ..., e

(K)
t ]. (3.21)

An OMP-based approach [93] can be used to estimate the sparse channel vector hb.

An distortion noise e
(k)
t , on the other hand, introduces an unknown perturbation

to the measurement matrix, separating the channel estimation problem from the

traditional sparse recovery problem. In the next section, online adaptive filtering is

proposed for LMS and ZALMS for mmWave MIMO channel estimation.

3.2 Adaptive Filtering Approach

3.2.1 LMS Algorithms for Channel Estimation

Let ĥ be the estimate of channel hb, then the mean square error cost function at kth

instant is given by,

J(k) = E{∥y(k)−QH(k)ĥ(k)∥2}. (3.22)

Using steepest descent algorithm [100], the estimate ĥ(k) is iteratively updated as:

ĥ(k + 1) = ĥ(k)− µ

2
∇ĥ(k)(J(k)), (3.23)

where µ is the step size parameter. By defining cross covariance vector

p = E{QH(k)y(k)} ∈ CG2×1,
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and auto-covariance matrix R = E{QH(k)Q(k)} ∈ CG2×G2
, the gradient of the cost

function J(k) is given by:

∇ĥ(k)(J(k)) = 2Rĥ(k)− 2p. (3.24)

The weight update equation can be obtained by putting the value of ∇ĥ(k)(J(k))

from (3.24) to (3.23),

ĥ(k + 1) = ĥ(k) + µ
(
p−Rĥ(k)

)
. (3.25)

By using stochastic-gradient (SG) method that replaces R and p with their instan-

taneous estimates, R̂ = QH(k)Q(k) and p̂ = QH(k)y(k). By putting the values of

R̂ and p̂ recursion is given as:

ĥ(k + 1) = ĥ(k) + µQ(k)e(k), (3.26)

where e(k) ∈ CNRF×1 is the instantaneous observation error can be expressed as,

e(k) = y(k)−QH(k)ĥ(k). (3.27)

3.2.2 Proposed ZALMS algorithms

Assuming that hb is a sparse vector, estimation of the channel is defined as a non-

convex combinatorial problem, which is written as follows:

min
hb

∥hb∥0, s.t. ∥y −Qhb∥22 ≤ ϱ, (3.28)

where ϱ > 0 is error tolerance. Various approaches e.g. OMP [93] and SBL [101],

exist to solve the sparse signal recovery problem, but these algorithms offer high

propagation delay and large computational complexity due to their offline nature

and matrix inversions. The ZALMS algorithms which overcome these problems is

developed next. The MSE cost function for ZALMS [102], at ith instant is given as
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follows:

JZA(k) = E{∥y(k)−QH(k)ĥ(k)∥2}+ γf(ĥ(k)), (3.29)

where f(·) is sparsity inducing penalty term and γ is regularization parameter. After

employing steepest descent algorithm [100], the filter weight update equation can

be expressed as follows:

ĥ(k + 1) = ĥ(k)− µ

2
∇ĥ(k)(JZA(k)), (3.30)

where the gradient is given as,

∇ĥ(k)(JZA(k)) = 2Rĥ(k)− 2p− ρg(f(ĥ(k))), (3.31)

where g(f(ĥ(k))) is the gradient of f(ĥ(k)) and ρ = γµ
2
denotes regularization step-

size. By putting the value of ∇ĥ(k)(JZA(k)) from (3.31) to (3.30), simplified weight

update is expressed as,

ĥ(k + 1) = ĥ(k) + µ(p−Rĥ(k))− ρg(f(ĥ(k))). (3.32)

Applying SG algorithms, final update expression is given as,

ĥ(k + 1) = ĥ(k) + µQ(k)e(k)− ρg(f(ĥ(k))), (3.33)

where e(k) similar to (3.27), represents the instantaneous observation error. In this

work, l0 and l1-norm based sparsity inducing penalty functions are considered. We

discuss each approach separately in the following subsections.

ZALMS-l0 algorithms

The l0-norm penalty function, denoted by f0(·), is defined as:

f0(ĥ(k)) = ∥ĥ(k)∥0 =
G2∑
k=1

I(|ĥ(k)|) > 0), (3.34)
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where I(·) denotes the indicator function. After suitable approximation, as in [102],∑G2

k=1 I(|ĥ(k)| > 0) ≈
∑G2

k=1(1− e−ν(|ĥ(k)|)), where ν is the accuracy of the approxi-

mation. The gradient term g(f0(ĥ(k))) is given as:

g(f0(ĥ(k))) = νe−ν(|ĥ(k)|) × sgn(ĥ(k)). (3.35)

Putting the value of gradient of penalty function g(f0(ĥ(k))) from (3.35) into (3.33),

the update equation for ZALMS-l0, is given as:

ĥ(k + 1) = ĥ(k) + µQ(k)e(k)− ρ0νe
−ν(|ĥ(k)|) × sgn(ĥ(k)), (3.36)

where ρ0 is regularization parameter ZALMS-l0.

ZALMS-l1 algorithms

The l1-norm penalty function f1(·) [102] can be given as,

f1(ĥ(k)) = ∥ĥ(k)∥1 =
G2∑
k=1

|ĥ(k)|. (3.37)

The gradient of penalty function is given as,

g(f1(ĥ(k))) = sgn(ĥ(k)). (3.38)

Substituting the value of g(f1(ĥ(k))) from (3.38) into (3.33) we get,

ĥ(k + 1) = ĥ(k) + µQ(k)e(k)− ρ1sgn(ĥ(k)). (3.39)

The above equation is weight update recursion of the ZALMS-l1 norm algorithm.

Algorithm-1 provides a step-by-step process as well as the initialization required for

the proposed ZALMS technique. Although the beamspace channel’s normal initial-

ization ĥ(0) = 0G2×1 yields correct estimates, as shown in simulation results given

in Section 3.4. The proposed algorithm typically requires a considerable number

of iterations for the MSE to converge. To circumvent this limitation, we can use

any of the known sparse signal recovery techniques [93] in the 0th frame to initialize
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the proposed ZALMS framework with a suitable sparse estimate. In the sequel,

this strategy is referred to as sparse-initialized (SI) ZALMS (SI-ZALMS), and it has

been proved to perform better than non-sparse initialization based ZALMS in terms

of convergence.

Algorithm 2 Proposed ZALMS Algorithm

Input: Received signal y ∈ CNBeam
T NBeam

R ×1 and sensing matrix Q ∈
CNBeam

T NBeam
R ×NTNR .

Output: Ĥ.

1: Initialization: ĥ(0) = 0G2×1.
2: for n = 1, 2, . . . Do.
3: e(n) = y(n)−QH(n)ĥ(n).
4: Update ĥ(n+ 1) using (3.30).
5: End For
6: Ĥ = AR(ΘR)vec

−1(ĥ)AH
T (ΦT )

3.3 Parameter Analysis

In this section, range of step size µ that ensures convergence of ZALMS-l0, selec-

tion of regularization parameter ρ for ZALMS-l0, MSD for ZALMS-l0, complexity

analysis for different estimation algorithms, and impact of RTHIs on the SE are

analytically defined.

3.3.1 Bound of Step Size

Proof: Define a weight error vector

h̃b(k) ≜ ĥ(k)− hopt
b . (3.40)

It measures the difference between the weight estimate at instant n and the optimal

weight vector, hopt
b , that is Wiener solution.

Subtracting hopt
b both sides of the recursion (4.31) we obtain

h̃b(k + 1) =
[
I− µQ(k)QH(k)

]
h̃b(k) + µQH(k)ñ(k)

− ρg(f(ĥ(k))). (3.41)
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Both sides of (3.41) are postmultiplied with their respective conjugate transposes.

h̃b(k + 1)h̃H
b (k + 1) =

[
I− µQ(k)QH(k)

]
h̃b(k)h̃

H
b (k)

[
I− µQ(k)QH(k)

]H
+

µ2QH(k)ñ(k)ñH(k)Q(k)

+ ρ2g(f(ĥ(k)))gT (f(ĥ(k))) + µ
[
I− µQ(k)QH(k)

]
h̃b(k)ñ

H(k)Q(k)

+ µQH(k)ñ(k)h̃H
b (k)

[
I− µQ(k)QH(k)

]
− µρ

[
I− µQ(k)QH(k)

]
h̃b(k)g

T (f(ĥ(k)))

− µρg(f(ĥ(k)))h̃H
b (k)

[
I− µQ(k)QH(k)

]H
− µρgH(f(ĥ(k)))QH(k)ñ(k)− µρg(f(ĥ(k)))ñH(k)Q(k). (3.42)

We assume

V(k) = E
{
h̃b(k)h̃

H
b (k)

}
, (3.43)

represents second moment matrix of weight error vector. Using the independence

assumption [128], and taking the expectations on both sides of (3.42), there is

V(k + 1) = V(k)− µ(RV(k) +V(k)R) + 2µ2RV(k)R+ µ2Rtr{RV(k)}

− 2
(
I− µR

)
ρE{h̃b(k)g

H(f(ĥ(k)))}+ ρ2E{g(f(ĥ(k)))gH(f(ĥ(k)))}+

µ2σ2
ñR, (3.44)

where R = E{Q(k)QH(k)}. Assume Q is i.i.d. with mean zero and variance λ, then

R = λI, (3.44) can be simplified as,

V(k + 1) = (1− 2µλ+ 2µ2λ2)V(k) + µ2λ2tr{V(k)}I−

2(1− µλ)ρE{h̃b(k)g
H(f(ĥ(k)))}

+ ρ2E{g(f(ĥ(k)))gH(f(ĥ(k)))}+ µ2σ2
ñλI. (3.45)

Let

U(k) = tr{V(k)} = E{∥ĥ(k)− hopt
b ∥22}. (3.46)

Taking trace on both sides of (3.45)

62



CHAPTER 3. SI-ZALMS BASED CHANNEL ESTIMATOR FOR
MMWAVE HYBRID MIMO SYSTEM WITH HI

U(k + 1) =

[
1− 2µλ+ (G+ 2)µ2λ2

]
U(k)− 2(1− µλ)ρζ(k) + ρ2ϵ(k) + µ2σ2

ñλG,

(3.47)

where

G = tr{I}. (3.48)

ζ(k) = E{h̃b(k)g
H(f(ĥ(k)))}. (3.49)

ϵ(k) = E{g(f(ĥ(k)))gH(f(ĥ(k)))}. (3.50)

To obtain the bound of ζ(k) and ϵ(k)

|ζ(k)| = |E{(ĥ(k)− hopt
b )gH(f(ĥ(k)))}|

≤ E|{(ĥ(k)− hopt
b )gH(f(ĥ(k)))}|

≤
G−1∑
i=0

E|{(ĥb,i(k)− hoptb,i )g
H(f(ĥb,i(k)))}|

=
∑

|ĥb,i|< 1
ν

E|{(ĥb,i(k)− hoptb,i )g
H(f(ĥb,i(k)))}|

≤
∑

|ĥb,i|< 1
ν

E|{(ĥb,i(k)− hoptb,i )}||g
H(f(ĥb,i(k)))|

≤
∑

|ĥb,i|< 1
ν

νE|{(ĥb,i(k)− hoptb,i )}|

(∵ |gH(f(ĥb,i(k)))| < ν)

≤
∑

|ĥb,i|< 1
ν

ν{E|ĥb,i(k)|+ ∥hopt
b ∥1}

≤ G+ ν∥hopt
b ∥1. (3.51)
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|ϵ(k)| = |E{g(f(ĥ(k)))gH(f(ĥ(k)))}|

≤ E|{g(f(ĥ(k)))gH(f(ĥ(k)))}|

≤
G−1∑
i=0

{
|ĥb,i(k)|2

}
≤ Gν2. (3.52)

As a result, to ensure convergence of (3.46), the following equation must be satisfied:

∣∣1− 2µλ+ (G+ 2)µ2λ2
∣∣ < 1. (3.53)

After simplification (3.53) , range of µ can be given as

0 < µ <
2

λ(G+ 2)
. (3.54)

3.3.2 Selection of Regularization Parameter

Covariance matrix of weight error vector is given from (3.44) as,

V(k + 1) = (1− 2µλ+ 2µ2λ2)V(k) + µ2λ2tr{V(k)}I

+ µ2σ2
ñλI+ ρ2E{g(f(ĥ(k)))gH(f(ĥ(k)))}

− 2ρ(1− µλ)E{h̃b(k)g
H(f(ĥ(k)))}. (3.55)

It is noted that the first three terms in the above expression corresponds to the

estimation error of LMS i.e. without the regularization term. To ensure the lower

estimation error of ZALMS-l0 than the LMS, 4th and 5th term must be less than

zero, i.e.

{
ρ2E{g(f(ĥ(k)))gH(f(ĥ(k)))} − 2ρ(1− µλ)E{h̃b(k)g

H(f(ĥ(k)))}
}
< 0. (3.56)

By simplifying the above expression the allowable range ρ to ensure convergence is

given as follows:

0 < ρ <
2(1− µλ)E{h̃b(k)g

H(f(ĥ(k)))}
E{g(f(ĥ(k)))gH(f(ĥ(k)))

. (3.57)
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As E{h̃b(k)g
H(f(ĥ(k)))} = G+ν∥hopt

b ∥1 from (3.51) and E{g(f(ĥ(k)))gH(f(ĥ(k)))} =

Gν2 from (3.52). By putting these values in the expression (3.57) this range is re-

expressed as follows:

0 < ρ <
2(1− µλ)(G+ ν∥hopt

b ∥1)
Gν2

. (3.58)

3.3.3 MSD Analysis

As from (3.47), MSD is given as

U(k + 1) =

[
1− 2µλ+ (G+ 2)µ2λ2

]
U(k)− 2(1− µλ)ρζ(k) + ρ2ϵ(k) + µ2σ2

ñλG.

(3.59)

At steady-state, n → ∞, U(k + 1) = U(k). After simplifying (3.59), at steady-

state condition we get

U(∞) = R

[
2ρ(1− µλ)ζ(∞) + ρ2ϵ(∞) + µ2σ2

ñλG

]
, (3.60)

where

R =
1

2µλ− (G+ 2)µ2λ2
. (3.61)

ζ(k) = E{h̃b(∞)gH(f(ĥ(∞)))}. (3.62)

ϵ(k) = E{g(f(ĥ(∞)))gH(f(ĥ(∞)))}. (3.63)

σ2
ñ = E{∥ñ∥2}. (3.64)
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Algorithm Multiplication Addition
ZALMS 2MGrGt(NRF + 1) MGrGt(2NRF + 1)

OMP 7
3
(MNRF )3 + 7

2
(MNRF )2 +MNRF (GrGt + 1) 5

2
(MNRF )3 − (MNRF )2 +MNRF (GrGt − 1) −GrGt

R-FSBL O((NTNR)(MMr(MMr + L) + L2)) O((NTNR)(MMr(MMr + L) + L2))

BCS-LSE O((NTNR)3) O((NTNR)3)

Table 3.1: Complexity comparison of different algorithms

3.3.4 Complexity Analysis

The computational complexities incurred in each frame for the proposed ZALMS

algorithms are evaluated in Table-3.1, which compares the number of complex

additions and multiplications necessary to estimate the beamspace channel vec-

tor hb using the proposed ZALMS and existing OMP [93], R-FSBL [126], and

BCS-LSE [129] algorithms. The computational complexity of channel estimate

in each frame for the ZALMS scheme is in the order of O(MNRF ), whereas the

same for the OMP is O((MNRF )
3), BCS-LSE is O((NTNR)

3), and R-FSBL is

O((NTNR)(MMr(MMr + L) + L2)). These complexities are significantly higher

than those of the proposed ZALMS-based schemes, thereby making the proposed

channel estimator more attractive for deployment in practical mmWave MIMO sys-

tems with enhanced performance.

3.3.5 Impact of RTHIs on the SE

As we have considered single user mmWave hybrid MIMO system with NRF number

of parallel data stream sent by the transmitter to the receiver. The received signal

after processing with considered RTHIs can be given as

y = WHH(x+ et) +WHer +WHn

= WHHx+WHHet +WHer +WHn

= WHHx+ e, (3.65)

where e = WHHet +WHer +WHn. The SE of the system can be written as,

SE = log2

∣∣∣∣INRF +
P

NRF

R̃−1WHHFFHHHW

∣∣∣∣, (3.66)
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where P is the average total transmit power, INRF is NRF × NRF identity matrix,

R̃ = WHReW, and Re = E{eeH} allows for the following simplification:

Re = E{eeH} = P

(
κt
NRF

+ κr

)
HHH + σ2

nI. (3.67)

As the design of precoder and combiner depends on singular value decomposition

(SVD) of channel estimated value Ĥ [93]. Therefore, the SE is found to depend on

the accuracy of channel estimation as observed from (3.66).

3.4 Simulation Results

Simulation and analytical results are presented to validate the performance of the al-

gorithms. NMSE versus iteration and NMSE versus SNR plots are demonstrated to

show the estimation accuracy of the proposed algorithms, as well as OMP, SBL, and

BCS, at various impairment levels for the considered system. An NMSE versus iter-

ation plot for the proposed SI-ZALMS is also presented. Additionally, MSE versus

step size (µ) and MSE versus regularization parameter (ρ) plots are demonstrated

to select the appropriate parameters for the algorithms. Furthermore, SE versus

SNR plots for various values of κt and κr are shown to illustrate the performance

of the proposed estimator. For the simulation, we considered one BS and MS, each

equipped with 32 antennas and 8 RF chains. ULA antenna arrays with antenna

spacing of λ/2 are used, and phase shifters are included in the RF precoders.

The considered channel is assumed as geometric channel as defined in (3.6),

with 3 paths. Without loss of generality, α is considered as Rayleigh distributed,

angle of arrival and departure are 32 discrete values in the range [0 2π]. For MSE

performance curve considered simulation parameters are as, step size (µ) = 3×10−2,

regularization parameter (ρ0) for ZA-LMS-l0 is 5× 10−6, and (ρ1) for ZA-LMS-l1 is

5×10−5, accuracy parameter (ν) for ZA-LMS-l0 is 20, κt = κr ∈ {0.052, 0.152}. The

SNR for estimation is fixed 20 dB for all the illustrated cases, and the SNR range

for spectral efficiency calculation is from -40dB to 20dB [43]. All the simulations

are ensemble averaged over by 500 Monte Carlo runs.

It is observed from Figure 3.4, that the ZALMS based algorithms outperforms

other algorithms as MSE floor is lower by 4.84× 10−3 when impairment level at the
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LMS  = .01

LMS  = 0.25

Block LMS  = 0.01

Block LMS  = 0.25

ZALMSl1  = 0.01

ZALMSl1  = 0.25

ZALMSl0  = 0.01

ZALMSl0  = 0.25

Figure 3.4: NMSE versus number of iterations performance of LMS, block LMS,
and ZALMS with two impairments level κt = κr = 0.052 and κt = κr = 0.152 with
NRF = 8, NT = NR = 32, L = 2, ρ0 = 5× 10−5, ρ1 = 1× 10−6, µ = 0.03, and SNR
= 20 dB.
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Figure 3.5: NMSE versus SNR performance of OMP, BCS, SBL, ZALMS-l1, and
ZALMS-l0 with impairment level κt = κr = 0.12, NRF = 8, NT = NR = 32, L = 2,
ρ0 = 5× 10−5, ρ1 = 1× 10−6, µ = 0.03.

transmitter and receiver is 0.052 and lower by 4.51 × 10−3 when impairment level

is 0.152 from LMS, for which ideal hardware i.e. κt = κr = 0 is considered and

in robustness as there is very small variation in MSE floor when impairments level

varies from 0.052 to 0.152. For a mmWave configuration with simulation parameters

set as NT = NR = 32; NRF = 8; GT = GR = 32; M = 20.
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Figure 3.6: NMSEE versus number of iterations performance of zero-initiated and
sparse-initiated ZALMS-l0, ZALMS-l1, with κt = κr = 0.052, NRF = 8, NT = NR =
32, L = 2, ρ0 = 5× 10−5, ρ1 = 1× 10−6, µ = 0.03, and SNR = 20 dB.
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Figure 3.7: MSE versus iterations performance of ZALMS-l0 for different values of
ρ at impairments level κt = κr = 0.052, L = 2, NT = NR = 32, NRF = 8, µ = .03,
and SNR = 20 dB.

Figure 3.5, compares the NMSE versus SNR performance of the proposed ZALMS-

based schemes upon convergence and that of the existing OMP, BCS, and SBL tech-

niques for mmWave hybrid MIMO systems with ideal hardware (κt = κr = 0) and

with impairments level κt = κr = 0.12 and simulation parameters NT = NR = 32;

NRF = 8; GT = GR = 32 and L = 2. From the figure, it is obvious that NMSE

of all the schemes is seen to improve with SNR. Further, it can be observed that
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the NMSE performance of the proposed ZALMS techniques is notably better than

the existing algorithms (e.g., OMP, BCS, and SBL) for same level of impairments.

Furthermore, it is also clear from the plot that the NMSE decreases monotonically

with SNR in case of ideal hardware whereas in case of non-ideal hardware NMSE

does not decreases continuously and reduces error floor at fixed SNR (≈ 25dB) due

to the effect of hardware impairment.

Figure 3.6, depicts the NMSEE performance of SI-ZALMS-l0 and SI-ZALMS-l1

techniques. That use the initial estimate obtained from the OMP technique to the

0th frame. It is observed that SI-ZALMS converges approximately 150 iterations

before than the zero initialization ZALMS.

Further, Figure 3.7, depicts MSE performance plot of ZALMS-l0 for different reg-
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Figure 3.8: Simulation and analytical performance plot of NMSEE versus iterations
of ZALMS-l0, at different impairments level.

ularization parameter ρ with simulation parameters κt = κr = 0.152, NT = 32,

NR = 32, NRF = 8, L = 2, SNR = 35 dB, and µ = 0.03. ZALMS-l0 has lowest MSE

floor and fastest convergence rate at ρ0 = 1× 10−6.

Figure 3.8, shows the analytical and simulation plot for NMSEE vs number

of iterations at two different impairment level κt = κr = 0.052 and κt = κr =

0.152. From this figure it is clear that if impairments level increases, NMSEE floor

decreases, which is verified by both simulation as well as analytical plots.

Furthermore, it is evident from Figure 3.9, which is MSE performance plot of

ZALMS-l0 for different step size parameter µ with simulation parameters κt = κr =
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Figure 3.9: MSE versus iterations performance of LMS, ZALMS-l1, and ZALMS-l0
for different µ.

0.152, NT = 32, NR = 32, NRF = 8, L = 2, SNR = 20 dB, and ρ = 5 × 10−8, as

the value of µ increases, MSE floor increases means estimation quality decreases but

convergence rate improved, which allows for a trade off between estimation quality

and convergence rate in selecting the value of step size parameter.

Figure 3.10, depicts the dependence of MSE floor and convergence rate on the

step size, µ, and the regularization parameter, ρ. In this context, simulations are

shown for various values of µ and ρ in Figure 3.10. Hence, for better estimation and

faster convergence value of µ and ρ are chosen accordingly.
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Figure 3.10: MSE versus ρ performance of ZALMS-l0 for different µ
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Figure 3.11: MSEE vs µ simulation and analytical plots of ZALMS-l0 for various ρ.
The analytical MSEE for ZALMS-l0 have been evaluated using (3.60).

Figure 3.11, compares MSEE performance versus step size (µ) of ZALMS-l0 for

various regularization parameter (ρ). It is obvious from the plot that when value

of µ increases MSEE also increases and it increases more rapidly when the value of

ρ increases, which is further analytically verified using (3.60). To summarize, this

allows for parameter selection for accurate estimation.

Figure 3.12: SE versus the SNR performance plot of ZALMS-l0 for different values
of κt and κr with NT = 32, NR = 32 and NRF = 8.

Figure 3.12, shows SE versus SNR performance of ZALMS-l0 for different values

of κt and κr. From the figure, we can observe that the residual transceiver hardware

impairments (RATHIs) has negligible effect in the low SNR regime (less than 0 dB)

as compared with the ideal transceiver system. Whereas, the impact of HIs can be

observed in the high SNR region (greater than 0 dB). Further, we observe that the
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SE decreases with the increases in κt and κr. It is also observed that κr has severe

impact than compared with κt. The ceiling phenomena is observed at high SNR i.e.,

the SE does not increases with the SNR after 20dB, which can be clearly observed

from Figure 3.12.

3.5 Summary

In this work, the impact of various hardware impairments on mmWave hybrid MIMO

systems at the transceiver is considered while estimating the narrowband mmWave

hybrid MIMO channels. For that low-complexity adaptive online channel estima-

tors based on ZALMS to exploit the sparsity of mmWave hybrid MIMO systems

is proposed. Further, to enhance the convergence of the ZALMS, SI-ZALMS has

been proposed. The theoretical MSD and MSE, as well as the related equations

for their asymptotic values, are determined. Next, the ranges are derived analyti-

cally for possible step size and regularization parameter values. From simulations, it

is observed that the proposed ZALMS-based channel estimators outperformed the

existing OMP-based technique in terms of CSI estimate considering the hardware

impairments. Lastly, the impact of RTHI on spectral efficiency is also derived.
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Chapter 4

VSS-ZALMS based Channel

Estimator for IRS-Aided mmWave

Hybrid MIMO System

In the previous chapters, channel estimation for mmWave hybrid MIMO system

considering ideal hardware and with HI is performed. However, in this chapter

IRS-aided mmWave hybrid MIMO system is considered.

Millimeter-wave (mmWave) systems operating in the 30-300 GHz spectrum are

a key technology for future wireless communication, owing to their ability to provide

ultra high data rates and overcome spectrum scarcity [43, 130, 131]. In mmWave

communications, large antenna arrays are typically used to generate highly direc-

tional beams that compensate for substantial path loss compared to the sub-6 GHz

band. However, this high directivity makes mmWave communication more suscep-

tible to signal obstruction [116]. IRS is seen as a solution to increase the coverage of

mmWave communication systems in blocked and deep fading scenarios [132, 133].

Typically, IRS is an artificial metasurface made up of many low-cost passive reflect-

ing units that are effectively controlled by a smart controller [134]. By altering the

amplitude and phase of the incident signals, the IRS intelligently reflects the signals

from the base BS to the user equipment (UE). When the direct channel between the

BS and the UE is blocked, an IRS can create a concatenated BS-IRS-UE channel,

thus enhancing the coverage of mmWave systems. Since expensive RF components

are not used in a passive IRS, it is seen as a practical and economical solution.
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Figure 4.1: Diagram of the IRS-assisted communication system.

However, accurate CSI is necessary for joint active and passive beamforming in

order to maximize the IRS and mmWave MIMO benefits. The channel estimation

of IRS-aided wireless systems has been studied in the literature [135–139]. In [135],

active elements are used in IRS to estimate the channel. These active elements have

the ability to function in the receive mode, allowing them to pick up incident signals

that can be used to estimate the BS-IRS channel and the IRS-user channel. However,

the IRSs that have active components require wire or battery power, which may

not be practical for many applications. In [136, 137], a cascade channel estimation

technique for passive IRS using the least squares (LS) method is proposed. However,

since these techniques do not leverage the sparse structure present in mmWave

wireless channels, they necessitate a significant number of pilots. Thus, in this

work, we consider channel estimation for IRS-assisted mmWave MIMO systems. We

perform sparse representation of the cascaded BS-IRS-UE channel using the Khatri-

Rao and Kronecker products, and exploit this sparsity using the zero-attracting

principle.

We propose a cascaded sparse online channel estimator (estimator that con-

tinually adapts to changes in the input data stream as it is received, rather than

processing the entire dataset at once as a block update. This means updates are

made to its parameters in real time as new data becomes available) based on a vari-

able step size (VSS) zero-attracting least mean square (ZALMS) algorithm. Since

the step size varies in accordance with MSE, the VSS-ZALMS-based estimators offer
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better accuracy, tracking, and convergence rate as compared to fixed step size (FSS)

adaptive algorithms. Since there is no matrix inversion required for the composite

channel, the suggested technique offers lower computation cost and thus reduces

estimation delay. From this perspective, the major contributions of this work are:

� VSS-ZALMS-based channel estimator is proposed for the cascaded channel

between the BS-IRS-UE in IRS-assisted mmWave hybrid MIMO channels,

formulated using Kronecker products.

� For the considered system, a sparse channel estimation model is developed in

the beamspace domain. This model includes a sparsifying dictionary composed

of quantized receive and transmit array response vectors.

� The proposed method is applicable for both stationary and nonstationary con-

ditions in IRS-aided mmWave hybrid MIMO systems, emphasizing its versa-

tility and practical importance.

� Analytical expressions for the range of regularization parameters and step size

parameters are derived for VSS-ZALMS, ensuring lower NMSE compared to

classical LMS. Additionally, an analysis is performed on IRS location, SE, pilot

overhead requirements, and computational complexity.

� Performance of the proposed channel estimator is compared with the existing

methods e.g. OMP and SBL and also for oracle least square (LS) for bench-

marking purpose. Simulation results corroborate the superiority of the sug-

gested estimator in terms of accuracy, complexity, and robustness compared

to existing estimators.

4.1 System and Channel Model

Figure 4.1 depicts a downlink IRS-assisted communication system, in which an IRS

is used to aid signal transmission from the BS to the UE when the direct path is

obstructed. The IRS-assisted mmWave hybrid MIMO transceiver is shown in Figure

4.2, in which the BS transmits signals using NT transmit antennas to the UE, which

is equipped with NR receive antennas through an IRS. The IRS under consideration
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Figure 4.2: Diagram illustrating the channel estimation for an IRS-assisted mmWave
hybrid MIMO transceiver.

is a uniform planar array (UPA) consisting ofM low-cost passive reflecting elements.

Let, HTI ∈ CM×NT and HIR ∈ CNR×M denote the channel from the BS to the

IRS, and from the IRS to the UE, respectively. Because of blockage, the LoS path

between the BS and the UE is not considered. The IRS reflection matrix Θ is used

to model the IRS and is given by Θ = diag
([
κ1e

jθ1 , . . . , κMe
jθM
])

∈ CM×M , where

κm ∈ [0, 1] and θm ∈ [0, 2π) denote the amplitude reflection and phase change of

the m-th IRS element. Each element of the IRS reflects the received signal in a

controllable manner, with control provided by the BS. The total cascaded channel

matrix H ∈ CNR×NT from the BS to the UE can be expressed as

H = HIRΘHTI. (4.1)

Suppose the BS transmits Ns data streams to the UE using the digital baseband

precoder FBB ∈ CNT
RF×Ns and the analog RF precoder FRF ∈ CNT×NT

RF . The UE

utilizes the analog RF combiner WRF ∈ CNR×NR
RF and the baseband combiner

WBB ∈ CNR
RF×Ns to process the received signal. Here, NT

RF and NR
RF refers to

the quantities of RF chains at the BS and the UE, respectively with the constraint

Ns ≤ min(NT
RF, N

R
RF) ≪ min(NT , NR). Each element of the RF precoder FRF

and combiner WRF follows the constraint |[WRF ]m,n| = 1/
√
NR, |[FRF ]m,n| =

1/
√
NT ,∀m,n, as these are designed with phase shifters. The processed received

signal is given as [13]

y = WH
BBW

H
RFHFRFFBBs+WH

BBW
H
RFn, (4.2)

where s ∈ CNs×1 is signal vector sent in the tth time frame with a covariance matrix

E{ssH} = (Ps/Ns)INs , and n ∈ CNR×1 is the noise vector with CN (0, σ2
nINR). In
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this work, we examine a quasi-static channel characterized by a coherence time

T, implying that the channel remains constant within each transmitted block of

duration T. Let x ∈ CNT×1 in the tth time frame, given as x = FRFFBBs = Fs.

Then, the observed signal y ∈ CNs×1 at the UE can be expressed as y = WHHx+ñ,

where ñ = WHn, and W = WRFWBB ∈ CNR×Ns is the hybrid combiner. For the

total T time frames, the received signal matrix at the UE can be given as

Y = WHHX+ Ñ, (4.3)

Here, X represents an NT ×T pilot matrix, Y is an Ns×T matrix of received signals,

and Ñ is an Ns × T matrix representing noise. Due to IRS the number of path

between IRS and UE increases, hence, sparsity level of channel matrix decreases.

This may cause sparse estimator gives slightly poor response. However, for single

IRS effect will be negligible.

4.1.1 Channel Model for IRS aided mmWave System

We have examined a downlink propagation scenario, employing a geometric channel

model to characterize the propagation environment. In this model, the mmWave

channel is represented as follows [140],

HTI =

√
NTM

η

L∑
l=1

αlaIRS(ψl, γl)a
H
BS(ϕl), (4.4)

HIR =

√
NRM

µ

L′∑
l′=1

βl′aUE(ϕl′)a
H
IRS(ψl′ , γl′), (4.5)

where η is the path loss, αl is the complex path gain of the lth path, and L denotes

the number of paths of the BS-IRS link. ψl(γl) denotes the azimuth (elevation)

AoA of the lth path, and ϕl is the AoD of the lth path between the BS-IRS link.

Similarly, µ, βl′ , ψl′(γl′), ϕl′ , and L
′ denote path loss, the complex path gain, azimuth

(elevation) AoD, AoA of the l′th path, and the number of paths between the IRS-

UE link, respectively. Besides, aBS, aIRS, and aUE are the transmit and the receive

array response vectors (ARVs) at the BS, the IRS, and the UE, respectively, that

are defined as
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aBS(ϕl) =
1√
NT

[
1, e

j2πd cos(ϕl)

λ , . . . , e
j2πd(NT−1) cos(ϕl)

λ

]T
, (4.6)

aUE(ϕl′) =
1√
NR

[
1, e

j2πd cos(ϕl′ )
λ , . . . , e

j2πd(NR−1) cos(ϕl′ )
λ

]T
, (4.7)

where d is a consecutive antenna spacing and λ is the carrier signal’s wavelength.

In this work, IRS is assumed to be a Mx ×My URA with M ≜ MxMy reflecting

units. The ARV of the IRS is expressed as [138]

aIRS

(
ψl, γl

)
= ax

(
ψl, γl

)
⊗ ay

(
γl
)
, (4.8)

where ⊗ stands for Kronecker product. The term ax

(
ψl, γl

)
and ay

(
γl
)
can be

expressed as

ax(ψl, γl) =
1√
Mx

[
1, e

j2πd̂ sin(γl) cos(ψl)

λ , . . . , e
j2πd̂(Mx−1) sin(γl) cos(ψl)

λ

]T
, (4.9)

ay(γl) =
1√
My

[
1, e

j2πd̂ cos(γl)

λ , . . . , e
j2πd̂(My−1) cos(γl)

λ

]T
. (4.10)

We have assumed that d̂ represents the spacing between consecutive reflecting ele-

ments, and that the paths L and L′ are known at the BS.

4.1.2 Beamspace Representation of Channel

Channel in (4.4) and (4.5) can be represented in compact form [138] as

HTI = AIRSΛαA
H
BS, HIR = AUEΛβA

H
IRS, (4.11)

where ABS ∈ CNT×GBS , AIRS ∈ CM×GI , and AUE ∈ CNR×GUE are overcomplete array

response dictionary matrices (ARDM) at the base station, IRS, and at the user,

respectively. GBS, GI, and GUE denote their respective angular resolutions. Λα ∈
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CGI×GBS and Λβ ∈ CGUE×GI are two sparse matrices with L and L′ non-zero elements

corresponding to channel path gain αl and βl′ , respectively. According to (4.6) and

(4.7), the ARDM ABS and AUE can be given as ABS = [aBS(ϕ1), . . . , aBS(ϕGBS
)]

and AUE = [aUE(ϕ1), . . . , aUE(ϕGUE
)], respectively. Similarly, according to (4.8), the

ARDM AIRS is given as

AIRS = Ax ⊗Ay, (4.12)

where Ax =
[
ax

(
ψ1, γ1

)
, . . . , ax

(
ψGx , γGx

)]
and Ay =

[
ay

(
γ1
)
, . . . , ay

(
γGy
)]
, where

GI = GxGy and Gx, Gy denote the angular resolutions along the x and y-axis,

respectively.

4.1.3 Problem Formulation

Vectorizing the cascaded channel H in (4.1) after substituting HTI and HIR from

(4.11)

vec(H) = vec
(
AUEΛβA

H
IRSΘAIRSΛαA

H
BS

)
(a)
=
(
A∗

BS ⊗AUE

)
vec
(
ΛβA

H
IRSΘAIRSΛα

)
(b)
=
(
A∗

BS ⊗AUE

) (
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
vecd(Θ)

(c)
=
(
A∗

BS ⊗AUE

) (
ΛT

α ⊗Λβ

)
ADz, (4.13)

where (a) and (b) is from vectorization of triple matrix product and (c) is by replac-

ing vecd(Θ) ∈ CM×1 to z and AD =
(
AT

IRS ⊙AH
IRS

)
∈ CG2

I×M . With the channel

model as in (4.13), the received signal Y in (4.3) can be vectorized y = vec(Y) as

y =
(
ST ⊗WH

)
vec(H) + vec(Ñ)

(a)
=
(
ST ⊗WH

) (
A∗

BS ⊗AUE

) (
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
z+ vec(Ñ). (4.14)

The term
(
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
in (4.14) can be simplified as (from [141])

(
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
=

(
GI∑
k=1

(λλλk ⊗Λβ)Pk

)
︸ ︷︷ ︸

Λ̂

AT
IRS, (4.15)
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where Pk is a permutation matrix that changes position of the rows of AIRS, λλλk ∈

CGBS×1 is kth column of ΛT
α and Λ̂ ∈ CGBSGUE×GI is sparse matrix with LL′ non-zero

elements. Lastly, substituting the value of
(
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
from (4.15)

into (4.14), we get where Λk ∈ CGBS×1 denotes the kth column of ΛT
α and Λ̂ ∈

CGBSGUE×GI is sparse matrix with LL′ non-zero elements. Finally, substituting the

results of (4.15) into (4.14), we have

y =
(
ST ⊗WH

)(
A∗

BS ⊗AUE

)
Λ̂AT

IRSz+ ñ

(a)
=

((
zTAIRS

)
⊗
((

ST ⊗WH
) (

A∗
BS ⊗AUE

)))
hb + ñ

(b)
= Qhb + ñ, (4.16)

where hb = vec(Λ̂) ∈ CGBSGUEGI×1 is a sparse channel vector to be estimated

and ñ = vec(Ñ). Equation (b) is obtained by substituting Q ≜

((
zTAIRS

)
⊗(

ST ⊗WH
) (

A∗
BS ⊗ AUE

))
∈ CNsT×GBSGUEGI . The system model in (4.16) is a

sparse signal recovery problem [142]. Because of the complexity reduction, we adopt

a VSS-ZALMS based approach to estimate the channel hb. Ultimately, with the ob-

tained hb, the estimated channel Ĥ can be found as

Ĥ =
(
A∗

BS ⊗AUE

)
HbA

T
IRS, (4.17)

here the Hb is obtained by matricization of hb.

4.2 Adaptive Filtering Framework

In this section, we discuss the proposed VSS-ZALMS framework for channel esti-

mation. The energy of the observation error is utilized to adjust the step size in

the VSS-based algorithms. Initially, a higher prediction error results in a larger step

size, leading to a faster convergence rate. As the prediction error decreases in the

(near) converged state, a smaller step size is employed, yielding lower MSE floors.

Consequently, VSS-based algorithms can achieve both a higher convergence rate and

lower MSE floors.

82



CHAPTER 4. VSS-ZALMS BASED CHANNEL ESTIMATOR FOR
IRS-AIDED MMWAVE HYBRID MIMO SYSTEM

4.2.1 VSS-LMS Framework

We have taken MSE as the cost function because it is a hyperparaboloid (bowl-

shaped) with a single, easily computed minimum point, as represented in [128]

J(k) = E{∥y(k)−QH(k)ĥ(k)∥2}, (4.18)

where ĥ is the estimate of hb. After applying the steepest-descent (SD) algorithm

[100], the estimate ĥ(k) is updated as

ĥ(k + 1) = ĥ(k)− µ(k)

2
∇ĥ(k)(J(k)), (4.19)

where µ(k) is a VSS parameter. By defining covariance matrixR = E{QH(k)Q(k)} ∈

CGBSGUEGI×GBSGUEGI and cross covariance vector p = E{QH(k)y(k)} ∈ CGBSGUEGI×1,

the gradient of the MSE J(k) can be represented as

∇ĥ(k)(J(k)) = 2Rĥ(k)− 2p. (4.20)

Substituting the value of ∇ĥ(k)(J(k)) from (4.20) to (4.19) the recursion is given as

ĥ(k + 1) = ĥ(k) + µ(k)
(
p−Rĥ(k)

)
. (4.21)

Replacing R and p with their instantaneous estimates, R̂ = QH(k)Q(k) and p̂ =

QH(k)y(k), using the stochastic-gradient (SG) approach, the weight update recur-

sion is given as

ĥ(k + 1) = ĥ(k) + µ(k)QH(k)e(k), (4.22)

where e(k) ∈ CNsT×1 is the output error vector given as

e(k) = y(k)−QH(k)ĥ(k). (4.23)

The step size µ(k) update equation for VSS algorithm is represented as [143],

µ′(k + 1) = φµ′(k) + ϱ∥e(k)∥2, (4.24)
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with 0 < φ < 1, and ϱ > 0. Then,

µ(k) =


µmax if µ′(k + 1) > µmax

µmin if µ′(k + 1) < µmin

µ′(k + 1) elseways ,

(4.25)

where 0 < µmin < µmax. The step size is controlled by the variables φ, ϱ, and e(k),

as shown in (4.24). It makes intuitive sense that a larger step size in the beginning

would result in faster convergence. As the estimation error decreases, the step size

is reduced, leading to lower MSE and misadjustment. Bounded MSE is ensured by

setting the value of µmax, and µmin is chosen to minimize misadjustments.

4.2.2 Proposed VSS-ZALMS Framework

The channel estimation problem for sparse channel vector hb is formulated as

min
hb

∥∥hb

∥∥
0
, subject to

∥∥y −Qhb

∥∥2
2
≤ ϵ, (4.26)

where ϵ is the error tolerance value, and ϵ > 0. This is compressive sensing [138],

where the task is to estimate a high-order sparse vector hb from a low-order received

signal vector y in a noiseless scenario. Since equation (4.26) represents a non-convex

optimization problem due to the minimization of the l0-norm, various offline methods

based on compressive sensing are available in the literature to solve it, including

OMP [93] and SBL [101]. However, these approaches exhibit large computational

complexity due to the involvement of multiple matrix inversions in each iteration.

Consequently, existing methods require a significant amount of time for estimation,

making them unsuitable for real time scenarios. This limitation is addressed in

the suggested VSS-ZALMS framework, where an l0-norm penalty is added to the

cost function of LMS approach. To handle the non-convex nature of the l0-norm,

an appropriate approximation and l1-norm regularization strategy can be employed

[144]. We have taken MSE as the cost function for ZALMS [102], which is given as

ZL(k) = E
{∥∥∥y(k)−QH(k)ĥ(k)

∥∥∥2}+ ιf
(
ĥ(k)

)
, (4.27)
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where f(·) is the penalty function and ι is the regularization parameter (RP). After

employing the SD and VSS algorithm [100], the recursion is updated as

ĥ(k + 1) = ĥ(k)− µ(k)

2
∇ĥ(k) (ZL(k)) . (4.28)

Gradient of the MSE can be given as

∇ĥ(k)(ZL(k)) = 2Rĥ(k)− 2p− ρ(k)g
(
f
(
ĥ(k)

))
, (4.29)

where g
(
f
(
ĥ(k)

))
is the gradient of the penalty term f(·) and ρ(k) = ιµ(k)

2
denotes

variable regularization step size (that controls the estimation error and degree of

sparsity) and µ(k) is obtained from (4.25). Substituting the value of ∇ĥ(k)(ZL(k))

from (4.29) into (4.28), recursion for VSS-ZALMS is given as

ĥ(k + 1) = ĥ(k) + µ(k)
(
p−Rĥ(k)

)
− ρ(k)g

(
f
(
ĥ(k)

))
. (4.30)

Applying SG approach, the recursion for VSS-ZALMS can be expressed as

ĥ(k + 1) = ĥ(k) + µ(k)QH(k)e(k)− ρ(k)g
(
f
(
ĥ(k)

))
, (4.31)

where e(k), similar to (4.23), represents the output error vector. The penalty term

Algorithm 3 Proposed VSS-ZALMS Algorithm

Input: Sensing matrix Q ∈ CNsT×GBSGUEGI and received signal y ∈ CNsT×1.
Output: Ĥ.

1: for m = 1, 2,. . ., until convergence.
2: e(k) = y(k)−QH(k)ĥ(k).
3: Recursion of channel weights is updated by (4.31).
4: Update step size from (4.24).
5: Find next step size from (4.25).
6: Update the weight using (4.31).
7: Repeat until convergence.
8: end for
9: Ĥ =

(
A∗

BS ⊗AUE

)
vec−1

(
ĥ(n)

)
AT

IRS

f(·) can be l0 and l1 norm-based, which are explained in the next subsections.
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VSS-ZALMS using l0-norm

The l0-norm penalty term, denoted as f0(·), is given by

f0

(
ĥ(k)

)
=

∥∥∥∥ĥ(k)∥∥∥∥
0

=

GBSGUEGI∑
n=1

I
(∣∣∣ĥ(k)∣∣∣ > 0

)
, (4.32)

where I(·) denotes the indicator function. Since the l0-norm defined above is non-

convex, we employ an appropriate approximation, as in [102],

GBSGUEGI∑
k=1

I
(∣∣∣ĥ(k)∣∣∣ > 0

)
≈

GBSGUEGI∑
k=1

(
1− e−ν(|ĥ(k)|)

)
, (4.33)

where ν is the accuracy parameter of the approximation. Thus, the gradient term

g
(
f0

(
ĥ(k)

))
is given as

g
(
f0

(
ĥ(k)

))
= νe−ν(|ĥ(k)|)sgn

(
ĥ(k)

)
. (4.34)

Substituting the value of g
(
f0

(
ĥ(k)

))
from (4.34) into (4.31), the update equation

for ZA-LMS-l0, is obtained as

ĥ(k + 1) = ĥ(k) + µ(k)QH(k)e(k)− ρ0(k)νe
−ν(|ĥ(k)|)sgn

(
ĥ(k)

)
, (4.35)

where ρ0(k) is variable RP for ZA-LMS-l0.

VSS-ZALMS using l1-norm

The l1-norm penalty term is represented as f1(·), is given by [102]

f1

(
ĥ(k)

)
=
∥∥∥ĥ(k)∥∥∥

1
=

GBSGUEGI∑
n=1

∣∣∣ĥ(k)∣∣∣. (4.36)

The gradient term g
(
f1

(
ĥ(k)

))
is determined by

g
(
f1

(
ĥ(k)

))
= sgn

(
ĥ(k)

)
. (4.37)
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The recursion for ZA-LMS-l1-norm is expressed as

ĥb(k + 1) = ĥ(k) + µ(k)QH(k)e(k)− ρ1(k)sgn
(
ĥ(k)

)
. (4.38)

The third term present in (4.35) and (4.38) is known as zero-attractor and its

strength depends on RP.

4.3 Parameter Analysis For Performance Improve-

ments

4.3.1 Convergence Analysis of VSS-ZALMS

Convergence analysis of VSS-ZALMS algorithms is difficult, hence the following

assumptions are taken into account for tractable analysis:

Assumption 1: For the algorithms (4.31)

E{µ(k)QH(k)e(k)} = E{µ(k)}E{QH(k)e(k)} (4.39)

and

E
{
ρ(k)g

(
f
(
ĥ(k)

))}
= E {ρ(k)}E

{
g
(
f
(
ĥ(k)

))}
. (4.40)

By defining the weight error vector h̃(k) as

h̃(k) = wo
b − ĥ(k), (4.41)

where wo
b is weight of optimum Wiener filter. Subtracting wo

b from both sides in

equation (4.31) and then taking the expectation the recursion for VSS-ZALMS is

given by

E{h̃b(k + 1)} = E{h̃(k)} − E{µ(k)QH(k)Q(k)h̃(k)}

+ E{µ(k)QH(k)n(k)} − E{ρ(k)g(f(ĥ(k)))}. (4.42)

Employing Assumption 1 and independent assumption of sensing matrix, noise,

and weight error vector E
{
QH(k)n(k)

}
will be zero, and E{QH(k)Q(k)h̃(k)} =
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RE{h̃(k)}. Combining these, (4.42) can be expressed as

E{h̃b(k + 1)} = (I− E{µ(k)}R)E{h̃(k)}

− E{ρ(k)}E{g(f(ĥ(k)))}. (4.43)

For l1-norm the gradient term g(f(ĥ(k))) = ρ(k)E{sgn(ĥ(k))} that is bounded

between −ρ(k)1 and ρ(k)1. Thus, (4.43) converges if

GBSGUEGI∏
n=1

[I− E{µ(k)}R] → 0GBSGUEGI×1, as n→ ∞. (4.44)

A sufficient condition for (4.44) to hold

0 < E{µ(k)} < 2

tr(R)
, (4.45)

where tr(R) is trace of covariance matrix R.

4.3.2 Range of Regulariation Parameter ρ

Assume V(k) is second moment matrix of weight error vector defined as

V(k) = E
{
h̃(k)h̃H

b (k)
}
. (4.46)

The update equation of V(k) is given as

V(k + 1) = V(k)− E{µ(k)}(RV(k) +V(k)R)

+ 2E{µ2(k)}RV(k)R

+ E{µ2(k)}Rtr{RV(k)}

− 2
(
I− E{µ(k)}R

)
E{ρ(k)}E{h̃(k)gH(f(ĥ(k)))}

+ E{ρ2(k)}E{g(f(ĥ(k)))gH(f(ĥ(k)))}

+ E{µ2(k)}σ2
ñR, (4.47)

We have considered Q is Gaussian with mean zero and Λ variance , then R = ΛI,

(4.47) can be simplified as
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V(k + 1) = (1− 2E{µ(k)}Λ+ 2E{µ2(k)}Λ2)V(k) + E{µ2(k)}Λ2tr{V(k)}I

− 2(1− E{µ(k)}Λ)E{ρ(k)}E{h̃(k)gH(f(ĥ(k)))}

+ E{ρ2(k)}E{g(f(ĥ(k)))gH(f(ĥ(k)))}+ E{µ2(k)}σ2
ñΛI. (4.48)

Let

U(k) = tr{V(k)} = E{∥ĥ(k)−wo
b∥22}. (4.49)

Take the trace on both side of (4.49) and assume GBSGUEGI = G

U(k + 1) =

[
1− 2E{µ(k)}Λ+ (G+ 2)E{µ2(k)}Λ2

]
U(k)

− 2(1− E{µ(k)}Λ)E{ρ(k)}ζ(k) + E{ρ2(k)}ϵ(k) + E{µ2(k)}σ2
ñΛG,

(4.50)

where

G = tr{I}. (4.51)

ζ(k) = E{h̃(k)gH(f(ĥ(k)))}. (4.52)

ϵ(k) = E{g(f(ĥ(k)))gH(f(ĥ(k)))}. (4.53)

Now find the bound of ζ(k) and ϵ(k)
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|ζ(k)| = |E{(ĥ(k)−wo
b)g

H(f(ĥ(k)))}|

≤ E|{(ĥ(k)−wo
b)g

H(f(ĥ(k)))}|

≤
G−1∑
k=0

E|{(ζ̂b,k(k)− wo
b,k)g

H(f(ζ̂b,k(k)))}|

=
∑

|ζ̂b,k|< 1
ν

E|{(ζ̂b,k(k)− wo
b,k)g

H(f(ζ̂b,k(k)))}|

≤
∑

|ζ̂b,k|< 1
ν

E|{(ζ̂b,k(k)− wo
b,k)}||gH(f(ζ̂b,k(k)))|

≤
∑

|ζ̂b,k|< 1
ν

νE|{(ζ̂b,k(k)− wo
b,k)}|

(∵ |gH(f(ζ̂b,k(k)))| < ν)

≤
∑

|ζ̂b,k|< 1
ν

ν{E|ζ̂b,k(k)|+ ∥wo
b∥1}

≤ G+ ν∥wo
b∥1. (4.54)

|ϵ(k)| = |E{g(f(ĥ(k)))gH(f(ĥ(k)))}|

≤ E|{g(f(ĥ(k)))gH(f(ĥ(k)))}|

≤
G−1∑
k=0

{
|ζ̂b,k(k)|2

}
≤ Gν2. (4.55)

Covariance matrix of weight-error vector can be evaluated by using (4.47) as

V(k + 1) = (1− 2E{µ(k)}Λ+ 2E{µ2(k)}Λ2)V(k)

+ E{µ2(k)}Λ2tr{V(k)}I+ E{µ2(k)}σ2
ñΛI

+ E{ρ2(k)}E{g(f(ĥ(k)))gH(f(ĥ(k)))}

− 2E{ρ(k)}(1− E{µ(k)}Λ)E{h̃(k)gH(f(ĥ(k)))}. (4.56)

90



CHAPTER 4. VSS-ZALMS BASED CHANNEL ESTIMATOR FOR
IRS-AIDED MMWAVE HYBRID MIMO SYSTEM

To get lower error for VSS-ZALMS-l0 than the VSS-LMS, the fourth and the fifth

term in (4.56) must be less than zero, i.e.,

{
E{ρ2(k)}E{g(f(ĥ(k)))gH(f(ĥ(k)))}

− 2E{ρ(k)}(1− E{µ(k)}Λ)E{h̃(k)gH(f(ĥ(k)))}
}
< 0. (4.57)

By simplifying the above expression range of RP E{ρ(k)} can be given as,

0 < E{ρ(k)} < 2(1− E{µ(k)}Λ)E{h̃(k)gH(f(ĥ(k)))}
E{g(f(ĥ(k)))gH(f(ĥ(k)))

(4.58)

From (4.54) and (4.55), the lower and the upper bound for the RP can be given as

0 < E{ρ(k)} < 2(1− E{µ(k)}Λ)(G+ ν∥ho
b∥1)

Gν2
(4.59)

4.3.3 SE Analysis

SE for the system under consideration is given as

SE = log2

∣∣∣∣INs + P

Ns

R−1
n HeffH

H
eff

∣∣∣∣, (4.60)

where Rn = σ2
nW

H
BBW

H
RFWRFWBB is noise covariance matrix and

Heff = WH
BBW

H
RFHIRΘHTIFRFFBB. (4.61)

Here FRF and FBB are RF and baseband precoders, and WRF and WBB are RF

and baseband combiner, that are constructed using the singular value decomposition

(SVD) of the Ĥ. Therefore, a more precise algorithms will result in higher SE.

Asymptotic SE can be found by putting ∥HIR∥2F = NRM , ∥HTI∥2F = MNT , and

∥Θ∥2F =M . That can be represented as

SE = log2

(
1 +

P

σ2Ns

NTNRM
2L2(d)

)
. (4.62)
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The expression above clarifies that the SE depends on the square of the number

of reflecting elements, represented as M2, and it encounters the challenge of dual

path loss across the reflecting link. This issue of dual path loss can be overcome by

deploying an active IRS.

4.3.4 Computational Complexity

Predicting the cascaded channel H incurs excessively high computational complex-

ity for OMP, SBL, and oracle LS reaching the order of O
[
(TG2

IGUEGBSNBS)
3
]

due to the requirement for matrix inversion. The computational complexity of the

proposed scheme can be computed as follows. Each iteration in algorithm (4.31)

requires evaluation of the inner product of Q(k)ĥb(k), where Q(k) ∈ CNsT×GBSGUEGI

and ĥb ∈ CGBSGUEGI×1, necessitating NsTGBSGUEGI complex multiplications and

NsT (GBSGUEGI − 1) complex additions. The proposed algorithm requires evalua-

tion of the vector y(k) − Q(k)ĥb(k), which demands NsT additions. The product

µ(k)
(
y(k)−Q(k)ĥb(k)

)
requires NsT multiplications, given that µ(k) is a real

scalar. Finally, the addition of three vectors ĥb(k), µ(k)
(
y(k)−Q(k)ĥb(k)

)
, and

g
(
f
(
ĥb(k)

))
requires 2GBSGUEGI additions. Therefore, algorithm (4.31) requires

a total of NsTGBSGUEGI + NsTGBSGUEGI + NsT + GBSGUEGI multiplications

and NsT (GBSGUEGI − 1) + NsT + GBSGUEGI (NsT− 1) + 2GBSGUEGI additions.

This is considerably less as compared to the prevailing methods such as OMP, SBL,

and oracle LS.

4.3.5 Training Overhead

The required training overheads for the existing methods like classical LS are T ≥

MGUE [145], and for OMP and SBL, it is O (LL′ log(G2
IGUEGBS)) [138]. As the

recovery of a q × 1 vector with p non-zero elements necessitates the dimension of

the observation to be approximately O(p log(pq)) [138], [145], the required number

of pilots for the proposed VSS-ZALMS-l0 and VSS-ZALMS-l1 algorithms are given

by T ≥ O
(
L′ log(L′GUE) + LL′ log(LL′GI)

)
, which is typically much smaller than

the existing methods.
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Table 4.1: Parameters for Simulation

Parameters Parameters

NT = NR = 32 RF Chains: NT
RF = NR

RF= 6

Regularization Parameters: ρ0 = 2 × 10−4 Regularization Parameters: ρ1 = 4 × 10−4

Carrier frequency: fc = 28 GHz and T = 16 Reference path-loss: β0 = -30 dB

Passive reflecting elements: M = 16 × 8 Multipath : L = L′ = 4
Maximum value of step size: ϱmax = 0.007 Minimum value of step size: ϱmin = 0.1*ϱmax

B = 100 MHz η = 2, for both TI and IR link
ν = 15 GBS = GUE = 32 and GI = 256

Gx and Gy = 16 step size control parameters: α = 0.02 and θ = 11

4.3.6 IRS Deployment

The effectiveness of IRS in terms of received power at the user depends on the

deployment strategy, as shown in Figure 4.3. Unlike active communication nodes,

such as relays, in cooperative BS-IRS and IRS-UE channels, there is a double path-

loss. Thus, the received SNR from IRS is given as [2]

ρr =
Psβ

2
0M

2

(d2h +H2)((D − dh)2 +H2)σ2
n

, (4.63)

where Ps denotes the power transmitted from the BS,M denotes the total reflecting

units, dh is the horizontal distance between the IRS and the user, β0 denotes the

path loss at a distance of 1 m, and σ2
n denotes the average received noise power.

From Figure 4.3, it is evident that as dh increases from 0 to D, the IRS-UE distance

increases while the BS-IRS distance decreases. For the maximum received SNR, the

denominator should be minimum, which means either dh = 0 or dh = D. Hence, it

can be concluded that if H ≪ D, the IRS should be placed either near the BS or

the UE, and the maximum received SNR will be achieved as ρr ≈ Ptβ2
0M

2

(D2+H2)H2σ2 .

IRS
dh

BS UEBlockage

H

D

Figure 4.3: IRS installation in point-to-point communication system.
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4.4 Simulation and Analytical Results

Effectiveness of the proposed approach is confirmed by the results provided in this

section, and the parameters for simulation are detailed in Table 4.1. The per-

formance metrices considered to showcase effectiveness of the overall system and

the various estimator accuracy are SE and NMSE, respectively. NMSE is defined

as E
{∥∥H− Ĥ

∥∥2
F
/
∥∥H∥∥2

F

}
[138]. The NMSE and SE performance of the proposed

algorithms VSS-ZALMS-l1 and VSS-ZALMS-l0 are compared with the existing tech-

niques, including SBL, OMP, and the oracle LS as a benchmark estimators where

it is assumed that the support of the IRS-assisted mmWave channel is completely

known, although it is unknown in practice. We have considered a passive IRS-

assisted mmWave hybrid MIMO system with one BS and one UE. As IRS is URA,

we have fixedMy = 4 andMx increases linearly withM . For the presented scenario,

the SNR for the NMSE versus iteration plot is set to 12 dB. The NMSE versus SNR

plot is set in the range of 0 dB to 15 dB, while the SNR range for spectral efficiency

computation is set between -60 dB to 40 dB [43]. All the presented simulation results

are averaged over 300 Monte Carlo runs.

NMSE versus number of iterations

Figure 4.4: NMSE versus number of iterations performance for VSS-LMS, VSS-
ZALMS-l1, and VSS-ZALMS-l0, estimators for the considered system.
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It can be observed from Figure 4.4 that the proposed VSS-ZALMS-based es-

timator outperforms the VSS-LMS-based estimator because VSS-ZALMS methods

capitalize on the inherent spatial sparsity found in the beamspace representation of

the IRS-assisted mmWave hybrid MIMO channel, a feature that conventional VSS-

LMS can not leverage. Further, the VSS-ZALMS-l0 variants of VSS-ZALMS gives

better NMSE performance than VSS-ZALMS-l1 because the former is based on l0-

norm approximation given in (4.32), which provides a better fit for the optimization

objective in (4.26) than the latter.

NMSE versus SNR

Figure 4.5 illustrates the curves of NMSE versus SNR for the proposed VSS-ZALMS-

based techniques after convergence, as well as for the prevailing SBL, OMP, and the

benchmark oracle LS methods. From the figure, it is evident that NMSE of all

approaches improves as SNR increases. Notably, the NMSE performance of the

Figure 4.5: NMSE versus SNR performance of the proposed and existing estimators.

VSS-ZALMS-based techniques is approximately 7 dB better than OMP and 3 dB

better than SBL, while close to performance of benchmark oracle LS scheme. Ad-

ditionally, the VSS-ZALMS based scheme exhibits significantly lower complexity

compared to existing methods as discussed in Section-IV-B. The Proposed method

performs better than OMP because the estimation accuracy of the existing OMP

scheme exhibits sensitivity to the choice of the stopping threshold. Slight deviations
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in the stopping criteria contribute to the subpar performance of the OMP technique

[93]. In mmWave communication, where channels can undergo rapid changes, the

offline nature of the SBL leads to ineffective capturing of the sparsity pattern, ulti-

mately resulting in poor overall performance. Conversely, the proposed VSS-ZALMS

method is inherently online, meticulously assessing and adapting to variations in the

mmWave channel, thereby achieving superior performance compared to SBL and

OMP.

SE versus SNR

Figure 4.6: SE versus SNR performance of SBL, OMP, VSS-ZALMS, and oracle LS.

SE performance plot for various approaches are shown in Figure 4.6 The graph il-

lustrates a noticeable pattern of improving SE with estimation accuracy. The estima-

tor based on VSS-ZALMS demonstrates an increase of approximately 17 bits/s/Hz

in SE to OMP and about 9 bits/s/Hz to the SBL estimator, especially at forr SNR

> 0 dB, and closing to the oracle LS method. This finding affirms that VSS-ZALMS-

based approach improves the net SE of the system.

SE versus reflecting elements

Figure 4.7 illustrates that the channel capacity increases with the number of reflect-

ing elementsM in the IRS. As the number of reflecting elements increases, additional

strong signals are reflected by the IRS, which are used by the UE. From the plot, it
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is also evident that the VSS-ZALMS-based estimator gives higher channel capacity

compared to OMP and SBL for the same number of reflecting elements M due to

better estimation accuracy. Hence, better channel capacity is observed compared

to OMP and SBL. Additionally, these results depicts that the VSS-ZALMS-based

channel estimator is more efficient in extending the communication range compared

to the existing OMP and SBL estimators.

Figure 4.7: Capacity versus number of reflecting elements M performance of SBL,
VSS-ZALMS-l1, and VSS-ZALMS-l0, OMP, and oracle LS estimators.

Figure 4.8: Receive SNR versus IRS-User (UE) horizontal distance d for different
reflecting elements M.
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Received power versus IRS-user horizontal distance

Figure 4.8 illustrates the received SNR versus IRS-UE horizontal distance plot. From

the plot, the received SNR is maximum when the IRS is placed either near the BS

or UE, while the SNR is minimum when the IRS is placed in the middle of the BS

and UE. Thus, for maximum SNR, the IRS must be placed either close to the BS

or UE terminal.

4.5 Summary

In this work, we explored the challenges of channel estimation in a mmWave hy-

brid MIMO system aided by IRS. A sparse recovery problem is formulated from

the cascaded channel estimation problem, and VSS-ZALMS algorithm is proposed.

To achieve lower NMSE and a faster convergence rate, we derive the range of reg-

ularization and step size parameters for the VSS-ZALMS-based estimator. We also

analyze the computational complexity, IRS location, and SE for the considered sys-

tem. Furthermore, the SE versus SNR and SE versus the number of reflecting

elements’ performance for several estimators are presented. Simulation results show

that the proposed VSS-ZALMS-based estimator yields better estimation accuracy

and higher SE performance in comparison to established approaches like OMP, SBL,

and achieves performance close to the benchmark oracle LS estimator. Hence, a VSS-

ZALMS-based estimator could be a potential solution for an IRS-aided mmWave

hybrid MIMO system. Furthermore, to enhance the convergence rate and estima-

tion accuracy of the proposed VSS-ZALMS-based estimator, the SEFWLMS-based

estimator is proposed in the next chapter.
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Chapter 5

SEFWLMS based Channel

Estimator for IRS-Aided mmWave

Hybrid MIMO System

MmWave hybrid multiple-input multiple-output (MIMO) system has emerged as a

potential candidate to meet the data rate demands of next-generation wireless cel-

lular networks [91]. However, due to the limited scattering effects of mmWave sig-

nals, mmWave communication faces significant challenges. Furthermore, in typical

mmWave communication systems, the quality of service (QoS) degrades dramati-

cally when line-of-sight (LoS) links are obstructed, and the propagation environment

is unknown [91].

The use of IRS in wireless communication systems is a recent breakthrough,

owing to their ability to create a favorable wireless propagation environment [146].

IRSs are passive metasurfaces that can be digitally controlled to adjust the phase

shifts and/or amplitudes of incident signals, allowing for energy focusing and nulling

at desired locations through beamforming while consuming very little power. As a

result, for mmWave communications, IRSs can reflect incident signals to establish an

efficient virtual LoS link when direct LoS links between transceivers are obstructed.

Furthermore, mmWave MIMO and IRS offer a wide range of practical applications,

including improving cell edge coverage against blockages and enabling energy and

cost efficient communication [132]. The aforementioned advantages of the IRS-

aided mmWave MIMO system are possible only when accurate channel estimates
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are available, which is challenging due to the limited signal processing capability in

passive reflecting elements and the large number of reflecting elements causes high

channel estimation overhead [147, 148].

Several studies have recently investigated channel prediction in IRS-assisted wire-

less communication system. In [149], a low-complexity two-time-scale method for

pilot overhead reduction based techniques is proposed. In [150], a MMSE based

method is proposed to estimate the aggregated channel in IRS-assisted massive

MIMO systems. However, in both works, the mmWave system is not considered.

Since the mmWave channel is sparse, popular CS techniques, such as the general-

ized approximation message passing (GAMP) and OMP algorithms, can be readily

applied to IRS-assisted mmWave MIMO systems for channel estimation [138]. How-

ever, the computational complexity of these techniques increases cubically with the

number of antennas and reflecting elements [138].

Hence, in this chapter, an adaptive filtering framework to solve the CS recon-

struction problem is proposed, which can be viewed as a sparse channel estimation

problem. At lower complexity, we introduce the l0-variant of the exponential for-

getting window least mean square (EFWLMS) algorithm for sparse channel iden-

tification, termed as the sparse EFWLMS (SEFWLMS) adaptive algorithm. The

proposed technique offers lower computational complexity and storage, resulting in

higher estimation speed (i.e., lower latency) since no matrix inversion is involved in

the composite channel estimation. SEFWLMS-based estimators provide improved

accuracy, lower computational complexity, and storage compared to existing meth-

ods, such as SBL and OMP.

From this perspective, the major contributions of this work are:

� SEFWLMS-based channel estimator is proposed for the cascaded channel be-

tween the BS-IRS-UE in IRS-assisted mmWave hybrid MIMO channels, for-

mulated using Kronecker products.

� For the considered system, a sparse channel estimation model is developed in

the beamspace domain. This model includes a sparsifying dictionary composed

of quantized receive and transmit array response vectors.

� The proposed method is applicable for both stationary and nonstationary con-
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ditions in IRS-aided mmWave hybrid MIMO systems, emphasizing its versa-

tility and practical importance.

� Performance of the proposed channel estimator is compared with the existing

methods e.g. OMP and SBL and also for oracle LS for benchmarking purpose.

Simulation results corroborate the superiority of the suggested estimator in

terms of accuracy, complexity, and robustness compared to existing estimators.

5.1 System and Channel Model

FBB

Baseband
Precoder

Transmitter

FRF

S

RF
Precoder

NT

DAC RF Chain

DAC RF Chain

...
NRF...

Ns
s ▼

▼
▼... WRF

RF
Combiner

Receiver

WBB

y

Baseband
Combiner

NR

Θ ∈ CM×M

HTI HIR

IRS

RF Chain ADC

RF Chain ADC

...
NRF

...
Ns

▼

▼
▼...

Figure 5.1: Diagram illustrating the channel estimation for an IRS-assisted mmWave
hybrid MIMO transceiver.

In this work, a downlink system is considered, in which a signal is transmitted

from the base station (BS) with NT transmit antennas (TAs) to the user equipment

(UE) with NR receive antennas (RAs) via an IRS. Suppose NT
RF and NR

RF are the

numbers of RF chains at the BS and the UE, respectively, to transmit Ns data

streams, where Ns ≤ min(NT
RF, N

R
RF) ≪ min(NT , NR). The considered IRS is a

URA with M low-cost passive reflecting elements that only reflect the signals once.

The IRS provides a virtual LoS link for the UE, which is unable to communicate

directly through LoS with the BS due to deep path loss or obstructions. A smart

controller that receives input from the BS over a backhaul link [151] can alter IRS

reflecting components’ phase shifts.

Let HTI ∈ CM×NT represent the channel between the BS and the IRS, and

HIR ∈ CNR×M represent the channel between the IRS and the UE. Due to adverse

propagation conditions, the LoS path between the BS and the UE is neglected. Using

mmWave channel reciprocity [141], time-division duplexing (TDD) is suggested for

acquiring channel state information (CSI). In this work, we consider a block-faded
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quasi-static channel with a coherence time of T, i.e., the channel does not change

within each transmission block of length T.

The transmitted signal from the BS, x in the tth time frame, can be given as

x = FRFFBBs = Fs where s ∈ CNs×1 is the transmitted signal vector with a

covariance matrix E{ssH} = Ps

Ns
INs , F = FRFFBB ∈ CNT×Ns is the hybrid precoding

matrix at the BS cascaded with the RF precoder FRF ∈ CNT
RF×NT and the baseband

precoder FBB ∈ CNs×NT
RF . The post-processed received signal y ∈ CNs×1 at the

UE side can be given as y = WHHx + ñ, where ñ = WHn, n represents AWGN

noise with distribution CN (0, σ2
nINR), and W ∈ CNR×Ns is the hybrid combiner,

which is cascaded with the RF combiner WRF ∈ CNR×NR
RF and baseband combiner

WBB ∈ CNR
RF×Ns . The combined channel matrix H ∈ CNR×NT between the BS-IRS-

UE is presented as

H = HIRΘHTI (5.1)

where Θ ∈ CM×M is a diagonal matrix that generates the phase shifts induced by

the reflecting components of the IRS, given by Θ = diag{κ1ejθ1 , . . . , κMejθM}, with

κm ∈ [0, 1], θm ∈ [0, 2π), for m = 1, . . . ,M is the mth amplitude reflection and phase

shift of reflecting element, respectively. Without loss of generality, we consider the

same κm for all of the IRS’s reflecting parts. For the T time frames, the observed

signal matrix at the UE can be stated as follows

Y = WHHX+ Ñ, (5.2)

where X is NT × T beamforming matrix, Y is Ns × T matrix of observed signal,

and Ñ is Ns × T noise matrix.

5.1.1 IRS-Aided mmWave MIMO Channel Model

We consider a downlink propagation scenario and geometric channel model for prop-

agation environment. In this model channel matrices between the BS-IRS and the

IRS-UE are characterized [138] as,

HTI =

√
NTM

ηT

L∑
l=1

αlaIRS(ψl, γl)a
H
BS(ϕl), (5.3)
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HIR =

√
NRM

ηR

L′∑
l′=1

βl′aUE(ϕl′)a
H
IRS(ψl′ , γl′), (5.4)

ηT represents the path loss between the BS-IRS, while αl stands for the complex

path gain of the lth path. The variable L refers to the scattering path of the BS-IRS

link. ψl(γl) denotes the azimuth (elevation) AoA for the lth path, and ϕl signifies

the AoD of the lth path in the BS-IRS link. Similarly, in the context of the IRS-UE

channel, ηR pertains to path loss, βl′ represents the complex path gain, ψl′(γl′) is

associated with azimuth (elevation) AoD, and ϕl′ corresponds to AoA for the l′th

path. Furthermore, aBS, aIRS, and aUE are the array response vectors (ARV) for the

BS, IRS, and UE, respectively, and can be defined as follows

aBS(ϕl) =
1√
NT

[
1, e

j2πd cos(ϕl)

λ , . . . , e
j2πd(NT−1) cos(ϕl)

λ

]T
, (5.5)

aUE(ϕl′) =
1√
NR

[
1, e

j2πd cos(ϕl′ )
λ , . . . , e

j2πd(NR−1) cos(ϕl′ )
λ

]T
, (5.6)

where d = λ/2, is consecutive antenna spacing and λ is the wavelength of the

carrier signal. In this work, the IRS is taken as Mx × My URA of M ≜ MxMy

elements [138]. The ARV of IRS is given as aIRS

(
ψl, γl

)
= ax

(
ψl, γl

)
⊗ ay

(
γl
)
. The

term ax

(
ψl, γl

)
and ay

(
γl
)
can be expressed as

ax(ψl, γl) =
1√
Mx

[
1, e

j2πdr sin(γl) cos(ψl)

λ , . . . , e
j2πdr(Mx−1) sin(γl) cos(ψl)

λ

]T
, (5.7)

ay(γl) =
1√
My

[
1, e

j2πdr cos(γl)

λ , . . . , e
j2πdr(My−1) cos(γl)

λ

]T
, (5.8)

where dr is the consecutive reflecting elements spacing.

5.1.2 Sparse Representation of IRS-Aided mmWave Chan-

nel

The BS-IRS and IRS-UE channel matrices can be rewritten in beamspace domain

as follows

HTI = AIRSΛαA
H
BS, HIR = AUEΛβA

H
IRS, (5.9)
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where ABS ∈ CNT×GBS , AIRS ∈ CM×GI , and AUE ∈ CNR×GUE are three angular

domain overcomplete dictionary matrices made up of ARVs, each of which relates

to a particular AoA/AoD at the BS, IRS, and UE, respectively. GBS, GI, and GUE

represent the corresponding angular resolutions. Λα ∈ CGI×GBS and Λβ ∈ CGUE×GI

are two sparse matrices with L and L′ number of path and their gain elements that

are non-zero αl and βl′ , respectively. The dictionary matrices ABS and AUE can

be given as ABS = [aBS(ϕ1), . . . , aBS(ϕGBS
)] and AUE = [aUE(ϕ1), . . . , aUE(ϕGUE

)],

respectively. Similarly, the dictionary matrix AIRS is defined as AIRS = Ax ⊗ Ay,

where Ax =
[
ax

(
ψ1, γ1

)
, . . . , ax

(
ψGx , γGx

)]
and Ay =

[
ay

(
γ1
)
, . . . , ay

(
γGy
)]
. Here,

Gx and Gy denote the angular resolutions along the x-axis and y-axis, respectively,

such that GI = GxGy.

5.2 Problem Formulation

Substituting the value of HTI and HIR from (5.9) into (5.1), and vectorizing the

cascade channel as

vec(H) = vec
(
AUEΛβA

H
IRSΘAIRSΛαA

H
BS

)
(a)
=
(
A∗

BS ⊗AUE

)
vec
(
ΛβA

H
IRSΘAIRSΛα

)
(b)
=
(
A∗

BS ⊗AUE

) (
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
vecd(Θ)

(c)
=
(
A∗

BS ⊗AUE

) (
ΛT

α ⊗Λβ

)
ADz, (5.10)

where (a) and (b) is from vectorization of the matrix product, and (c) is obtained

by substituting AD =
(
AT

IRS ⊙AH
IRS

)
∈ CG2

I×M and z = vecd(Θ) ∈ CM×1, where

vecd(Θ) is M -dimensional vector consisting of diagonal entries of Θ. With the

channel model as in (5.10), the received signal vector can be given as,

y =
(
XT ⊗WH

)
vec(H) + vec(Ñ)

(a)
=
(
XT ⊗WH

) (
A∗

BS ⊗AUE

) (
ΛT

α ⊗Λβ

)
ADz+ ñ. (5.11)

Based on formulation of the overcomplete matrix AIRS, we have the AT
IRS ◦ (aH

k ⊗

1GI
) = PkA

T
IRS, where ak ∈ CM×1 denotes the kth column of AIRS and Pk ∈ CGI×GI
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is a permutation matrix that changes the order of the rows of AIRS. Hence, the term(
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
in (5.11) can be simplified as follows

(
ΛT

α ⊗Λβ

) (
AT

IRS ⊙AH
IRS

)
=

(
GI∑
k=1

(Λk ⊗Λβ)Pk

)
︸ ︷︷ ︸

Λ̂

AT
IRS, (5.12)

where Λk ∈ CGBS×1 denotes the kth column of ΛT
α and Λ̂ ∈ CGBSGUE×GI is sparse

matrix with LL′ non-zero elements. Finally, putting the results of (5.12) into (5.11),

we have

y =
(
XT ⊗WH

)
(A∗

BS ⊗AUE) Λ̂AT
IRSz+ ñ

(a)
=
((
zTAIRS

)
⊗
((
XT ⊗WH

)
(A∗

BS ⊗AUE)
))

hb + ñ

(b)
= Qhb + ñ, (5.13)

where hb = vec(Λ̂) ∈ CGBSGUEGI×1 is sparse vector with LL′ non-zero elements and

ñ = vec(Ñ). Equation (b) is obtained by substituting

Q ≜
((
zTAIRS

)
⊗
((
XT ⊗WH

)
(A∗

BS ⊗AUE)
))

∈ CNsT×GBSGUEGI

that is sensing matrix. To reduce the computational complexity and improve per-

formance, we propose SEFWLMS based adaptive filtering approach to estimate the

combined sparse vector hb. Finally, the estimated cascaded channel Ĥ is given as

Ĥ =
(
A∗

BS⊗AUE

)
HbA

T
IRS, where Hb is formed by reshaping hb to a LL

′×GI matrix

using vec−1(hb).

5.3 SEFWLMS Framework

The considered channel estimation problem for sparse vector hb can be formulated

as

min
hb

∥∥hb

∥∥
0
, subject to

∥∥y −Qhb

∥∥2
2
≤ ϵ, (5.14)
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where the error tolerance value ϵ > 0. The above optimization problem is non-

convex due to the minimization of l0-norm. According to the CS theory, we can

correctly recover a large-dimensional sparse vector hb from a considerably smaller

dimensional linear measurement vector y in the noiseless scenario. The literature

contains a variety of offline techniques for recovering sparse signals, including OMP

[93] and SBL [101]. However, these algorithms have a substantial high computation

and storage cost due to multiple matrix inversion in each iterations. Moreover,

offline processing, also leads to lower estimation speed (i.e. higher latency) and high

algorithmic delay, which is not suitable for real time applications. These problems

are addressed in the proposed SEFWLMS framework. Recent research [152] on CS

demonstrates that sparsity is best represented by the l0-norm in which the sparsest

solution is acquired. This implies that when the unknown parameters are sparse,

a l0-norm penalty on the adaptive filter coefficients can be integrated into the cost

function which ensure sparsity of the solution.

5.3.1 SEFWLMS Framework

Recursive least square (RLS) algorithm [153] is a classical adaptive algorithm where

the cost function is defined as

ξRLS(k) =
k∑

l=1

Λk−l|e(l)|2, (5.15)

where 0 ≪ Λ < 1 is the forgetting factor, and e(l) = d(l) − r(l)ĥ(k) is the obser-

vation error, ĥ(k) is the estimated value of hb at instant n, and r(l) is row vector

found from the sensing matrix Q(l, :). Above algorithm is difficult to implement

due to high computation resources requirements of RLS. However, RLS motivates

the consideration of approximating its cost function with a shorter sliding window,

meaning a new penalty, which is stated as

ξEFWLMS(k) =
k∑

l=k−Ŵ+1

Λk−l|e(l)|2, (5.16)

where Ŵ is the sliding window length. The algorithm, which minimizes (5.16), is

known as EFWLMS. The gradient descent weight update equation of filter coefficient
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vector is given as

ĥ(k + 1) = ĥ(k) + µR(k)ΛΛΛe′(k), (5.17)

where µ is step size parameter,

ΛΛΛ =


ΛŴ−1 0 · · · 0

0 ΛŴ−2 · · · 0
...

...
. . .

...

0 0 · · · 1

 (5.18)

R(k) =
[
r(k − Ŵ + 1), r(k − Ŵ + 2), . . . , r(k)

]
,

e′(k) =
[
e(k − Ŵ + 1), e(k − Ŵ + 2), . . . , e(k)

]T
,

= d′(k)−R(k)ĥ(k), (5.19)

and d′(k) =
[
d(k − Ŵ + 1), d(k − Ŵ + 2), . . . , d(k)

]
. Employing zero attraction

for sparse solutions the final gradient descent weight-update expression of the filter

coefficient vector is given as

ĥ(k + 1) = ĥ(k) + µR(k)ΛΛΛe′(k) + κg

(
f
(
ĥ(k)

))
, (5.20)

where g
(
f
(
ĥ(k)

))
= ∇ĥ(k)g

(
f
(
ĥ(k)

))
is the gradient of sparsity inducing penalty

function f(·) and κ is regularization parameter that balance the degree of sparsity

and the estimation error. We have considered the l0-norm penalty function that is

represented by f0(·) and given as

f0

(
ĥ(k)

)
=
∥∥∥ĥ(k)∥∥∥

0
=

GBSGUEGI∑
n=1

I
(∣∣∣ĥ(k)∣∣∣ > 0

)
, (5.21)

where I(·) represents the indicator function. Since, the l0-norm mentioned above is

non-convex, hence, an appropriate approximation is used as in [154],

GBSGUEGI∑
k=1

I
(∣∣∣ĥ(k)∣∣∣ > 0

)
≈

GBSGUEGI∑
k=1

(
1− e−ν(|ĥ(k)|)

)
(5.22)
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where ν is the accuracy term. Thus, the gradient term g
(
f0

(
ĥ(k)

))
is given as

g
(
f0

(
ĥ(k)

))
= νe−ν(|ĥ(k)|)sgn

(
ĥ(k)

)
. (5.23)

Substituting the value of g
(
f0

(
ĥ(k)

))
into (5.20), the final recursion of the filter

coefficient is

ĥ(k + 1) = ĥ(k) + µR(k)ΛΛΛe′(k)− ρ0νe
−ν(|ĥ(k)|)sgn

(
ĥ(k)

)
, (5.24)

where ρ0 = µκ is regularization step size and sgn(·) is sign function. Above algo-

rithm is l0-variants of EFWLMS known as SEFWLMS algorithm. The third term,

−ρ0νe−ν(|ĥ(k)|)sgn
(
ĥ(k)

)
, of SEFWLMS algorithm is known as zero attraction

term, which forces the small coefficient attracted to zero, that causes SEFWLMS to

achieve faster convergence.

Algorithm 4 Proposed SEFWLMS Algorithm

Initialize: ĥ(0) = 0GRGT×1, Choose: Ŵ , µ, α, ρ0, Λ.

Output: Ĥ.

1: while ∥ĥ(k)− ĥ(k − 1)∥2 < ζ or n > Max-iteration.
2: Find Ŵ input vector and Ŵ desired vector.
3: For l = k − Ŵ + 1, . . . , k.
4: i = mod(l, NsT) + 1, mod: modulo operation.
5: r(l) = Q(i, :)
6: d(l) = yi, where yi is the i

th element of y
7: End For
8: Find e′(k) using (5.19)
9: Update ĥ(k) using (5.24).
10: Increase iteration number by one i.e., k = k + 1.
11: End while
12: Ĥ =

(
A∗

BS ⊗AUE

)
vec−1

(
ĥ(k)

)
AT

IRS

5.3.2 Complexity Analysis

To estimate the cascaded channel H, the complexity order for OMP, SBL, and or-

acle LS are prohibitively high that is in the order of O [(TG2
IGUEGBSNBS)

3] due to

the need for matrix inversion. For the proposed SEFWLMS scheme, the complex-

ity order is O
[
((2Ŵ + 1)TG2

IGUEGBSNBS)
]
, which is significantly lower than the

existing methods OMP, SBL, and oracle LS.
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5.3.3 Spectral Efficiency

The SE for the IRS-aided mmWave MIMO is defined as

SE = log2

∣∣∣∣INs + Ps

Ns

R−1
n HeffH

H
eff

∣∣∣∣, (5.25)

where Rn = σ2
nW

H
BBW

H
RFWRFWBB is noise covariance matrix and

Heff = WH
BBW

H
RFHIRΘHTIFRFFBB.

Here FRF and FBB are optimal precoders, and WRF and WBB are the optimal

combiners, that are designed via the SVD of the estimated channel Ĥ. Hence,

accurate estimator will give higher spectral efficiency. By substituting ∥HIR∥2F =

NRM , ∥HTI∥2F =MNT , and ∥Θ∥2F = 1 we can find asymptotic SE as

SE = log2

(
1 +

Ps

σ2Ns

NTNRM
2L2(d)

)
. (5.26)

From the above expression, it is clear that the SNR gain in an IRS-aided system

increases with the square of M and also suffers from double path loss over the

reflecting link. Due to this double path loss, the received signal at the downlink is

very weak, on the order of -140 dB [155]. To improve the received signal strength,

an active IRS with a moderate number of reflecting elements would be a better

choice. An active IRS can use a small amount of power to amplify the signal that

was attenuated during the first hop after transmission, thus enhancing the signal

strength at the user [155].

5.4 Simulation Results

The efficacy of the suggested algorithms is validated by the simulation results pre-

sented in this section. The simulation parameters for these results are listed in Table

5.1. Performance metrics, namely SE and NMSE as defined by E
{∥∥H− Ĥ

∥∥2
F

/∥∥H∥∥2
F

}
[138], are considered to assess the performance of the entire system and the estima-

tion accuracy of various estimators, respectively.

The NMSE and SE performance of the proposed SEFWLMS algorithm is com-
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Table 5.1: Simulation parameters

Parameters Parameters

BS and UE antennas: NT = NR = 16 RF Chains: NT
RF = NR

RF = 6

Step-size: µ = 0.003, error tolerance ζ = 10−3 Regularization step-size: ρ0 = 2 × 10−4

Carrier frequency: fc = 28 GHz Reference path-loss: β0 = -30 dB
Passive reflecting elements: M = 4 × 4 Number of multi path: L = 4

Forgetting factor: Λ = 0.88, Max-iteration = 1000 Length of sliding-window: Ŵ = 6
Bandwidth: B = 100 MHz Path loss component: ηT = ηR = 2

Accuracy parameter: ν = 18 Angular resolutions: GBS = GUE = 16 and GI = 64
Angular resolution along x-axis: Gx = 8 Angular resolution along y-axis: Gy = 8

Figure 5.2: NMSE versus number of iterations performance the SEFWLMS, OMP,
SBL, and oracle LS estimators.

pared with existing techniques such as OMP and SBL, as well as with oracle LS

techniques for benchmarking purposes

NMSE versus Iterations

It is evident from Figure 5.2 that the proposed SEFWLMS-based estimator out-

performs existing estimators in terms of accuracy. The plot shows that the NMSE

floor of SEFWLMS at the converged state is lower than that of OMP and SBL and

is close to the benchmark oracle LS. Therefore, it is clear that the accuracy of the

SEFWLMS-based estimator is superior to that of OMP and SBL.

NMSE versus SNR

Figure 5.3 depicts NMSE versus SNR curves for the proposed SEFWLMS-based

technique and the existing OMP, SBL, and benchmark oracle LS. It is evident from

the plot that the NMSE for all schemes improves with increasing SNR. Furthermore,
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Figure 5.3: NMSE versus SNR performance the SEFWLMS, OMP, SBL, and oracle
LS estimators.

it is observed that at a fixed SNR of 15.5 dB, OMP, SBL, SEFWLMS, and oracle

LS achieve NMSE values of approximately 3 × 10−2, 7 × 10−3, 3.5 × 10−3, and

2.5 × 10−3, respectively. Therefore, SEFWLMS exhibits approximately nine-fold

lower NMSE compared to OMP, two-fold improvement over SBL, and is close to

oracle LS at the considered SNR. Moreover, the proposed scheme has a significantly

lower computational complexity as compared to the OMP, SBL, and oracle LS as

derived in Subsection 5.3.2. The poor performance of OMP technique is due to its

lower estimation accuracy which depends on the stopping criteria and the equivalent

sensing matrix.

SE versus SNR

Figure 5.4 illustrates the SE versus SNR curves for various estimators. A gen-

eral trend of increasing SE is observed with improved estimating accuracy. The

plot clearly shows that the SEFWLMS-based estimator provides approximately 18

bps/Hz higher SE compared to OMP and approximately 10 bps/Hz higher SE com-

pared to the SBL estimator at higher SNR levels (SNR > 0 dB), approaching the

performance of the oracle LS estimator. This leads us to the conclusion that the

proposed SEFWLMS-based estimator enhances the overall system SE.
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Figure 5.4: SE versus SNR performance the SEFWLMS, OMP, SBL, and oracle LS
estimators.

5.5 Summary

In this work, channel estimation problem of the IRS-aided mmWave hybrid MIMO

system is investigated. For the system under consideration, characteristics of Kro-

necker products to develop a cascaded channel estimation approach is utilized. A

novel online adaptive filtering-based SEFWLMS algorithm is proposed. Simulation

results demonstrate that the SEFWLMS based estimator outperforms existing ap-

proaches like OMP and SBL in terms of estimation accuracy and SE performance,

closely approaching the benchmark oracle LS estimator. Consequently, choosing an

SEFWLMS-based estimator is the preferred option for the system under considera-

tion.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

This thesis presents channel estimation for mmWave hybrid MIMO systems and

IRS-assisted mmWave hybrid MIMO systems using an adaptive online sparsity-

based channel estimator.

Initially, a ZALMS-based low-complexity, adaptive online channel estimation

procedure for narrowband mmWave hybrid MIMO systems is proposed. Simulations

demonstrate the superior performance of the proposed algorithm in terms of MSE

and SE. Furthermore, theoretical MSE, excess MSE, and corresponding expressions

for their asymptotic values are derived for the scheme.

Next, a ZALMS-based low-complexity, adaptive online channel estimation proce-

dure for narrowband mmWave hybrid MIMO systems with HI is introduced. Subse-

quently, the SI-ZALMS technique is presented, which exploits the sparsity inherent

in the beamspace domain model of the narrowband mmWave hybrid MIMO chan-

nel, in addition to LMS, through a regularized cost function and initialization with

the result of the OMP algorithm. Further, the theoretical MSD and MSE, as well as

the related equations for their asymptotic values, are determined. Next, the ranges

are derived analytically for possible step size and regularization parameter values to

find better convergence rate and NMSE floor. Simulations show that the proposed

ZALMS and SI-ZALMS-based channel estimators outperform the existing OMP-

based technique in terms of CSI estimate considering the HI. Lastly, the impact of

HI on SE is derived and validated analytically.
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Furthermore, the challenge of channel estimation in an IRS-assisted mmWave

hybrid MIMO system is explored. The characteristics of Kronecker products are

utilized to develop the cascade channel estimation approach, and a novel online

adaptive VSS-ZALMS-based algorithm is proposed. A range of regularization and

step size parameters for the VSS-ZALMS-based estimator is derived to achieve lower

NMSE and faster convergence rates. Additionally, computational complexity, IRS

location, and SE for the considered system are analyzed. Furthermore, the SE ver-

sus SNR and channel capacity versus number of reflecting elements performance

for several estimators are presented. Simulation results demonstrate that the pro-

posed VSS-ZALMS based estimator yields better estimation accuracy and higher

SE performance compared to existing methods like OMP, SBL, and approaches

performance close to the benchmark oracle LS estimator.

Finally, a novel online adaptive SEFWLMS-based algorithm is proposed for IRS-

aided mmWave hybrid MIMO systems to achieve better MSE and convergence per-

formance. Simulation results demonstrate that the SEFWLMS-based estimator out-

performs existing approaches like OMP and SBL in terms of estimation accuracy

and SE performance and closely approaches the benchmark oracle LS estimator.

These contributions pave the way for advancements in wireless communication

systems, enabling higher data rates, improved reliability, and enhanced spectral

efficiency in future mmWave and IRS-enabled networks.

6.2 Future Work

Sparsity-based signal processing is an emerging research area in the wireless commu-

nications. In line with this, all the algorithms developed in this thesis work are novel

approaches to improve the SE of mmWave link. The work of this thesis can also be

extended for THz communication, since channel of THz system is also sparse.

� In our work we have considered narrowband mmWave channel. Future re-

search may consider for estimating the wideband mmWave MIMO channel by

considering beam squint and synchronization errors.

� In our work, we have considered a passive IRS, which cannot effectively manage

the double path loss due to that significant reduction in the received signal
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power at the receiver. To address this issue, active IRS can be used in the

future work. Furthermore, the consideration of multiple IRS units, instead of

a single IRS, can also be explored.

� The IRS reflection coefficient comprises of amplitude and phase of the reflect-

ing elements. The IRS comprises of large number of reflecting elements, and

it is difficult to achieve an optimal phase shift for all the reflecting elements

in practice. The impact of phase shift error can deteriorate or limit the per-

formance of the system. The impact of phase shift error on the performance

of IRS-aided systems should be investigated.
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reweighted least squares minimization for sparse recovery,” Communications

on Pure and Applied Mathematics: J. Issued by the Courant Institute of Math-

ematical Sciences, vol. 63, no. 1, pp. 1–38, 2010.

[71] Y. C. Pati, R. Rezaiifar, and P. S. Krishnaprasad, “Orthogonal matching pur-

suit: Recursive function approximation with applications to wavelet decom-

position,” in Proceedings of 27th Asilomar Conf. Signals, Systems and Comp.

IEEE, 1993, pp. 40–44.

[72] J. A. Tropp and A. C. Gilbert, “Signal recovery from random measurements

via orthogonal matching pursuit,” IEEE Tran. Inf. Theory, vol. 53, no. 12,

pp. 4655–4666, 2007.

[73] D. L. Donoho, Y. Tsaig, I. Drori, and J.-L. Starck, “Sparse solution of un-

derdetermined systems of linear equations by stagewise orthogonal matching

pursuit,” IEEE Tran. Inf. Theory, vol. 58, no. 2, pp. 1094–1121, 2012.

125



REFERENCES

[74] D. Needell and R. Vershynin, “Signal recovery from incomplete and inaccurate

measurements via regularized orthogonal matching pursuit,” IEEE J. Sel. Top.

Signal Process., vol. 4, no. 2, pp. 310–316, 2010.

[75] W. Dai and O. Milenkovic, “Subspace pursuit for compressive sensing:

Closing the gap between performance and complexity,” arXiv preprint

arXiv:0803.0811, vol. 803, 2008.

[76] D. Needell and J. A. Tropp, “Cosamp: Iterative signal recovery from incom-

plete and inaccurate samples,” Applied Comput. Harmonic Analysis, vol. 26,

no. 3, pp. 301–321, 2009.

[77] T. Blumensath and M. E. Davies, “Iterative hard thresholding for compressed

sensing,” Applied Comput. Harmonic Analysis, vol. 27, no. 3, pp. 265–274,

2009.

[78] S. Gong, X. Lu, D. T. Hoang, D. Niyato, L. Shu, D. I. Kim, and Y.-C. Liang,

“Toward smart wireless communications via intelligent reflecting surfaces: A

contemporary survey,” IEEE Commun. Sur. Tutor., vol. 22, no. 4, pp. 2283–

2314, 4th Quart. 2020.

[79] F. Liu and et. al., “Programmable metasurfaces: State of the art and

prospects,” in IEEE Inter. Symp. Circuits Syst. (ISCAS). IEEE, May 2018,

pp. 1–5.

[80] F. Ding, A. Pors, and S. I. Bozhevolnyi, “Gradient metasurfaces: a review of

fundamentals and applications,” Rep. Progr. Phys., vol. 81, no. 2, p. 026401,

Dec. 2017.

[81] S. Zhou, W. Xu, K. Wang, M. Di Renzo, and M.-S. Alouini, “Spectral and

energy efficiency of IRS-assisted MISO communication with hardware impair-

ments,” IEEE Wireless Commun. Lett., vol. 9, no. 9, pp. 1366–1369, Sep.

2020.

[82] P. K. Singya, N. Kumar, and V. Bhatia, “Mitigating NLD for wireless net-

works: Effect of nonlinear power amplifiers on future wireless communication

networks,” IEEE Microw. Mag., vol. 18, no. 5, pp. 73–90, Jun. 2017.

126



REFERENCES

[83] E. Balti and M. Guizani, “Impact of non-linear high-power amplifiers on co-

operative relaying systems,” IEEE Tran. Commun., vol. 65, no. 10, pp. 4163–

4175, July 2017.

[84] J. Li and J. Ilow, “Adaptive volterra predistorters for compensation of non-

linear effects with memory in OFDM transmitters,” in Commun. Netw. Ser-

vices Res. Conf. (CNSR). IEEE, May 2006, pp. 4–pp.

[85] E. Björnson, J. Hoydis, M. Kountouris, and M. Debbah, “Massive MIMO

systems with non-ideal hardware: Energy efficiency, estimation, and capacity

limits,” IEEE Tran. Inf. Theory, vol. 60, no. 11, pp. 7112–7139, Nov. 2014.

[86] C. Studer, M. Wenk, and A. Burg, “MIMO transmission with residual

transmit-RF impairments,” in 2010 international ITG workshop on smart an-

tennas (WSA). IEEE, Apr. 2010, pp. 189–196.

[87] H. Holma and A. Toskala, LTE for UMTS: Evolution to LTE-advanced. John

Wiley & Sons, 2011.

[88] A. Chaoub, M. Giordani, B. Lall, V. Bhatia, A. Kliks, L. Mendes, K. Rabie,

H. Saarnisaari, A. Singhal, N. Zhang et al., “6G for bridging the digital divide:

Wireless connectivity to remote areas,” IEEE Wireless Commun., Jul. 2021.

[89] V. Bhatia, P. Swami, S. Sharma, and R. Mitra, “Non-orthogonal multiple

access as an enabler for massive connectivity for 5G and beyond networks,”

arXiv preprint arXiv:1912.07077, 2019.

[90] M. Xiao, S. Mumtaz, Y. Huang, L. Dai, Y. Li, M. Matthaiou, G. K. Kara-

giannidis, E. Björnson, K. Yang, I. Chih-Lin et al., “Millimeter wave commu-

nications for future mobile networks,” IEEE J. Sel. Areas Commun., vol. 35,

no. 9, pp. 1909–1935, Sep. 2017.

[91] I. A. Hemadeh, K. Satyanarayana, M. El-Hajjar, and L. Hanzo, “Millimeter-

wave communications: Physical channel models, design considerations, an-

tenna constructions, and link-budget,” IEEE Commun. Surveys Tut., vol. 20,

no. 2, pp. 870–913, Apr.-Jun. 2017.

127



REFERENCES

[92] R. Mitra and V. Bhatia, “Adaptive sparse dictionary-based kernel minimum

symbol error rate post-distortion for nonlinear LEDs in visible light commu-

nications,” IEEE Photonics J., vol. 8, no. 4, pp. 1–13, Aug. 2016.

[93] J. Lee, G.-T. Gil, and Y. H. Lee, “Channel estimation via orthogonal matching

pursuit for hybrid MIMO systems in millimeter wave communications,” IEEE

Tran. Commun., vol. 64, no. 6, pp. 2370–2386, Jun. 2016.

[94] R. Mitra and V. Bhatia, “Minimum error entropy criterion based channel

estimation for massive-MIMO in VLC,” IEEE Tran. Veh. Technol., vol. 68,

no. 1, pp. 1014–1018, Nov. 2018.

[95] ——, “Precoded Chebyshev-NLMS-based pre-distorter for nonlinear LED

compensation in NOMA-VLC,” IEEE Tran. Commun., vol. 65, no. 11, pp.

4845–4856, Nov. 2017.

[96] Z. Guo, X. Wang, and W. Heng, “Millimeter-wave channel estimation based

on 2-D beamspace MUSIC method,” IEEE Tran. Wireless Commun., vol. 16,

no. 8, pp. 5384–5394, Aug. 2017.

[97] V. Bhatia and B. Mulgrew, “Non-parametric likelihood based channel esti-

mator for Gaussian mixture noise,” Signal Processing, vol. 87, no. 11, pp.

2569–2586, Nov. 2007.

[98] S. Srivastava, P. Sharma, S. Dwivedi, A. K. Jagannatham, and L. Hanzo,

“Fast block LMS based estimation of angularly sparse channels for single-

carrier wideband millimeter wave hybrid MIMO systems,” IEEE Tran. Veh.

Technol., vol. 70, no. 1, pp. 666–681, Jan. 2021.

[99] S. Srivastava, A. Mishra, A. Rajoriya, A. K. Jagannatham, and G. Ascheid,

“Quasi-static and time-selective channel estimation for block-sparse millime-

ter wave hybrid MIMO systems: Sparse bayesian learning (SBL) based ap-

proaches,” IEEE Tran. Signal Process., vol. 67, no. 5, pp. 1251–1266, Mar.

2019.

[100] A. H. Sayed, Fundamentals of Adaptive Filtering. John Wiley & Sons, 2003.

128



REFERENCES

[101] S. Srivastava, A. Mishra, A. K. Jagannatham, and G. Ascheid, “SBL-based

hybrid precoder/combiner design for power and spectrally efficient millimeter

wave MIMO systems,” in 2020 Int. Conf. Signal Process. Commun. (SPCOM).

IEEE, Jul. 2020, pp. 1–5.

[102] J. Jin, Y. Gu, and S. Mei, “A stochastic gradient approach on compressive

sensing signal reconstruction based on adaptive filtering framework,” IEEE J.

Sel. Top. Signal Process., vol. 4, no. 2, pp. 409–420, Apr. 2010.

[103] A. Papoulis and S. U. Pillai, Probability, Random Variables, and Stochastic

Process. Tata Mcgraw Hill, 2002.

[104] S. Ali, W. Saad, N. Rajatheva, K. Chang, D. Steinbach, B. Sliwa, C. Wietfeld,

K. Mei, H. Shiri, H.-J. Zepernick et al., “6G white paper on machine learning

in wireless communication networks,” arXiv preprint arXiv:2004.13875, 2020.

[105] R. Mitra and V. Bhatia, “Precoding technique for ill-conditioned massive

mimo-vlc system,” in 2018 IEEE 87th Veh. Technol. Confer. (VTC Spring).

IEEE, Jul. 2018, pp. 1–5.

[106] M. S. Elbamby, C. Perfecto, M. Bennis, and K. Doppler, “Edge computing

meets millimeter-wave enabled VR: Paving the way to cutting the cord,” in

2018 IEEE Wireless Commun. Net. Conf. (WCNC). IEEE, Jun. 2018, pp.

1–6.

[107] S. Rangan, T. S. Rappaport, and E. Erkip, “Millimeter-wave cellular wireless

networks: Potentials and challenges,” Proceedings of the IEEE, vol. 102, no. 3,

pp. 366–385, Feb. 2014.

[108] A. I. Sulyman, A. T. Nassar, M. K. Samimi, G. R. MacCartney, T. S. Rap-

paport, and A. Alsanie, “Radio propagation path loss models for 5G cellular

networks in the 28 ghz and 38 GHz millimeter-wave bands,” IEEE Commun.

Mag., vol. 52, no. 9, pp. 78–86, Sep. 2014.

[109] T. Kim and D. J. Love, “Virtual AoA and AoD estimation for sparse millimeter

wave MIMO channels,” in 2015 IEEE 16th Int. Workshop on Signal Process.

Advances Wireless Commun. (SPAWC), Aug., pp. 146–150.

129



REFERENCES
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