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Abstract

Feature extraction is pivotal in bioinformatics as it converts variable-length genome

sequences into fixed-length mathematical feature vectors, which serve as input for clus-

tering algorithms to cluster similar sequences. One of the types of genome sequences

is the Single Nucleotide Polymorphism (SNP), which categorises individuals into risk

categories for diseases and predicts treatment outcomes more reliably.

Extracting features with current state-of-the-art approaches from SNP sequences

poses many challenges, including extracting similar features for distinct sequences and

lacking context-based features. These approaches also take enormous time to compute

features for a huge amount of SNP sequences. Therefore, a scalable approach to ex-

tract features is proposed based on a complex network, which converts the real-life

SNP sequences (collected from ICAR-Indian Institute of Soybean Research Indore)

into the complex network and extracts the proposed relevant features. The proposed

approach distributes the sequences on various cores using Apache Spark Big Data

framework. Hence, the time utilised to extract those features has reduced drastically.

The evaluation of the proposed scalable feature extraction approach is done by apply-

ing K-means and Fuzzy c-means (FCM) algorithms to assess the performance of the

proposed feature vector set compared with the other state-of-the-art approaches for

feature extraction in terms of the Silhouette index and the Calinski-Harabasz index.

Promising results for real-life SNP datasets have been obtained when our proposed

feature vectors are compared with other state-of-the-art approaches.

Additionally, as most SNP datasets are unlabeled, determining the optimal number

of clusters presents another significant challenge. A novel scalable algorithm called

the S-MaxMin algorithm is proposed based on the distance metric to find the optimal

number of clusters. The proposed S-MaxMin algorithm is being tested on different

datasets, including various labelled benchmark datasets, giving the same number of

clusters as the actual number of classes. Also, the S-MaxMin algorithm is tested on

various real-life plant genome SNP datasets (unlabelled), which yielded approximately

the same number of clusters as the clusters with a high Silhouette index score.
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Furthermore, these two proposed approaches, i.e. a scalable approach to extract

features based on a complex network and the S-MaxMin algorithm, are integrated to

develop a Scalable Integrated Framework that first preprocesses raw sequences and

then identifies known crops similar to the unknown plant species that can assist plant

breeders (agricultural scientists) in enhancing seed quality. This framework helps in

identifying unique special traits in unknown plant species such as rust resistance,

drought resistance, etc., which can then be used to perform genetic engineering to

improve those traits.

Keywords: Feature Extraction, S-MaxMin, Apache Spark, Fuzzy c-means clus-

tering, K-means clustering, Single Nucleotide Polymorphism.
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Chapter 1

Introduction

Feature extraction is the transformation of raw data into meaningful numerical

feature vectors. It involves identifying and selecting relevant characteristics from the

raw data, reducing its dimensionality while retaining crucial information. In genomics,

where vast amounts of biological data are generated from diverse sources, feature ex-

traction is paramount. A key challenge today in genomics involves matching similar

genomic sequences, including DNA/RNA, Protein, and SNP sequences. To match

the similar sequences, it is necessary to employ clustering techniques. However, clus-

tering also faces the challenge of presetting the number of clusters, as these genome

datasets are unlabelled. Also, plant breeders (agriculture scientists) face the challenge

of identifying known crops similar to unknown crops as no end-to-end tool has been

developed, and each process has to be done with separate tools.

This thesis mainly focuses on feature extraction techniques for handling large

amounts of genome sequences, approaches to find the optimal number of clusters in

an unlabelled dataset and developing an integrated framework that first preprocesses

raw sequences and then identifies crops similar to the unknown plant species that can

assist agricultural scientists in enhancing seed quality. This framework helps in iden-

tifying unique special traits in unknown plant species such as rust resistance, drought

resistance, etc., which can then be used to perform genetic engineering to improve

those traits.
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1.1 Background

Traditionally, alignment-based approaches are used to match each genome sequence

with other genome sequences based on alignment techniques such as BLAST. However,

as the length of each sequence and the number of sequences increase, these techniques

become computationally intensive. These methods also face challenges when dealing

with sequences of varying lengths, which can result in reduced clustering accuracy.

Therefore, Machine Learning (ML) methods are used that utilize alignment-free

approaches to address these issues. The initial step to group or cluster similar genome

sequences involves converting the genome sequence into a mathematical feature vector

using a feature extraction technique. There are various types of real-life plant genome

sequences, including- DNA/RNA, Protein and SNP sequences. Out of these sequences,

SNP sequences help to categorise individuals into risk categories for diseases and pre-

dict treatment outcomes more reliably [1], [2]. These sequences comprise four different

characters or nucleotides (A, T, G, C). The challenge in the feature extraction process,

especially for SNP sequences, involves identifying an effective method to derive mea-

surements that ensure similar genome sequences cluster together while distinct genome

sequences fall into separate clusters. Extensive research has been conducted in this

area to develop robust methods. Liu et al. [3] proposed a 12-dimensional approach,

focusing solely on global representation. This method accounts for four nucleotides (A,

T, G, C) by considering their counts (4 features), the sum of their indexes (4 features),

and their distribution (4 features). Another approach was introduced by Kaisers et

al. [4], known as the 2mer approach, which combines local and global representation

by counting interactions between two nucleotides. This method generates a feature

vector of size 16(4 ∗ 4), but it suffers from the same issue of producing similar feature

vectors for different sequences and lacks context-based features. Another method, also

proposed by Kaisers et al. [4] known as the 3mer approach, aims to enhance the like-

lihood of identifying similar sequences by having the count of 3mers in the sequence.

However, this approach exponentially increases the length of the feature vector to

64(4 ∗ 4 ∗ 4), leading to redundancy in the feature vector set. The above-mentioned
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approaches for extracting features can extract similar features for distinct sequences,

and those approaches also do not capture context-based information, so there is a

need to extract features so that it can capture context-based information and different

feature vector sets for different sequences. Additionally, these approaches are not scal-

able, i.e. these approaches for a very large dataset will take massive time to execute.

Therefore, there is a need to innovate new algorithms to handle such huge, growing

data.

Apart from extracting features of SNP sequences, the number of clusters is needed

as input to perform clustering analysis. Many popular clustering algorithms such

as K-means [5], K-medoids [6], FCM [7], etc., require specifying the cluster number

beforehand. Therefore, the number of clusters is needed as input to perform clus-

tering analysis. Various state-of-the-art techniques exist to find the optimal number

of clusters. The traditional Elbow method [8], [9] and Silhouette method [10] have

been commonly used to determine the optimal cluster number but are with limita-

tions. The Silhouette method uses silhouette coefficients but may not always provide

the best cluster number. The Elbow method’s effectiveness relies on identifying clear

elbow points in line charts, making it subjective and less reliable when dealing with

smooth curves. The quantitative discriminant approach [11] is a recent method to

identify the number of clusters, which is the automation of finding the elbow point us-

ing the elbow method without manual intervention. This approach helps overcome the

Elbow method’s ambiguity when the curve is smooth. The quantitative discriminant

approach calculates the Euclidean distance between adjacent points in the dataset.

This approach helps identify the optimal cluster number based on the minimum an-

gle. However, the problem with these approaches to identify the optimal number of

clusters is that the underlying algorithm used is the clustering algorithm to find the

optimal number of clusters. Hence, in these cases, one must initially select a pre-

determined number of clusters to apply clustering and this initial choice should be

evaluated for every cluster number to determine the optimal number of clusters us-

ing appropriate methods. Therefore, calculating the optimal number of clusters takes

enormous time, and Big Data solutions are needed.

3



1.2 Motivation

Feature extraction is the initial step in clustering of the genome sequences to group

similar sequences to identify the traits of the unknown SNP sequence. The problem

with the current feature extraction techniques involves extracting similar features for

distinct sequences; these approaches do not capture context-based information. Ad-

ditionally, these approaches are not scalable, i.e., these approaches for a very large

dataset will take an enormous amount of time to execute. The clustering algorithm

requires an input of the number of clusters. As discussed in Section 1.1, various tech-

niques are available to determine the optimal number of clusters. Still, the problem

with the current approaches to find the optimal number of clusters is that the under-

lying algorithm used is the clustering algorithm to find the number of clusters. Hence,

calculating the number of clusters takes enormous time.

Motivated by the success of Big Data frameworks, this thesis investigates a scalable

feature extraction approach to handle large SNP sequences (Big data) based on the

complex network [12] by distributing the sequences on various cores using Apache

Spark Big Data processing framework [13] in which each worker node will take one

sequence at a time to extract the features. The number of worker nodes equals the

number of cores in the system. Furthermore, to investigate the optimal number of

clusters, the S-MaxMin algorithm is proposed, which is a scalable algorithm to find the

optimal number of clusters in the dataset using a distance-based, linear-time approach.

This algorithm is made scalable using Apache Spark Big Data framework to reduce

the time it takes for a large dataset to find the number of clusters.

1.3 Objectives

In this thesis, we aim to achieve the following objectives:

(i) To develop a novel scalable method to extract features from real-life plant genome

SNP sequences based on a complex network theory that extracts a 21-dimensional

mathematical feature vector and evaluates its performance by applying K-means

4



and FCM algorithms.

(ii) To develop a novel scalable algorithm for finding the optimal number of clusters in

an unlabelled dataset and evaluate it on the benchmark datasets (whose number

of classes are known) and the real-life plant SNP datasets (unlabeled) datasets.

(iii) To design a Scalable Integrated Framework for Genome Assembly and Special

Trait Identification using the above two approaches.

1.4 Thesis Contributions

The significant contribution of the work done in this field is to design and develop

feature extraction techniques for huge genome data and a method to find the optimal

number of clusters for unlabelled datasets. These contributions are divided into two

broad categories. Firstly, a scalable feature extraction technique is designed based on

the complex network. Secondly, the design of a scalable algorithm to find the optimal

number of clusters using a distance-based method, which is a linear-time approach.

A brief overview of our research contributions is provided below, and more details

are available in the later chapters.

Contribution I: The current state-of-the-art feature extraction approaches can ex-

tract similar features for distinct sequences and do not capture context-based informa-

tion. These approaches are not scalable, i.e. these approaches for a very large dataset

will take enormous time to execute. Hence, a scalable algorithm for feature extraction

is proposed to handle large SNP sequences (Big data) based on the complex network

[12] by distributing the sequences on various cores using Apache Spark Big Data pro-

cessing framework [13] in which each worker node will take one sequence at a time to

extract the features. The number of worker nodes equals the number of cores in the

system. The evaluation of the proposed feature vector set using clustering algorithms,

K-means, and FCM shows that the proposed feature vectors perform well compared

to other state-of-the-art approaches.

Contribution II: The problem with the current state-of-the-art approaches for find-
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ing the optimal number of clusters is that the underlying algorithm in these approaches

is the clustering algorithm to find the number of clusters. Hence, calculating the num-

ber of clusters takes enormous time. So, this thesis proposes a scalable algorithm to

find the number of clusters in the dataset using a distance-based, linear-time approach.

This algorithm is made scalable to reduce the time it takes for a large dataset to find

the optimal number of clusters. Our approach is being tested on various benchmark

and unlabelled real-life plant datasets. It gives the correct number of clusters for these

datasets.

Contribution III: The plant breeders (Agriculture Scientists) use traditional meth-

ods to match the unknown sequences with many known sequences for identifying

special traits, which assists agricultural scientists in enhancing seed quality. This re-

quires extensive computation power and time as alignment-based approaches are used.

Also integrated end-to-end solutions are currently unavailable in the market. Hence,

different tools need to be used for each operation to find similar sequences of unknown

species. Therefore, using the alignment-free method, a scalable integrated framework

interface is developed that first preprocesses the raw sequence short reads and then

identifies the crops similar to unknown plant species.

1.5 Organization of the Thesis

This thesis is organized into six chapters. A summary of each chapter is provided

below:

Chapter 2 (Literature Survey)

This chapter discusses the current state-of-the-art feature extraction approaches

used for genome SNP sequences. We also discuss the complex network theory for

genome sequences, followed by different clustering algorithms. Then, we discussed

the literature on finding the optimal number of clusters of the unlabelled dataset.

We also discuss the big data framework adapted for our proposed feature extraction

approach and proposed algorithm to find the optimal number of clusters. Finally, we

discussed the performance measures and real-life plant genome SNP dataset used here.
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Chapter 3 (A Scalable method for extracting features using a complex

network from SNP sequences)

In this chapter, we discuss the proposed scalable algorithm to extract the features

based on the complex network from real-life plant genome SNP sequences. The

chapter finally reports the experimental evaluation that compares our proposed

feature-extracted vectors with other state-of-the-art feature vectors using clustering

algorithms. Also, to validate the superiority of our proposed method over other

approaches, the non-parametric statistical measure, the Friedman test, is employed,

demonstrating that our approach for feature extraction is better than other ap-

proaches.

Chapter 4 (A Scalable algorithm for finding the optimal number of

clusters)

This chapter discusses a proposed scalable algorithm for finding the optimal

number of clusters in an unlabelled dataset. The chapter finally reports the experi-

mental evaluation of the proposed approach. This approach is being tested on various

benchmark and unlabelled real-life plant datasets. It gives the correct number of

clusters for these datasets. Also, sensitivity analysis is performed for the threshold

hyperparameter.

Chapter 5 (Scalable Integrated Framework Interface for Genome As-

sembly and Special Trait Identification for Real-Life Crop data)

In this chapter, we discuss the design of an integrated framework interface for plant

breeders to identify crops similar to unknown plant sequences using the proposed ap-

proaches.

Chapter 6 (Conclusion and Future work)

In this chapter, we conclude the work in our thesis and discuss the future directions

of our research.
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Chapter 2

Literature Survey

The chapter discusses the foundational concepts required to proceed to the pro-

posed scalable feature extraction technique for real-life plant genome sequences and

the proposed algorithm to find the optimal number of clusters. Section 2.1 refers to

the various state-of-the-art approaches for extracting features from the genome SNP

sequences. Furthermore, the features for the proposed complex network have been

included in Section 2.2. Section 2.3 discusses various state-of-the-art clustering al-

gorithms, followed by Section 2.4, which discusses the state-of-the-art methods for

finding the optimal number of clusters. Additionally, Big Data frameworks discussed

in Section 2.5 have been utilized to make our approaches scalable, followed by Section

2.6, which include various performance measures for assessing the proposed feature

vectors. Finally, Section 2.7 discusses the Real-life plant genome SNP dataset.

2.1 Feature Extraction Techniques for SNP se-

quences

In this section, a detailed description of the existing state-of-the-art feature ex-

traction techniques applied to SNP sequences is provided, serving as the basis for the

subsequent discussion of the proposed feature extraction methods used for comparative

analysis with the proposed approach.
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2.1.1 12Dim Approach

In this, the authors have proposed the 12-dimensional feature vector for DNA se-

quences [3] and SNP sequences [14] based on the contents of four nucleotides (Adenine

(A), Thymine (T), Guanine (G), and Cytosine (C)). The feature vectors comprise their

distances from the origin and distribution along the sequences [3].

1. The first four features of the 12Dim approach consist of counting A, T, G, and

C nucleotides. It will be represented as nA, nT , nG, nC .

2. The next four features of the 12Dim approach are the total distance of each

nucleotide (A, T, G, C) to the first nucleotide, which is calculated using Eq.

(2.1). From this feature, the authors have calculated the total distance of each

nucleotide with respect to the first nucleotide.

Ti =

ni∑
j=1

tj, (2.1)

where, i ∈ {A, T,G,C}, tj is distance from the first nucleotide i to the jth

nucleotide i, ni is total number of ith nucleotide.

3. The last four features are related to the distribution of each nucleotide in the

DNA sequence. The variance of distance for each nucleotide is the best param-

eter for the distribution and is calculated using Eq. (2.2).

Di =

∑ni

j=1(tj − µi)

ni

, (2.2)

where i ∈ {A, T,G,C}, tj is the distance from the nucleotide i to the jth nu-

cleotide i in the DNA sequence, µi = Ti

ni
, where Ti is the total distance of a

particular nucleotide i as discussed in Eq. (2.1). Thus, a feature vector obtained

as

< nA, nT , nG, nC , TA, TG, TT , TC , DA, DT , DG, DC >.

A limitation of the 12Dim Approach is that sequences that are not similar may
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have identical total distance and distribution features for each nucleotide [15]. Hence,

to tackle this problem, this thesis proposes a feature extraction approach.

2.1.2 2mer Approach

There is another approach to find the mathematical feature of the SNP sequences

called a 2mer Approach. In this approach, the authors [4] have extracted the count

of the 2-mers feature. 2-mers are substrings of length ‘2’ contained within a bio-

logical sequence. The possible number of 2-mers is 16. For each 2-mer present in

the SNP sequence, the authors counted the number of 2-mers, which represents a

feature vector as: < nAA, nAT , nAG, nAC , nTA, nTT , nTG, nTC , nGA, nGT , nGG, nGG, nCA,

nCT , nCG, nCC >

The drawback of the 2mer Approach is its inability to generate context-based fea-

tures and its deficiency in biological interpretation. [16]. Hence, further enhancements

are needed.

2.1.3 3mer Approach

One more commonly used approach to extract features from the SNP sequences is

the 3mer approach. This approach is a word frequency-based alignment-free approach

where the length of a word is three [4]. The rationale behind this method is similar

sequences share similar words or 3mer, and mathematical operations with the word’s

frequency give a good relative measure of sequence dissimilarity. This approach is

widely used in genome sequences [17]. There are 64 possible 3mers (64-dimensional

feature vectors), and the count for each 3mer represents the feature vector, which

represents the feature vectors as < nAAA, nAAT , nAAG, nAAC , ...nCCA, nCCT , nCCG,

nCCC >.

One limitation of the 3mer Approach is its reliance on a high-dimensional feature

space, which might introduce complexity and computational challenges. Additionally,

this approach can not effectively capture context-based information, limiting its ability

to represent and analyze data accurately.
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These approaches can extract similar features for distinct sequences and do not

capture context-based information. Additionally, these approaches are not scalable,

i.e. these approaches for a very large dataset will take enormous time to execute.

Thus, a scalable algorithm for feature extraction is proposed to handle huge SNP

sequences (Big data) based on the complex network.

The proposed approach for feature extraction based on complex networks incor-

porates features derived from graph theory, which will be discussed in the subsequent

section.

2.2 Mapping of features to Complex Network

Complex networks are widely used in mathematical modelling and have been an

extremely active field in recent years [12]. The field of complex networks has its

roots in graph theory and has applications in various domains, including genomics. In

genome sequences, each node in a complex network represents a distinct k-mer, with

4k nodes possible. The edge connecting the nodes represents the associativity between

the two nodes, and each edge weight represents the frequency with which two k-mers

occur consecutively in the genome sequence. This complex network is applied to our

proposed work. Hence, this section discusses the features of the proposed approach

based on the complex network theory [18], [19].

1. Vertex Betweenness centrality [20] is a measure used in network analysis

to assess the importance of nodes within a complex network. It quantifies the

extent to which a node lies on the shortest paths between other pairs of nodes

in the network. The vertex betweenness centrality BC(v) of a node v ∈ V is

calculated using the following Eq. (2.3).

BC(v) =
∑

s,t∈V,s ̸=v ̸=t

σ(s, t|v)
σ(s, t)

, (2.3)

where, σ(s, t|v) is the number of shortest path from s to t through node v, and

σ(s, t) is the total number of shortest path from s to t. The mean of betweenness
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centrality(MBC(v)) for all nodes is calculated using the following Eq. (2.4).

MBC(v) =

∑
∀v∈V BC(v)

|V |
. (2.4)

2. Edge betweenness centrality [21] is a measure that determines the impor-

tance of individual edges within a network. It quantifies how often an edge lies

on the shortest paths between pairs of vertices in the network. To calculate edge

betweenness centrality BC(e) for an edge e ∈ E is calculated using the following

Eq. (2.5).

BC(e) =
∑

s,t∈V,s ̸=t

σ(s, t|e)
σ(s, t)

, (2.5)

where, σ(s, t|e) is the number of shortest path from s to t through edge e,

and σ(s, t) is the total number of shortest path from s to t. The mean of

edge betweenness centrality(MBC(e)) for all edges in E is calculated using the

following Eq. (2.6).

MBC(e) =

∑
∀e∈E BC(e)

|E|
. (2.6)

3. Assortativity is also one of the most important features required as it tells

about the correlation between two nodes. The assortativity coefficient is used,

which is also the Pearson correlation coefficient of degree between pairs of linked

nodes [22]. The r-value, which is the Assortavity coefficient, lies between -1 and

1 and is calculated using the following Eq. (2.7).

r =

∑
jk jk(ejk − qj ∗ qk)

σ2
p

, (2.7)

where, and ejk is the joint probability distribution of the remaining degrees of

the two nodes with degrees j and k at either end of a randomly chosen edge,

qk is the distribution of the remaining degree of a node with degree k, and it is

calculated using the following Eq. (2.8).

qk =
(k + 1) ∗ pk+1∑

j(j ∗ pj)
, (2.8)
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where pk is the probability that a randomly chosen vertex on the graph will have

degree k.

4. Density of a graph [23] is a measure that quantifies the compactness of the

graph. It represents the ratio of the actual number of edges present in the graph

to the maximum possible number of edges for that graph depicted in Eq. (2.9).

Its value lies between 0 (the minimal density) and 1 (the maximal density).

D =
2 ∗ |E|

|V | ∗ (|V | − 1)
. (2.9)

5. Average degree connectivity [20] denoted as degavgis a measure that tells the

average connectivity among the neighbours of a node of the edges in a graph,

and it is calculated using the following Eq. (2.10).

degavg =
2 ∗ |E|
|V |

. (2.10)

6. Number of edges is the total number of edges in a complex network after

threshold application denoted as |E|.

7. Network motifs of size 3 [20] are small, weakly connected induced subgraphs

that appear more frequently in a real network than could be statistically ex-

pected. To find the motifs in a network, python igraph motifs randesu() func-

tion is used, in which the input is given of the graph (adjacency list) and the

size of motifs, i.e. 3 in this case. These Network motifs are represented as XY Z,

where XYZ represents three nodes of network motifs.

After extracting features from the genome sequences, clustering needs to be ap-

plied. Hence, two state-of-the-art clustering algorithms are applied for comparative

analysis, which will be discussed in the subsequent section.
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2.3 Clustering Algorithms

This section will discuss two state-of-the-art clustering algorithms, K-means (Hard

clustering) and FCM (Soft Clustering).

2.3.1 K-means Algorithm

The K-means algorithm is one of the state-of-the-art unsupervised algorithms used

for clustering of datapoint [24]. In the K-means algorithm, the initial ‘K’ centroids

are taken, where ‘K’ is the hyperparameter chosen by the user. Then, datapoints xi in

dataset X are assigned to each centroid, and for each cluster j, the mean of datapoints

is found as

cj =
1

|Sj|
∑
xi∈Sj

xi (2.11)

where Sj is the set of datapoints assigned to cluster j, and cj is the updated cluster.

Assign the datapoints xi to the new cluster. The above equation is repeated until

the convergence condition is reached, i.e. the centroid position is not significantly

changed.

The main objective of K-means is to minimize the objective function

J =
K∑
j=1

∑
xi∈Sj

||xi − cj||2 (2.12)

This equation represents to minimize the total within-cluster variance.

2.3.2 FCM Algorithm

FCM, also known as soft clustering, is also a state-of-the-art methodology for

clustering, introduced by [7].In FCM, each datapoint xi is assigned to each cluster

with some membership values, and the objective is to minimize the following function.

JFCM =
n∑

i=1

K∑
j=1

(uij)
m||xi − cj||2 (2.13)
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where K is the hyper-parameter chosen by the user based on some prior information

for the dataset, uij is the membership value of datapoint xi associated with cluster j,

m > 1 is the fuzzification parameter, cj is the cluster centroid, and n is the number

of datapoints.

The problem with these clustering algorithms is that they need an input of the

number of clusters, which is user-specific. There are various state-of-the-art techniques

to determine the optimal number of clusters discussed in the subsequent subsection.

2.4 Methodologies to find the optimal number of

clusters

This section describes some methodologies used to determine the optimal number

of clusters, including the elbow, the silhouette, and the quantitative discriminant

method, which are discussed below.

2.4.1 Elbow method

The Elbow method [25], which is one of the earliest techniques used to determine

the optimal number of clusters in a dataset, involves iteratively increasing the number

of clusters from an initial value of K (usually 2) until a plateau is reached where the

rate of decrease in cost slows down significantly. The cost here refers to the within-

cluster sum of square (WCSS), i.e. the sum of the square distance between points in

a cluster and the cluster centroid. This starting point in the plateau is often referred

to as the “elbow point”, as depicted in Fig. 2.1a. The optimal number of clusters is

then determined based on this elbow point.

However, this method has the disadvantage of identifying the elbow point manually,

which becomes ambiguous when the plotted curve is smooth, as illustrated in Fig. 2.1b.

The elbow point may vary depending on the analyst’s judgment.
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(a) Visible Elbow Point

(b) Not Visible Elbow Point

Figure 2.1: Visualisation for different datasets to find the optimal number of clusters
(a) Clear view to find elbow point (b) No Clear Elbow Point

2.4.2 Silhouette method

Another method to determine the optimal number of clusters is the Silhouette

method [10]. It is another well-known method with decent performance to estimate

the potential optimal cluster number. It uses the average distance between one data

point and others in the same cluster and the average distance among different clusters

to score the clustering result.

This method’s scoring metric is named the Silhouette Index coefficient (SI), and SI

is defined using Eqn. 2.14.

SI =
b− a

max(a, b)
, (2.14)
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b

a

Cluster 1 Cluster 2

Figure 2.2: a: Intra-Cluster distance, b: Inter-Cluster distance

where ‘a’ represents the mean intra-cluster distance and ‘b’ denotes the mean inter-

cluster distance. Fig. 2.2 visualises the inter-cluster distance ‘b’ and intra-cluster

distance ‘a’.

The interval of the SI values is −1 ≤ SI ≤ 1. A value of S closer to 1 indicates that a

sample is better clustered, and if it is closer to −1, the sample should be categorized

into another cluster. This method is preferable for estimating the potential optimal

cluster number. Meanwhile, the silhouette index can evaluate the best number of

clusters in most cases for many distinct scenarios.

2.4.3 Quantitative Discriminant Method

To automate the finding of the elbow without manual intervention, the quantitative

discriminant method [11] is used. This algorithm computes the Euclidean distance

between three adjacent points and represents them as ‘i’, ‘j’, and ‘k’. The angle

formed by every three adjacent two-dimensional data point pairs αj is computed using

the Eqn. 2.15.

αj = arccos
E2

ij + E2
jk + E2

ik

2E2
ijE

2
jk

, (2.15)

where,

Eij =
√

(ni − nj)2 + (ki − kj)2. (2.16)
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ni and ki represent the first dimension and the second dimension of the two-

dimensional data point, respectively. The minimal angle is found, and the index

of the optimal cluster number (Kopt) is determined. The quantitative discriminant

method exploits the interaction angle of the adjacent elbow point as a criterion to

determine the discriminant elbow point.

The problem with these approaches is that they will assume some cluster num-

bers and run the clustering algorithms to find the optimal number of clusters. Also,

the problem with these approaches is that the underlying algorithm they use is the

clustering algorithm to determine the optimal number of clusters. This thesis pro-

poses a linear time approach to find the number of clusters in the dataset using a

distance-based approach.

The drawback with the approaches for feature extraction discussed in Section 2.1

and finding the optimal number of clusters discussed in 2.4 is that the algorithms

take enormous time to compute features and find the optimal number of clusters for

a huge dataset. So, our proposed approach applies the Apache Spark-based Big Data

framework, which is discussed in detail in the subsequent subsection.

2.5 Apache Spark Based Big Data Framework

The era of genome sequencing commenced significantly with initiatives like the Hu-

man Genome Project (HGP) [26], which aimed to sequence the entire human genome.

Launched in 1990 and completed in 2003, the HGP marked a pivotal moment in

biotechnology, providing invaluable insights into human genetics. However, the project

also underscored the massive challenge of managing, analyzing, and storing extensive

genetic data. The initial sequencing of the human genome took 13 years and cost ap-

proximately $3 billion, highlighting the need for more efficient computational solutions

to handle such large-scale data. The advent of next-generation sequencing (NGS) [27]

technologies dramatically changed the landscape of genomic research by increasing the

speed and reducing the cost of sequencing. Technologies such as Illumina’s sequencing

platforms [28] can generate terabytes of data in a single run, far surpassing the data
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output from earlier methods. This surge in data production necessitated a correspond-

ing development in data handling capacities; thus, the field of bioinformatics had to

evolve rapidly.

Before the growth of big data technologies, biotechnologists relied on localized and

often insufficient computational resources, leading to data processing and analysis

bottlenecks [29]. The challenge is not just the volume of data but also its complexity.

Genomic data consists of long sequences of nucleotides, and deciphering the functional

implications of these sequences requires sophisticated computational algorithms and

substantial processing power [30].

Big data frameworks such as Apache Hadoop [31], Apache Spark [32], Apache

Hive [33], and others have been developed to manage and process these vast and

diverse data troves. In the context of genomic data analysis, the utilization of Apache

Spark becomes particularly advantageous due to its ability to handle the complexities

and scale of genomic datasets efficiently. Genomic data analysis involves processing

vast amounts of genetic sequences, which requires robust computational resources and

optimized algorithms for accurate analysis. Apache Spark’s distributed computing

model allows for parallel processing of genomic data, significantly reducing processing

times and enabling researchers to derive insights from large-scale datasets in a timely

manner.

Fig. 2.3 shows the overview of the Apache Spark cluster. Apache Spark cluster

consists of one master node and several worker nodes or executor nodes. The master

node is a driver, which is used for task scheduling. Spark sequentially initiates a

scheduling process with jobs, steps, and tasks. The step is a subset of tasks partitioned

from collective jobs, which is used to match the map and reduce phase. An executor

is created for each program for each worker node. The executor runs the tasks and

caches the data in memory or disk [34].

This thesis uses the Apache Spark cluster to compute feature vectors for SNP se-

quences using a complex network. The approach for feature extraction is made scalable

using Apache Spark Big Data framework to handle vast amounts of genomic sequences

so that each CPU core will take one sequence at a time and extract features. The
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Figure 2.3: Apache Spark Architecture

proposed S-MaxMin algorithm is also integrated with the Apache Spark framework to

find the optimal number of clusters.

For the clustering analysis for the huge SNP sequence datasets, various evaluation

metrics are used to evaluate the performance of the feature extraction approaches.

Evaluation metrics such as the Silhouette Index [35] and Calinski-Harabasz Index [36]

are used to assess the performance of the feature extraction approach using several

clustering techniques. The details of these measures are presented in the next subsec-

tion.

2.6 Performance Measures

To evaluate the performance of the proposed feature extraction approach on un-

labeled SNP datasets using clustering analysis, two internal evaluation measures are

used, the Silhouette Index and the Calinski-Harabasz Index, which is discussed sub-

sequently in this subsection.

1. Silhouette Index (SI): SI [35] quantifies how well-separated the clusters are

compared to how closely the data points within each cluster are grouped to-
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gether. It is calculated using Eq. (2.17).

SI(i) =
bi − ai

max(ai, bi)
, (2.17)

where ai is average intra-cluster distance of datapoint i, and bi is average inter-

cluster distance of datapoint i with the nearest cluster. The SI ranges from −1

to 1. To calculate the SI for the entire dataset, average the SI of all data points,

which is depicted in Eq. (2.18).

SI =
1

n

n∑
i=1

SI(i). (2.18)

2. Calinski-Harabasz Index (CH Index): CH index [36] for N data points and

K clusters for dataset X ∈ {x1, x2, ..., xN} is computed using Eq. (2.19).

CH =

∑K
k=1 nk||ck − c||2∑K

k=1

∑nk

i=1 ||xi − ck||2
∗ N −K

K − 1
, (2.19)

where, nk is the number of datapoints in cluster k, ck is the centroid of the kth

cluster, and c is the global centroid.

The real-life plant genome SNP dataset used to analyse the proposed approach for

extracting features based on the complex network is discussed in the next section.

2.7 Real life Plant Genome SNP dataset

This section will discuss the SNP datasets used in the analysis. SNP datasets

are employed to validate our proposed scalable feature extraction technique, and an

algorithm is developed to determine the optimal number of clusters.

1. Modified Wm82 a2 SNP50K dataset with JS-335 [37]: The comparison is

performed with the complete genome sequence of JS-335 to William82 Assembly

4 Genomic sequence (100x coverage). After modification, the SNP dataset for

JS-335 is 0.9GB in size and contains 24,632 data samples and 13,903 SNPs.
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2. Wm82 a1 SNP50K dataset [38]: The whole dataset has a size of 1.7GB, with

20,087 data samples and 42,509 SNPs.

3. MAGIC-rice [39]: This dataset consists of 16,932 SNP sequences, which are

separated into 12 separate files for each of the 12 chromosomes (1-12). For

feature extraction and clustering, all the chromosomes are combined to create

the MAGIC-rice SNP dataset.

4. 248Entries Rice [40]: The 248Entries Rice dataset consist 248 data samples.

The size of the dataset is 30.8 MB.

The dataset details are shown in Table 2.1.

Parameters
Datasets
Modified Wm82 a2
SNP50K

Wm82 a1
SNP50K

MAGIC-rice 248Entries Rice

Number of samples 24,632 20,087 16,932 248
SNP Length 13,903 42,509 53,374 40,840
Size 0.9GB 1.7GB 1.05GB 30.8MB

Table 2.1: Dataset Description
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Chapter 3

A Scalable method for extracting features

using a complex network from SNP

sequences

This chapter proposes a scalable feature extraction approach based on the complex

network for a huge SNP sequence dataset. A scalable 21-dimensional feature extraction

method is proposed, which extracts features using a complex network model [12]. The

first section of the chapter discusses the conversion of SNP sequences into complex

networks, as outlined in Section 3.1. The second section addresses the extraction

of features from the complex network using the proposed scalable feature extraction

technique, detailed in Section 3.2. This is followed by two more sections for evaluating

the proposed approaches to extract features mentioned in Section 3.3 and Section 3.4.

3.1 Mapping SNP sequences to Complex Network

To convert the SNP sequences into a complex network, firstly, the extraction of

consecutive substrings of size k from the SNP sequences is performed, commonly

referred to as kmers, and then proceed to create nodes. Each node in a complex

network of SNP sequences represents a distinct kmers, with 4k nodes possible. The

value of k for kmers is set to three, as shown in Fig. 3.1 because k less than three

would have a smaller number of nodes (1mer or 2mer), which leads to higher weights for
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each edge in the complex network. Therefore, applying the threshold on the complex

network would not alter its overall structure. Therefore, an identical collection of

seven feature vector sets can be inferred. Also, when the k increases, more nodes are

formed, resulting in lower edge weights and a larger likelihood of graph disconnection.

Therefore, it is determined via experimentation that the ideal value for the threshold

is 3, and the obtained results support this observation. Therefore, the total number

of nodes in the network will equal 64, which is derived from the calculation (4 ∗ 4 ∗ 4).

SNP Sequences

GAGAGTGACCA

1) GAG
2) AGA
3) GAG
4) AGT
5) GTG
6) TGA
7) GAC
8) ACC
9) CCA

Threshold

t = 0
t = 1

t = 2

2 1

1
11

1

2 0

00

0 0

0

0
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Extract
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Figure 3.1: Proposed Complex Network for SNP sequence

An edge is established whenever two 3mers occur consecutively, with the weight

of the edge set to one. Subsequently, when two 3mers occur consecutively again, the

weight of the edge is incremented by 1. The edge connecting the nodes represents
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the associativity between the two nodes, and each edge weight represents the fre-

quency with which two 3mers occur consecutively in the SNP sequence. This graph

is collectively known as a complex network.

The features from complex networks from different resolutions will be extracted

using thresholds. The approach will take an enormous amount of time to compute

features for huge amounts of SNP sequences. Therefore, a scalable approach to extract

features using thresholds for complex networks is proposed, which will be discussed in

detail in the subsequent section.

3.2 Proposed Scalable Feature Extraction of SNP

sequences using Complex Network

The proposed feature extraction process based on the complex network is shown in

Fig. 3.1. The feature extraction is conducted at various resolutions of a complex net-

work using the threshold. In each iteration from 0 to (threshold-1), when the threshold

is set to 0, the algorithm considers the entire complex network and subsequently ex-

tracts features. For threshold values of 1 and above, the algorithm removes edges with

weights equal to or less than the threshold value and then extracts features.

The threshold for this proposed approach using a complex network is set to three

because increasing the threshold would result in a larger number of features, many

of which would be zero. Conversely, setting the threshold below three would not

adequately capture the various aspects of the complex network. The same is verified

by performing extensive experiments.

In this proposed feature extraction technique, seven independent features are ex-

tracted, as discussed in Chapter 2, Section 2.2, extracting features at different reso-

lutions for threshold equals three, resulting in a 21-dimensional feature vector. The

features include centrality measures (Eqn. 2.4, Eqn. 2.6), assortativity (Eqn. 2.7),

density (Eqn. 2.9), average degree (Eqn. 2.10), total edges, and network motifs.

Other features, as described in [12], are not included, such as the average shortest
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path length, maximum degree and minimum degree. The reason for not including

the average shortest path length is the possibility of low edge weights in the graph,

which can lead to infinite path lengths when attempting to find the shortest path

between unreachable nodes. Also, maximum and minimum degrees have not been

considered because the average degree, which inherently accounts for the highest and

lowest values, has already been included in the feature vector.

Thus, the proposed feature vector is represented as follows:

< MBC(v)th=0,MBC(e)th=0, rth=0, Dth=0, degavgth=0
, |E|th=0, XY Zth=0,MBC(v)th=1,

MBC(e)th=1, rth=1, Dth=1, degavgth=1
, |E|th=1, XY Zth=1,MBC(v)th=2,MBC(e)th=2,

rth=2, Dth=2, degavgth=2
, |E|th=2, XY Zth=2 >

After extracting these seven independent features at threshold = 3, 21-dimensional

feature vectors are obtained, as shown in Fig. 3.1. The algorithm for extracting these

features is described in Algorithm 1. This algorithm describes converting the SNP

sequence into the complex network in lines 1− 4. Line 5, 6 extracts the seven features

for each threshold value (0, 1, 2).

Map() 
SNP Sequences to

RDDs ...

Perform
Feature_Extraction_Complex

_Network_Process()

Worker w

Master Node

reduce()

SNP sequences

Sequences 1

Sequences 2

Sequences w

Perform
Feature_Extraction_Complex

_Network_Process()

Worker 1

Perform
Feature_Extraction_Complex

_Network_Process()

Worker 2

Output

reduce()

reduce()

Executor Node

Collect Extracted
Feature Vectors

 Collect()

Master Node

Figure 3.2: Apache Spark Cluster for Feature Extraction

However, extracting these mathematical feature vectors from complex networks

takes enormous time. Hence, a scalable algorithm that integrates with the Apache

Spark framework is proposed to extract the proposed feature vector set from a large
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Algorithm 1: Feature Extraction Complex Network Process()

Data: SNP sequences A, T,G,C
Result: Extracted Feature Vectors
1: Initialise an empty graph G using an adjacency list for complex network
2: Read the sequence from input and store it in string seq
3: Generate k-mers of size k from the sequence, by breaking down the seq into k

length substrings, and store it in kmer
4: for i← 0 to kmer.size()− 1 do

Add kmer[i] and kmer[i+1] to the Graph G
if kmer[i] and kmer[i+ 1] is present in Graph G then

Increase edge weight size by one
end
else

Add an edge between kmer[i] and kmer[i+ 1]
end

end
5: Initialise a threshold value th (Hyper-parameter)

/* Apply threshold scheme */

6: for i← 0 to th− 1 do
for each edge e in G if edge weight ≤ threshold do

edge weight[e]← 0
end
if num of edges ≤ 1 then

break
end
Extract features from the graph as mentioned and store it in a file

end

SNP dataset, as illustrated in Fig. 3.2. Large amounts of SNP sequences are initially

partitioned into w chunks utilizing Resilient Distributed Datasets (RDDs). Subse-

quently, each chunk is assigned to a distinct worker node, parallelizing the extraction

process of features as shown in the Algorithm 2. In this algorithm, line 1 reads the

SNP sequences from the file and then distributes each sequence to various cores to

perform distributed computing on executor nodes using the Map function in Apache

Spark. This extraction is performed in parallel on multiple cores, and then the fea-

ture vectors are collected using the Collect function in Apache Spark. The flow of

Algorithm 2 in the Apache Spark Cluster is shown in Fig. 3.2.

A comprehensive discussion of the proposed scalable feature extraction technique
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Algorithm 2: Scalable Feature Extraction using complex network

Data: SNP sequences (A, T,G,C)
Result: Extracted Feature Vectors
1: Read the SNP sequence from the file
2: Map each sequence to RDDs
3: Perform Feature Extraction Complex

Network Process() algorithm for each sequence stored in RDDs.
4: Collect the feature vectors and store them in a file.

in terms of time complexity is discussed in the subsequent section.

3.3 Complexity Analysis

To calculate MBC(v) in complex networks for vertex and edge, first, betweenness

centrality at each node must be calculated according to Eq. 2.5. Calculating BC(v)

in one node for undirected graphs takes O(V + E) time. To calculate the BC(v) for

each node, time complexity will be O(V ∗ (V + E)); hence, summing all BC(v) and

averaging it will result in MBC(v) according to Eq. 2.6.

To calculate assortativity, the degrees of each node need to be calculated, which

takes O(E) time, and assortativity needs to be calculated using Eq. 2.7. The sum

of products of degrees of connected nodes, the sum of degrees, and the sum of the

square of degrees need to be calculated, which takes O(E) time in total, and then

applying the Pearson correlation formula, which takes O(1) time. Hence, calculating

assortativity requires O(E) time. To calculate the density of the graph, average degree

connectivity and number of edges from the complex network, it takes O(E) time to

compute. Calculating network motifs of size 3 includes enumerating triplets, check-

ing for connectivity and counting motif occurrences, which takes time complexity of

O(V 3).

Overall, the time required to calculate the feature vector for any type of graph

(sparse or dense) requires a time complexity of O(V (V + E) + E + V 3) ≈ O(V 3)

and if there are n genome sequences, then the time required will be O(nV 3). The

approach to extract the features is made scalable according to Algorithm 2 to reduce
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time complexity. The time complexity to find the extracted feature for n genome

sequences is reduced to O(nV 3/w), where w is the number of worker nodes.

Further in Section 3.4, the experimental evaluation of the proposed feature extrac-

tion technique is presented.

3.4 Experimental Evaluation

In this thesis, four unlabelled plant genome SNP datasets are utilized. To evaluate

the performance of the proposed approach, two state-of-the-art clustering techniques

have been employed: K-means [24] and FCM [7] to assess the effectiveness of the

proposed approach independent of the learning models. This section describes the pa-

rameters used for the clustering techniques. Subsequently, we discuss the experimental

results on various SNP datasets and the runtime analysis at each core, followed by

statistical analysis for feature extraction techniques. Our investigation is conducted

in parallel environments with multiple cores using the Apache Spark environment.

The Precision 5820 tower is utilized, with features including an Intel Xeon W-2102

@2.90GHz chipset, a 4-core processor, and 64GiB of RAM.

3.4.1 Parameter Specification

The parameter specification is described in Table 3.1. In the FCM algorithm, a

fuzzification parameter of 1.75 is used, and the experiment is conducted for values of

c ranging from 2 to 10. During our experiment, K-means and FCM algorithms are

executed for 10 epochs. Furthermore, no scaler has been employed to standardize the

properties of the data points.

Algorithms Parameter Values

FCM
Fuzzification Parameter (m) 1.75

Epochs 10
Number of clusters (c) 2-10

K-means
Epochs 10

Number of clusters (K) 2-10

Table 3.1: Parameter Specification
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In the next subsection, the comparative analysis of the proposed feature extraction

technique will be discussed with other state-of-the-art feature extraction approaches.

3.4.2 Evaluation of Feature Extraction Approaches

This section will discuss feature extraction results based on the complex network

for real-life genome SNP datasets, evaluated on different clustering algorithms.

1. Modified Wm82 a2 SNP50K

The clustering analysis has been conducted for clusters ranging from 2 to 10 for

both the proposed and existing approaches on the Modified Wm82 a2 SNP50K

dataset. From Table 3.2 and Fig. 3.3 shown for K-means, the proposed complex

network approach exhibits the best evaluation results in terms of SI and CH

Index, while the 3mer Approach demonstrates the worst-case performance.

Table 3.2: Results on Modified Wm82 a2 using K-Means

Modified Wm82 a2
SNP50K

Clusters Proposed Approach 12Dim Approach [14] 2mer Approach [4] 3mer Approach [4]

2 0.80663 0.70920 0.54613 0.21924
3 0.74572 0.58773 0.52433 0.23613
4 0.68030 0.31141 0.21282 0.24658
5 0.64573 0.33525 0.21589 0.23747

SI 6 0.59228 0.28658 0.22500 0.15022
7 0.59270 0.28366 0.22619 0.15164
8 0.53643 0.26817 0.22247 0.14030
9 0.51576 0.26709 0.17674 0.14047
10 0.51452 0.26926 0.16445 0.14067
2 40022.25911 16406.27757 7051.38113 4496.69638
3 45295.31967 15328.06741 7511.71364 3991.55615
4 47794.29026 14815.90659 6700.76759 3765.07412
5 46480.73833 15144.20967 6189.16412 3301.93535

CH Index 6 45491.72039 14547.38830 6016.94377 2968.71516
7 43958.36382 14915.84123 5733.84789 2638.59477
8 43159.86706 14251.58124 5353.65978 2404.43479
9 42343.89566 13671.72616 5069.50606 2207.44730
10 42291.02284 13144.87532 4825.91154 2037.83201
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Figure 3.3: Results on Modified Wm82 a2 using K-Means

In Table 3.3 and Fig. 3.4 have shown below the performance metrics for

Modified Wm82 a2 SNP50K using FCM clustering, the worst performance is

given by the 2mer Approach, and the best results for our proposed complex

network approach are observed in terms of SI and CH Index.

Table 3.3: Results on Modified Wm82 a2 using FCM

Modified Wm82 a2
SNP50K

Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]

2 0.80697 0.70377 0.12823 0.21738
3 0.74372 0.33387 -0.06135 0.16829
4 0.67750 0.29464 0.04619 0.17779
5 0.62999 0.25593 0.01827 -0.00448

SI 6 0.58931 0.18716 0.00795 0.04152
7 0.54542 0.16667 -0.14578 0.20287
8 0.51030 0.16284 -0.11929 0.02741
9 0.50812 0.15586 -0.22005 0.03082
10 0.50055 0.13711 -0.16016 0.18742
2 40015.63628 16336.49812 3403.75069 4456.38513
3 45240.69982 13992.14851 2224.91629 2622.64298
4 47753.77058 14535.95513 2378.74481 1758.19667
5 46311.73112 12563.46722 2717.87768 1338.82998

CH Index 6 45432.17984 11628.37240 2196.39417 1357.71508
7 43099.81612 10382.58927 1346.37465 2324.64139
8 40786.47328 9337.757580 1201.08359 923.646570
9 42145.56527 8496.130710 921.499979 804.833701
10 40645.73674 7728.933380 1013.18683 1348.29502
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Figure 3.4: Results on Modified Wm82 a2 using FCM

2. Wm82 a1 SNP50K

Using the K-means algorithm on the Wm82 a1 SNP50K dataset, the experimen-

tation is performed on cluster sizes ranging from 2 to 10 for both the proposed

and existing approaches, as depicted in Table 3.4 and Fig. 3.5. Our proposed

approach achieved the highest SI and CH Index values compared to all existing

approaches. Conversely, the 3mer Approach exhibited the poorest performance

among the evaluated approaches in the context of K-means algorithm evaluation.

Table 3.4: Results on Wm82 a1 using K-means

Wm82 a1 SNP50K Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]
2 0.98407 0.77372 0.73301 0.62650
3 0.97942 0.69807 0.62920 0.48258
4 0.97969 0.48347 0.60695 0.44948
5 0.97908 0.45427 0.30820 0.20844

SI 6 0.97733 0.44936 0.28520 0.20095
7 0.97249 0.45388 0.28544 0.20135
8 0.97237 0.45660 0.28730 0.17535
9 0.97276 0.39753 0.29573 0.17688
10 0.97261 0.37002 0.28584 0.18368
2 56014.048120 19894.24250 17482.12644 11307.7316
3 89244.878420 21848.31730 16549.21204 9244.12873
4 147112.98850 22156.18382 15965.47840 8774.85659
5 173423.92680 24678.73758 16324.04092 8002.45238

CH Index 6 189002.63640 27076.03005 16521.23506 7604.19289
7 193834.37010 28731.81992 16304.51976 7177.15371
8 206775.97140 29458.16256 16495.57486 6777.31670
9 222669.13200 30743.75744 16908.44574 6528.59008
10 226542.25830 30568.53089 16509.76687 6348.53524
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Figure 3.5: Results on Wm82 a1 using K-Means

Also, using FCM, the proposed approach demonstrated superior SI and CH

Index values compared to all existing approaches in evaluating performance as

illustrated in Table 3.5 and Fig. 3.6. Conversely, the 3mer Approach exhibited

the least favourable performance among the evaluated approaches.

Table 3.5: Results on Wm82 a1 using FCM

Wm82 a1 SNP50K Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]
2 0.98407 0.77133 0.72942 0.61653
3 0.97945 0.57046 0.36872 0.18769
4 0.97966 0.44980 0.28066 0.05892
5 0.97930 0.39888 0.23001 0.03057

SI 6 0.86328 0.42375 0.24274 0.00768
7 0.91505 0.38990 0.27669 -0.01607
8 0.97064 0.36018 0.27852 -0.02851
9 0.86796 0.34636 0.23938 -0.05831
10 0.86780 0.33568 0.21425 -0.02099
2 56014.048120 19880.52861 17463.48720 11271.3346
3 89216.938470 20428.92002 14719.25590 8313.00504
4 147064.03080 21133.85603 14245.21231 6089.98935
5 171889.31170 18585.83388 11866.58599 5303.69164

CH Index 6 143139.42670 21585.24809 12708.67562 4322.58233
7 120259.17900 20179.39214 11950.93982 3620.72011
8 178140.28420 18464.48670 11097.72922 3114.15083
9 165428.55720 17147.54362 10166.32590 2729.92688
10 189355.15080 16076.75183 9293.912839 2732.22616
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Figure 3.6: Results on Wm82 a1 using FCM

3. MAGIC-rice

Our analysis for K-means clustering, ranging the clusters from 2− 10, is shown

in Table 3.6 and Fig. 3.7 for the MAGIC-rice dataset. It’s evident that our

proposed approach outperforms other approaches in both the SI and CH Index

and the 3mer Approach is performing the worst.

Table 3.6: Results on MAGIC-rice using K-Means

MAGIC-rice Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]
2 0.89111 0.82538 0.75094 0.56925
3 0.53370 0.46454 0.52873 0.49444
4 0.51598 0.46640 0.51984 0.47858
5 0.55066 0.43270 0.50173 0.43639

SI 6 0.48034 0.43310 0.49350 0.41552
7 0.48788 0.43282 0.47324 0.38343
8 0.49119 0.39236 0.45589 0.36156
9 0.46969 0.38534 0.43526 0.34167
10 0.46373 0.40813 0.43721 0.31361
2 4692.315560 2020.21120 1617.28028 1489.60467
3 13010.92688 2837.55544 2560.84455 2351.08813
4 10870.07150 3684.18462 3369.77156 2911.51802
5 14587.10056 4484.81783 4132.40201 3405.94725

CH Index 6 14693.50429 5077.29506 5054.04251 3957.58019
7 19084.63866 5333.32790 5414.30004 4272.32192
8 18216.73292 5230.77522 5894.16196 4332.44539
9 20591.61157 5604.08935 5998.99074 4440.86519
10 21024.15202 5798.96697 6421.67297 4543.07258
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Figure 3.7: Results on MAGIC-rice using K-Means

Similarly, using FCM clustering analysis for MAGIC-rice, as shown in Table 3.7

and Fig. 3.8, our proposed approach performs better than other approaches.

Additionally, the 3mer Approach exhibits the worst performance in terms of SI

and CH Index.

Table 3.7: Results on MAGIC-rice using FCM

MAGIC-rice Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]
2 0.86429 0.83586 0.62311 0.52149
3 0.53943 0.53796 0.52679 0.50491
4 0.53090 0.53041 0.52277 0.48855
5 0.55087 0.51702 0.49969 0.45584

SI 6 0.49940 0.50398 0.49621 0.44397
7 0.48533 0.48261 0.46003 0.41241
8 0.46656 0.46294 0.45366 0.38007
9 0.45981 0.44935 0.44110 0.37213
10 0.44913 0.44859 0.43244 0.34823
2 4691.045630 2012.85510 1431.99432 1430.62501
3 3397.596320 2825.43260 2517.53865 2337.10037
4 3613.817130 2634.11364 3353.65404 2912.37031
5 9846.849070 4478.37392 4123.86775 3400.15004

CH Index 6 8968.912550 5078.26118 5053.04886 3959.18188
7 14392.44882 5317.18338 5417.06770 4279.52028
8 16227.49702 5415.60043 5887.91594 4332.63008
9 15338.37041 5339.88722 6270.29250 4438.83314
10 15188.17753 5789.04110 6598.19679 4514.95895
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Figure 3.8: Results on MAGIC-rice using FCM

4. 248Entries Rice

In the 248Entries Rice dataset, while evaluating with clusters ranging from

2 − 10, our proposed extracted features using the complex network on the K-

means algorithm are giving better results as compared to the other approaches

(refer Table 3.8 and Fig. 3.9).

Table 3.8: Results on 248Entries Rice using K-Means

248Entries Rice Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]
2 0.88551 0.81061 0.70799 0.45521
3 0.70117 0.68160 0.51446 0.07833
4 0.40497 0.40468 0.20535 0.07055
5 0.34667 0.34033 0.16118 0.06227

SI 6 0.34184 0.33092 0.14774 0.04917
7 0.29950 0.28079 0.10858 0.05168
8 0.30898 0.28179 0.11278 0.04056
9 0.29317 0.26825 0.09935 0.03939
10 0.29123 0.25288 0.10082 0.03809
2 488.41158 423.18917 232.25495 62.97499
3 601.54927 493.13256 198.79548 43.80500
4 599.30224 578.66184 184.37341 35.66217
5 587.66020 557.53169 157.94633 29.60674

CH Index 6 543.21454 523.40501 137.02295 25.30050
7 529.62586 493.33566 120.42573 21.75028
8 527.38309 465.38500 108.24468 19.29177
9 516.66197 452.95120 96.966936 17.46108
10 505.72734 435.83754 89.626142 15.87541
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Figure 3.9: Results on 248Entries Rice using K-Means

Similarly, when our proposed approach is evaluated on FCM, it gives better

results than other approaches in terms of both SI and CH Index (refer Table

3.9 and Fig. 4.5).

Table 3.9: Results on 248Entries Rice using FCM

248Entries Rice Clusters Proposed Approach 12Dim approach [14] 2mer Approach [4] 3mer Approach [4]
2 0.88551 0.83078 0.72327 0.10106
3 0.70117 0.50938 0.21774 0.10566
4 0.42515 0.40335 0.12561 0.10566
5 0.33539 0.33495 0.10221 0.10566

SI 6 0.33383 0.26577 0.06910 -0.00586
7 0.27741 0.23375 0.04947 0.10566
8 0.28175 0.22003 0.03224 -0.05217
9 0.26662 0.21425 0.00286 0.10566
10 0.28076 0.20290 0.02743 0.10566
2 488.41156 414.14023 228.83399 28.92225
3 601.54927 433.27628 184.66718 29.39383
4 595.79717 577.87258 153.44290 29.39383
5 580.05830 556.84342 150.61909 29.39383

CH Index 6 537.26952 500.60561 126.82166 15.13109
7 497.17070 451.83690 108.29620 29.39383
8 474.15067 437.95842 94.397050 10.61397
9 439.32546 429.43141 82.865580 29.39383
10 447.52045 409.96726 75.249230 29.39383
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Figure 3.10: Results on 248Entries Rice using FCM

Overall, the values presented in Table 3.2 and Table 3.3 for Modified Wm 82 a2

dataset, Table 3.4 and Table 3.5 for Wm 82 a1 dataset, Table 3.6 and Table 3.7 for

MAGIC-rice, and Table 3.8 and Table 3.9 for 248Entries Rice represent the results

obtained from the experiment of our proposed feature vector set on K-means and FCM

clustering, respectively, with different performance evaluation metrics (SI and CH In-

dex). The comparison is performed with different state-of-the-art approaches (12Dim

Approach, 2mer Approach, and 3mer Approach) to varying values of K (ranging from

2 to 10).

Here, the value of SI indicates how well the clusters are well-separated using inter-

cluster distance and intra-cluster distance ranging values from [-1 to 1]. A SI value

close to 1 means the object is well-matched to its cluster and poorly matched to

neighbouring clusters. This suggests a good separation between clusters. The SI value

close to 0 indicates that the object is on or close to the decision boundary between two

neighbouring clusters. SI value close to −1 suggests that the object may have been

assigned to the wrong cluster. It is more similar to neighbouring clusters than to its

cluster. Additionally, the CH Index compares the ratio of inter-cluster dispersion to

intra-cluster dispersion for different clustering solutions. The CH index values range

from 0 to positive infinity.
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So, SI values close to +1 are preferred to justify how better the clustering is

performed, and a higher CH value suggests a better separation between clusters.

Our proposed approach for extracting features based on complex networks has been

made scalable, and the computation time has been significantly reduced by integrating

the Apache Spark Big Data framework. The core-wise runtime computation for each

dataset is presented in the next subsection.

3.4.3 Runtime Analysis for proposed Feature Extraction Ap-

proach

The time required to extract features from real-life plant SNP datasets is calculated

to demonstrate scalability, as shown in Table 3.10. There is a significant difference in

the time required to extract the features of complex networks on a single core versus

multiple cores. Therefore, more executor nodes with multiple cores can be utilized to

reduce time.

Table 3.10: Runtime for feature extraction using complex network on different cores
using Apache spark

Dataset Time (hh:mm:ss)
1 core 2 core 3 core 4 core

Modified Wm82 a2 SNP50K 07:58:08 06:01:14 03:49:28 02:31:59
Wm82 a1 SNP50K 18:54:32 13:01:52 09:48:15 05:39:09
MAGIC-rice 32:03:12 25:24:03 16:36:51 08:54:27
248Entries Rice 00:22:57 00:17:46 00:11:03 00:06:15

To statistically prove that our proposed approach is superior to other state-of-the-

art approaches, a non-parametric test, the Friedman test, is performed. To evaluate

which approach is performing better, the Nemenyi posthoc test is conducted, which

is discussed in detail in the next subsection.
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3.4.4 Statistical Analysis of Experiment Results of Feature

Extraction Techniques

In this analysis, SI values are initially extracted from Tables 3.2, 3.3, 3.4, 3.5, 3.6,

3.7, 3.8, and 3.9, specifically focusing on the row associated with a cluster value of 2.

This selection is made due to the observation that, for K = 2, higher SI values are ob-

tained in comparison to other cluster values, and is shown in Table 3.11. Subsequently,

statistical analysis is conducted on these extracted values utilizing the Friedman test.

The Friedman test is a non-parametric test in which it ranks the algorithm for each

dataset separately, and the best-performing algorithm gets the rank of 1, the second

best rank of 2, ..., and so on. In the case of ties, average ranks are assigned. This

assigning of rank is shown in Table 3.12 for Table 3.11. This test assesses whether the

compared methods are different. If they are, the Nemenyi post-hoc test is utilized to

identify their differences.

Table 3.11: Different datasets with K-means and FCM values taken from cluster 2
compared with four different methods of feature extraction

Silhouette Index(SI) Scores

Datasets
Proposed
Approach

12Dim
Approach

2mer
Approach

3mer
Approach

Modified Wm82
a2 (K-means)

0.80663 0.7092 0.54613 0.21924

Modified Wm82
a2 (FCM)

0.80697 0.70377 0.12823 0.21738

Wm82 a1 (K-means) 0.98407 0.77372 0.73301 0.6265
Wm82 a1 (FCM) 0.98407 0.77133 0.72942 0.61653

MAGIC-rice (K-means) 0.89111 0.82538 0.75094 0.56925
MAGIC-rice (FCM) 0.86429 0.83586 0.62311 0.52149
248Entries (K-means) 0.88551 0.81061 0.70799 0.45521
248Entries (FCM) 0.88551 0.83078 0.72327 0.10106

The Friedman test with the corresponding post-hoc test is used for the 4 algorithms

across 8 datasets (4 different datasets, each containing 2 different values). Here, equal-

ity among all methods is assumed under the null hypothesis. The Friedman statistic

is computed for the ranks on SI values from Table 3.12 as
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Table 3.12: Rank comparison based on the highest of all the SI on all clusters (Ta-
ble 3.11) of the proposed approach for feature extraction, 12Dim Approach, 2mer
Approach, 3mer Approach

Datasets
Proposed
Approach

12Dim
Approach

2mer
Approach

3mer
Approach

Modified Wm82
a2 (K-means)

1 2 3 4

Modified Wm82
a2 (FCM)

1 2 4 3

Wm82 a1 (K-means) 1 2 3 4
Wm82 a1 (FCM) 1 2 3 4

MAGIC-rice (K-means) 1 2 3 4
MAGIC-rice (FCM) 1 2 3 4
248Entries (K-means) 1 2 3 4
248Entries (FCM) 1 2 3 4
AVERAGE RANK 1 2 3.125 3.875

χ2 =
12N

k(k + 1)

(
k∑

j=1

R2
j −

k(k + 1)2

4

)
(3.1)

where χ2 is the Friedman test statistic, N is the total number of observations (in

this case N = 8), k is the number of methods (k = 4), and Rj is the sum of ranks for

methods j.

χ2 = 12∗8
4∗(4+1)

((1.000)2 + (2.000)2

+(3.125)2 + (3.875)2 − 4×(4+1)2

4
≈ 22.95

Now, FF of the F-distribution will be calculated using

FF =
(N − 1)χ2

N(k − 1)− χ2
, (3.2)

which equals ≈ 3511.35, with degree of freedom ((k − 1), (k − 1)(N − 1)) which is

(3,21). The critical value of F (3, 21) is 3.028 for the significance level at α = 0.05.

The null hypothesis is rejected since the value of FF = 3511.35 > 3.028. Further,

the Nemenyi posthoc test is performed for pairwise comparison of methods and is

verified by computing the critical difference (CD) at p = 0.10, which is computed

using, CD = qα

√
k(k+1)
6N

which CD = 1.17263.
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The difference between the average ranks of 12Dim approach, 2mer Approach, 3mer

Approach with the proposed approach are (2.000 − 1.000), (3.125 − 1.000), (3.875 −

1.000), respectively. The majority of the differences are greater than CD(1.17263), so

it can be concluded that our proposed approach is significantly better than the other

compared approaches for clustering.

3.5 Summary

In this chapter, the scalable alignment-free feature extraction approach based on

the complex network for huge SNP sequences was proposed. This was done by dis-

tributing the SNP sequences on various cores using the Apache Spark Big Data pro-

cessing framework. Each worker node will extract the features one sequence at a

time. To assess the effectiveness of the proposed feature vector set for SNP sequences,

state-of-the-art clustering algorithms, K-means and Fuzzy c-means (FCM), were uti-

lized to group similar sequences. The proposed approach was assessed on four real-life

plant genome SNP datasets viz. Modified Wm82 a2 SNP50K, Wm82 a1 SNP50K,

MAGIC-rice and 248Entries Rice. To assess the performance, comparison criteria

such as inter-cluster and intra-cluster distances were utilized, using the Silhouette

Index (SI) and Calinski-Harabasz (CH) Index for each dataset. Our experimental

analysis demonstrates that our proposed approach surpasses in terms of SI and CH

Index from the existing state-of-the-art feature extraction techniques for each dataset.

Also, to statistically verify that our proposed approach for feature extraction was

better than the other approaches, the Friedman test was used, followed by the Nemenyi

post-test. It was found that the majority of the algorithm’s rank differences from the

average rank of our proposed approach are greater than the critical difference. Hence,

our proposed approach for feature extraction performs better statistically.
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Chapter 4

A Scalable Algorithm for finding the

optimal number of clusters

In the previous chapter, mathematical feature vectors based on a complex network

are found for real-life genome SNP sequences. A clustering analysis then needs to be

performed to identify similar sequence clusters. However, clustering analysis requires

the number of clusters as input. Therefore, this chapter proposes an algorithm called

the Max of Min, which uses a distance-based, linear-time approach to find the optimal

number of clusters. Section 4.1 describes the Max of Min algorithm concept. Then,

the parallelization of the Max of Min algorithm is discussed in Section 4.2, i.e., the

S-MaxMin Algorithm, to quickly determine the optimal number of clusters for a large

input vector. Further in Section 4.3, the complexity of the proposed algorithm is

discussed, followed by experimental analysis in Section 4.4. Finally, to decide the

hyperparameter value of the proposed algorithm, sensitivity analysis is discussed in

Section 4.5.

4.1 Design of Proposed Max of Min Algorithm

The Max of Min algorithm is designed to find the optimal number of clusters using

the distance metric on the partitioned dataset. The principle of the Max of Min

algorithm is as follows: Let the dataset X with n data points be defined as follows:

X = {x1, x2, ..., xn}. The centroids for each cluster formed are defined as {c1, c2, ..., ck},
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where k is the number of clusters that can be formed using this algorithm, and ci is

the chosen data point to be cluster centre. This ci is never updated as this is only used

to find the number of clusters. In theory, each cluster should contain data points very

near each other. This algorithm computed the distances between every data point

xi and cluster centre cj using the Euclidean distance represented as ||xi − cj||. Let

dmax represent the maximum distance between cluster centres (inter-cluster distance).

From each cluster, find the farthest point xfi , and compute the distance from cluster

centre xci and xfi . Let v = ||xci − xfi ||.

A threshold logic will be used to determine whether to include the next cluster

centre, which is:
v

dmax

>= threshold (4.1)

where the value of the threshold will range from 0 to 1. v
dmax

, this value will always be

in the range from 0 to 1, as v indicates intra-cluster distance, dmax represents inter-

cluster distance, and intra-cluster distance should always be less than or equal to the

inter-cluster distance.

The proposed algorithm is described in Algorithm 3. Line 1 of this algorithm

selects a random data point, assumed to be a cluster centre, and identifies a data point

farthest from the chosen cluster centre. Subsequently, each data point is assigned to

its corresponding cluster based on the minimum distance in line 2. Starting from line

3, the algorithm iteratively determines the farthest data point within each cluster,

denoted as xfi , having a distance v farthest compared to all cluster centres. In line 4,

the algorithm computes dmax, representing the maximum inter-cluster distance. Based

on Eq. (4.1), the algorithm assesses whether xfi may be a new potential cluster centre

to form a new cluster.

The acceleration of this algorithm is possible using parallel computation, particu-

larly in the phase where the cluster to which each datapoint belongs is determined.

This aspect can be parallelized, and a detailed discussion is provided in the next

section.
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Algorithm 3: Max of Min Algorithm

Data: X ∈ {x1, x2, x3, ...xn}
Result: k : number of clusters
/* Initialise(To find two cluster centres c1 and c2) */

1: Choose a data point randomly from X call it xc1. Suppose xc2 ∈ X is the farthest
point wrt xc1. xc1 and xc2 are the centre of cluster c1 and c2, respectively ;

2: for i← 1 to n do
if ||xi − xc1|| is minimum then

Assign xi to c1 ;
end
else if ||xi − xc2|| is minimum then

Assign xi to c2 ;
end

end
/* Generate more clusters if possible */

3: Let c1, c2, ..., ck be clusters, and let xfi be the farthest point in cluster ci with
respect to cluster centre xci

4: Let dmax is the largest distance between the cluster centres c = {xc1, xc2, ...xck}
5: v = max(||xf1 − xc1||, ||xf2 − xc2||, ...||xfk − xck||)
6: Let ||xfi − xci|| be maximum, i.e., v = ||xfi − xci||;
7: if v

dmax
≥ threshold then

Include xfi as ck+1 cluster;
for i← 1 to n do

u = min(||xi − xc1||, ||xi − xc2||, ..., ||xi − xck||);
if ||xi − xc1|| is minimum then

xi ← c1;
end

end

end
8: else

Output k
end

4.2 Design of Proposed Scalable Max of Min Al-

gorithm using Apache Spark: S-MaxMin Al-

gorithm

The bottleneck in the Max of Min algorithm occurs during each iteration when

the distance between each data point and all cluster centres is calculated as shown in
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Algorithm 3 in lines 3-4. However, this process may be optimized by parallelizing it, al-

lowing for simultaneously determining the minimal distance value for each data point.

The map and reduce-by-key function will be employed in Apache Spark’s framework.

Initially, the process involves creating Resilient Distributed Datasets (RDDs) for the

data points. Subsequently, these RDDs are subjected to mapping operations to deter-

mine the minimum distance, as shown in Fig. 4.1. Finally, the maximum distance is

obtained using the reduce-by-key function on the computed minimum distances. This

method of integrating Apache Spark considerably reduces the execution time of the

proposed algorithm on large input vectors.

Figure 4.1: Workflow of S-MaxMin Algorithm

A comprehensive discussion of time complexity analysis for the proposed Max of

Min algorithm and S-MaxMin algorithm is discussed in the subsequent section.
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4.3 Complexity Analysis

The Max of Min algorithm incrementally forms k clusters, where the determination

of the value of k relies on the dataset’s inherent structure. For each iteration, all the

data points need to be assigned to their respective clusters. Therefore, the time

complexity of the proposed algorithm Max of Min is O(n.k), with k representing the

number of clusters output by the proposed algorithm.

In the S-MaxMin algorithm, each datapoint assignment to the cluster is parallelised

by integrating the Apache Spark Big Data framework into the algorithm. Therefore,

the time complexity for the S-MaxMin algorithm becomes O(n.k/w), where w is the

number of worker nodes.

The evaluation of the results obtained from the proposed Max of Min algorithm on

benchmark and real-life plant genome datasets is discussed in detail in the subsequent

section.

4.4 Experimental Evaluation on Benchmark and

Real life datasets

The S-MaxMin Algorithm is executed on various benchmark and real-life datasets

to find the optimal number of clusters. This proposed algorithm has one hyperparam-

eter threshold, which is set to be 0.5 for these experiments.

A. Benchmark Datasets

The benchmark datasets have executed the algorithm on eight bench-

mark datasets, including Iris [41], Parkinsons [41], PIDD (downloaded from

https://www.kaggle.com/uciml/pima-indians-diabetes-database), Wine

[41], WDBC [41], Diabetes [41], Vehicle Silhouettes [41], Customer Churn

datasets (downloaded from https://www.kaggle.com/datasets/hassanamin/

customer-churn), as shown in Table 4.1, producing the correct number of clus-

ters when compared to the actual number of classes.

47

https://www.kaggle.com/uciml/pima-indians-diabetes-database
https://www.kaggle.com/datasets/hassanamin/customer-churn
https://www.kaggle.com/datasets/hassanamin/customer-churn


Table 4.1: Results on Benchmark Datasets

Datasets Number of features Actual number of classes
S-MaxMin cluster
prediction

Iris 4 3 3
Parkinsons 23 2 2

PIDD 9 2 2
Wine 13 3 3

WDBC 30 2 2
Diabetes 8 2 2

Vehicle Silhouettes 18 3 3
Customer Churn 16 2 2

B. Real life Datasets

The approach is implemented on real-life datasets, and the resulting number of

clusters is presented in Table 4.2. A characteristic indicating the cluster number

where a high SI is observed is generated, followed by a comparative analysis of

our findings. Upon executing the S-MaxMin algorithm for the Wm82 a1 dataset,

it is observed that the resulting number of clusters is 3. However, the maximum

SI obtained is 2. This finding is consistent with the information in the Table

for the Wm82 a1 dataset, where both the K-means and FCM algorithms exhibit

similar SI for clusters 2 and 3. Therefore, when the number of clusters is set to

3, the clustering performance is likewise deemed satisfactory. Furthermore, the

algorithm yielded accurate findings for the output for the remaining datasets.

Table 4.2: Results on Real-life Datasets

Proposed Approach
Feature Set

S-MaxMin cluster
Prediction

Cluster number with
Max SI

Modified Wm82 a2 2 2
Wm82 a1 3 2
MagicRice 2 2

248Entries Rice 2 2

In this proposed algorithm, the value of v
dmax

will range between 0 and 1 because

v represents the intra-cluster distance and dmax represents inter-cluster distance, and

v ≤ dmax. Therefore, its value lies between 0 and 1. In our case, the threshold has

been set to 0.5 after performing a sensitivity analysis on the threshold parameter,

which will be discussed in the next section.
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4.5 Parameter Sensitivity and Calibration Analy-

sis for S-MaxMin Algorithm

To identify the threshold value for the S-MaxMin algorithm, sensitivity analysis is

conducted on different threshold values (ranging [0−1]) on eight benchmark datasets,

as shown in Fig. 4.2a (Iris), Fig. 4.2b (Parkinsons), Fig. 4.3a (PIDD), Fig. 4.3b

(Wine), Fig. 4.4a (WDBC), Fig. 4.4b (Diabetes), Fig. 4.5a (Vehicle Silhouettes) and

Fig. 4.5b (Customer Churn). When the threshold is set to 0.5 for each dataset, the

optimal number of clusters is consistently obtained for the benchmark dataset, where

the actual number of classes is known. Hence, the threshold value is set to 0.5.

For the unlabelled real-life plant SNP datasets, in the proposed S-MaxMin al-

gorithm, the threshold parameter is calibrated to identify the optimal number of

clusters. Clustering analysis is performed for each dataset across various ranges of K

values (2− 10). Specifically, for the Modified Wm82 a2 SNP50K dataset, the results

are presented in Tables 3.2 and 3.3; for the Wm82 a1 SNP50K dataset, in Tables 3.4

and 3.5; for the MAGIC-rice dataset, in Tables 3.6 and 3.7; and for the 248Entries

Rice dataset, in Tables 3.8 and 3.9. Subsequently, internal validation metrics such as

SI and CH Index are calculated for each clustering result. This calibration process de-

termined the optimal number of clusters for the unlabelled real-life plant SNP dataset,

prioritizing those with high SI Scores, as shown in Table 4.2. The validation of our

proposed S-MaxMin algorithm yields nearly identical results across datasets except

for the Wm82 a1 dataset. This observation aligns with the data presented in Table

3.4 and 3.5 for the Wm82 a1 dataset, where both the K-means and FCM algorithms

demonstrate similar SI values for clusters 2 and 3. Therefore, when the number of

clusters is set to 3, the clustering performance is likewise deemed satisfactory.

49



(a) Iris (b) Parkinsons

Figure 4.2: Sensitivity Analysis for threshold of Benchmark datasets (a) Iris (b)
Parkinsons

(a) PIDD (b) Wine

Figure 4.3: Sensitivity Analysis for threshold of Benchmark datasets (a) PIDD (b)
Wine
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(a) WDBC (b) Diabetes

Figure 4.4: Sensitivity Analysis for threshold of Benchmark datasets (a) WDBC (b)
Diabetes

(a) Vehicle Silhouettes (b) Customer Churn

Figure 4.5: Sensitivity Analysis for threshold of Benchmark datasets (a) Vehicle Sil-
houettes (b) Customer Churn

4.6 Summary

This chapter proposed an algorithm to find the optimal number of clusters called

the Max of Min Algorithm, which uses a distance-based, linear-time approach. The

bottleneck in the Max of Min algorithm is that there is a serial computation for the
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distance between each data point and all cluster centres, which can be done in parallel.

So, this part is parallelised, and a scalable version of Max of Min is introduced, called

the S-MaxMin algorithm. This algorithm is made scalable using Apache Spark Big

Data framework to reduce the time it takes for a large dataset to find the optimal

number of clusters.

The S-MaxMin algorithm was applied to various benchmark datasets to validate

its effectiveness. Our results correctly identified the number of clusters compared to

the ground truth. Additionally, unlabelled real-life plant genome SNP datasets were

used to determine the optimal number of clusters, achieving high Silhouette scores

when conducting experimental analysis using clustering algorithms, further validating

our method. Moreover, to identify the threshold value (hyperparameter), sensitivity

analysis was conducted on different threshold values (ranging [0 − 1]) on different

benchmark datasets and found an optimal value of 0.5.
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Chapter 5

Scalable Integrated Framework for

Genome Assembly and Special Trait

Identification for Real-Life Crop data

The methods developed in Chapter 3 and Chapter 4 are designed for SNP sequences

to extract features based on the complex network and identify the optimal number

of clusters using the S-MaxMin algorithm, respectively. The plant breeders (Agri-

Scientist) face the challenge of identifying crops similar to unknown crops as no end-

to-end solution is developed, and each process has to be done with separate tools,

making it difficult for plant breeders to set up the environment and then analyse.

Thus, in this chapter, an integrated framework is developed that first preprocesses the

raw sequences and then identifies crops similar to the unknown plant species.

The flow of this chapter is as follows: firstly, we discuss the conversion of the short

reads (raw data) into SNP sequences in Section 5.1, followed by the architecture for

scalable integrated framework solution, which will be discussed in Section 5.2. Finally,

the experimental results will be discussed for the developed architecture on real-life

plant genome sequence JS-335 (collected from ICAR - Indian Institute of Soybean

Research Indore in raw short reads form) in Section 5.3.
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5.1 Data collection and Preprocessing to extract

SNP sequences

Plant genome data are generated by the sequencing machine. The sequencing ma-

chine produces raw short reads (refer to Appendix A.1), as illustrated in Figure 5.1. To

extract the genome sequences such as DNA/RNA, Protein or SNP sequence from the

raw short reads, it is initially necessary to perform genome assembly, which involves

arranging the short reads in the correct order. Upon completion of the genome assem-

bly, the resultant output is referred to as the Whole Genome Sequence (WGS). From

this sequence, various encoded sequences, including those for DNA/RNA, Protein or

SNP sequence, can be derived. In this chapter, the focus is specifically on the SNP

sequence. Composed of four distinct nucleotides—adenine (A), thymine (T), guanine

(G), and cytosine (C)—these sequences facilitate the categorization of individuals into

disease risk categories in plants and enable the more reliable prediction of treatment

outcomes [1], [2].

The extraction of the SNP sequences from the raw short reads is shown in Fig.

5.2. Initially, the quality of the short reads is assessed using the FastQC software

package (discussed in detail in Appendix A.2). Corrective measures such as adaptor

or base trimming are implemented if the quality assessment for short reads indicates

poor quality. Subsequently, the short reads are assembled utilizing the BWA-mem

(Burrows-Wheeler Alignment Maximal Exact Matching) algorithm (discussed in detail

in Appendix A.4), which facilitates the alignment of short reads relative to the higher

coverage reference genome sequence. This reference genome assembly process yields a

Sequence Alignment Map (SAM) file (discussed the attributes of SAM file in Appendix

A.5). Given the substantial size of the SAM file, which complicates further processing,

it is converted into a Binary Alignment Map (BAM) file, which is a lossless compression

of the SAM file, thereby enabling more efficient handling. Following this, the variant

calling function extracts SNPs from the assembled sequence or BAM file. The newly

extracted SNP dataset is merged with the pre-existing SNP dataset.

A new Indian variety real-life plant genome sequence is collected from ICAR-Indian
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Figure 5.1: Overview

Institute of Soybean Research, Indore, called a JS-335 variant. The genome of JS-335

is assembled using the genome assembly algorithm with the help of the Reference

genome William82 Assembly 4 Genomic sequence, achieving 100x coverage as shown

in Fig. 5.2. Subsequently, SNP sequences are extracted from the JS-335 variant using

a variant calling function (refer Appendix A.6) and merged with the open source

SNP50K Wm82 a2 dataset, forming a new dataset designated as the Modified Wm82

a2 SNP50K dataset with JS-335. This dataset is approximately 1.7GB, comprising

48,632 SNP sequences with 13,903 nucleotides per sequence.

When integrating the data preprocessing and data analytics components (including

feature extraction and determining the optimal number of clusters), a new scalable

integrated framework is developed. This framework will be discussed in detail in the

following section.
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Base Trimming

Perform Reference
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(Genomic Analysis Tool
Kit)
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No

Yes

Input

Input

Output

BWA-mem algorithm

Figure 5.2: Preprocessing (Raw Short Reads → SNPs)

5.2 Architecture of Scalable Integrated Framework

The scalable integrated framework is shown in Fig. 5.3. As discussed in Section

5.1, the raw short-read data is first preprocessed, and the plant genome SNP sequence

is extracted. The preprocessing includes the assembly of short reads with the help of

the reference genome using the BWA-mem algorithm to obtain WGS, followed by a

variant-calling operation on the WGS to extract the SNP sequence.

This new SNP sequence of unknown species of soybean crops is merged with the

existing open-source SNP50K Wm82 a2 dataset for soybean crops, which can help

identify which existing soybean crops are similar. SNP50K Wm82 a2 dataset contains

around 50,000 SNP sequences, which are carefully selected from an initial set of more

than 200,000 SNP sequences such that the dataset achieves an even distribution across

the genome. The dataset has been used extensively for genotyping the USDA Soybean

Germplasm Collection and has facilitated numerous genomic studies and breeding
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Figure 5.3: Scalable Integrated Framework for Breeders for an Indian variety soybean
genome SNP sequence: JS-335

efforts in soybeans 1.

After merging this new sequence, the proposed scalable approach based on the

complex network is applied to find the features of all the SNP sequences present in

the merged SNP50K Wm82 a2 dataset. A 21-dimensional feature vector of all the

sequences is obtained. The advantage of using our proposed approach is that it is

1https://www.soybase.org/snps/
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scalable, takes much less time to extract the features, and captures context-based

information.

The other input that the clustering algorithm requires is the input of the number

of clusters. The proposed scalable approach, S-MaxMin, is used to find the optimal

number of clusters because the underlying algorithm used is the clustering algorithm to

find the optimal number of clusters. Hence, one must initially select a predetermined

number of clusters to apply clustering effectively. Subsequently, this initial choice

should be evaluated for every cluster number to determine the optimal number of

clusters using appropriate methods. Therefore, calculating the optimal number of

clusters from other methods takes enormous time.

These two inputs can be used to perform clustering analysis. After performing

clustering analysis, firstly, the cluster in which the unknown sequence’s datapoint

is present is identified. Then, the other data points in the respective cluster are

identified, and the mapped sequence name is found. The sequence name has already

defined characteristics, which can help find unknown sequences’ properties.

Further, in the subsequent section, we will discuss the results of the scalable inte-

grated framework on the real-life soybean crop JS-335.

5.3 Experiments and Results

In this section, the results for the real-life soybean crop JS-335, which is in its raw

form, are presented in terms of other crops similar to JS-335. We have developed an

integrated framework called Agri Genomics Data Management Platform that allows

users to directly input short reads from an unknown sequence (in our case, JS-335)

and a reference genome (in our case, the William82 Assembly 4 Genomic sequence).

The attributes of inputs are illustrated in Fig. 5.4.

Firstly, this integrated framework assembles the short reads using the reference

genome. Following assembly, SNP sequences are extracted. These sequences are then

integrated with the open-source SNP50K Wm82 a2 dataset. Subsequently, the pro-

posed feature extraction based on the complex network is performed for each sequence.
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Figure 5.4: Input attributes in Agri Genomics Data Management Platform

The proposed S-MaxMin algorithm determines the cluster number, which is 2 in this

case, and the FCM algorithm is used to cluster these sequences.

The output is a list of crops similar to those with the unknown sequence. As

shown in Fig. 5.5, sequences similar to JS-335 are identified. After executing the pro-

posed integrated framework, we got the results of the crop varieties from the SNP50K

Wm82 a2 dataset similar to JS-335. Some of which are: ’OHS305’, ’PI208439’,

’PI339867’, ’PI340052’, ’PI360834’, ’PI374160’, ’PI374178’, ’PI407287’, ’PI407998B’,

’PI407999-1’, ’PI416792’, ’PI423843’, ’PI424140’, ’PI424352’, ’PI424377’, ’PI437902C’,

’PI438257B’, ’PI503333’, ’PI506677’, ’PI506837’, ’PI506903’, ’PI507069’, ’PI509091B’,

’PI533656’, ’PI546051’, ’PI548207’, ’PI548287’, ’PI548972’, ’PI567447C’, ’PI567615’,

’PI567698B’, ’PI572240’, ’PI587979B’, ’PI594433B’, ’PI594465’, ’PI594552A’,

’PI594583’, ’PI603741B’, ’PI603778’, ’PI612610’, ’PI615446’, ’PI628962’, ’PI632905’,

’PI653916B’, ’PI654042’.

This framework assists plant breeders in identifying soybean crops that are genet-

ically similar to an unknown plant sequence, thereby helping in the identification of
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Figure 5.5: Results of crops for Identification of similar crops as JS-335

crops similar to those from the unknown sequence. This integrated framework can

serve as a general-purpose tool for plant breeders working with various crop varieties,

including rice, wheat, etc. The only requirement is to replace the open-source dataset

(in this case, SNP50K Wm82 a2 dataset) in the framework with the corresponding

dataset for the specific crop, along with the respective input for that crop.

5.4 Summary

This chapter discusses the preprocessing of the short reads of JS-335 (a local Indian

soybean variety) and the architecture for an integrated framework, an end-to-end so-

lution for plant breeders. The preprocessing includes filtering the raw short reads and

performing genome assembly to make a WGS. From the WGS, the SNP sequences were

extracted using the variant calling function. After preprocessing, the new sequence

was merged into the existing dataset. The clustering analysis was performed using the

proposed scalable feature extraction technique based on the complex network and the

proposed S-MaxMin algorithm. After the clustering analysis, different crops similar
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to the JS-335 variant were identified, which will help plant breeders identify crops

similar to the unknown sequence. The same is shown with the developed integrated

framework for JS-335 short read.
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Chapter 6

Conclusion and Future Work

This thesis primarily investigates the feature extraction approaches for SNP

genome sequences and methods to find the optimal number of clusters. In partic-

ular, we have proposed a scalable alignment-free feature extraction technique using

complex network theory, integrating the Apache Spark Big Data framework to han-

dle vast amounts of genomic sequences. Additionally, the S-MaxMin algorithm was

proposed to determine the optimal number of clusters.

The plant breeders face the challenge of identifying crops similar to unknown crops

as no end-to-end solution has been developed, and each process has to be done with

separate tools. Therefore, using these two proposed approaches, we have developed

an integrated framework to help plant breeders identify similar crops for unknown

sequences.

6.1 Summary of Contributions

The objectives specified in Section 1.3 have been successfully fulfilled by the fol-

lowing main contributions:

1. A Scalable method for extracting features using a complex network

from SNP sequences: We have proposed a scalable algorithm for feature ex-

traction to handle large SNP sequences (Big Data) based on the complex network

by distributing the sequences on various cores using the Apache Spark Big Data

62



processing framework. Our research utilized several real-life plant genome SNP

datasets, including Modified Williams82 a2, Williams82 a1, MAGIC-Rice, and

the 248Entries Rice dataset. These datasets were used to compare our feature

extraction technique against other state-of-the-art alignment-free methods. Our

experimental analysis demonstrates that our approach surpasses these existing

techniques. To statistically verify that our proposed approach for feature extrac-

tion is better than the other approaches, the Friedman test was used, followed

by the Nemenyi post-test. It was found that the majority of the algorithm’s rank

differences from the average rank of our proposed approach are greater than the

critical difference. Hence, our proposed approach for feature extraction performs

better statistically.

2. A Scalable Algorithm for finding the optimal number of clusters: We

have proposed a scalable algorithm to find the optimal number of clusters, called

the S-MaxMin algorithm, for the partitioned dataset using a distance-based,

linear-time approach. This algorithm was applied to eight benchmark datasets:

Iris, Parkinsons, PIDD, Wine, WDBC, Diabetes, Vehicle Silhouettes and Cus-

tomer Churn to validate its effectiveness. Our results correctly identified the

number of clusters compared to the ground truth. Additionally, unlabeled SNP

datasets were used to determine the optimal number of clusters, achieving high

Silhouette scores when experimental analysis was conducted using clustering

algorithms, further validating our method.

3. Scalable Integrated Framework for Genome Assembly and Special

Trait Identification for Real-Life Crop data: We have developed an inte-

grated framework for plant breeders to identify crops similar to unknown plant

sequences using the proposed scalable approach for feature extraction based on

the complex network (Contribution 1) and the proposed S-MaxMin algorithm

(Contribution 2). This integrated framework is named Agri Genomics Data

Management Platform, and it assists plant breeders in identifying soybean crops

that are genetically similar to those of an unknown plant sequence, which helps
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in identifying unique special traits in unknown plant species such as rust re-

sistance, drought resistance, etc., which can then be used to perform genetic

engineering to improve those traits.

6.2 Future Research Directions

This work suggests some interesting directions for future research. This work

presents a scalable feature extraction approach wherein features are extracted, followed

by applying the clustering algorithms to identify special traits of unknown species.

However, deep learning methods can effectively capture features from complex genome

sequences, but several challenges need to be addressed. Firstly, the variable and

extensive length of sequences may lead to the loss of contextual information. Secondly,

there are a limited number of samples, which may overfit the model. Additionally,

the interpretation of results, i.e. features derived from autoencoder architectures or

RNN-based models, remains problematic as derived features are crucial for validating

the biological relevance of the clusters. Another research direction is to determine the

optimal number of clusters. In the S-MaxMin algorithm, only partitioned datasets

are considered. It has not yet been explored for other datasets to predict the optimal

number of clusters.
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Appendix A

Biotech tools

A.1 Short Reads

Short reads involve small overlapping fragments of the Whole Genome Sequence

of the current species, typically ranging from 50 to 300 nucleotides. A typical short

read is shown in Figure A.1. In this, the first line represents the label for short reads,

Figure A.1: Short Reads

the second line is the sequence of short reads, and the third line corresponds to the

quality of each associated nucleotide. In Figure A.1 ‘T ’ is associated with ‘:’ have a

quality score Q = 25. Generally, the quality score >= 25 is considered a good quality

score.
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A.2 FASTQC: To check the quality of reads

We used the FastQC package to visualise the short reads. It is a program designed

to spot potential problems in high throughput sequencing datasets such as short reads.

It runs a set of analyses on one or more raw sequence files in fastq format and produces

a report summarising the results. Fig. A.2 mentions one of the short reads reports.

The short reads are of soybean species JS-335 collected from ICAR-Indian Institute

of Soybean Research, Indore.

Figure A.2: Quality Check of Short Reads

A.3 Genome Assembly

Genome assembly refers to putting new short reads into the correct order. Assem-

bly is required because sequence read lengths are much shorter than most genomes.

There are two types of Genome Assembly:

• Reference Assembly: Reference assembly [42] as shown in Figure A.3a, the

process involves aligning the new short reads to the pre-existing reference genome
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and filling in gaps or resolving discrepancies between the reference genome and

the new short reads. This approach can lead to higher accuracy and continuity

of the final assembly because the pre-existing genome provides a structure for

the new short reads to align to.

• De-novo Assembly: De novo assembly [42] as shown in Figure A.3b is used

when there is no available reference genome or when the genome is highly di-

vergent from known reference genomes. In de novo assembly, the reads are

assembled into contigs or longer contiguous sequences without any prior knowl-

edge of the genome. The resulting assembly is often fragmented and may contain

errors due to repeats, sequencing errors, or other factors. Additional methods,

such as scaffolding or gap-filling, may improve the assembly quality.

(a) Reference Assembly (b) De Novo Assembly

Figure A.3: Genome Assembly

A.4 Reference Assembly: BWA-MEM algorithm

BWA-MEM is a widely used alignment algorithm that stands for Burrows-Wheeler

Aligner - Maximal Exact Match. It is designed to align high-throughput sequencing

reads to a reference genome. The algorithm is divided into three main steps: seeding,

chaining, and extension.
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• Indexing: BWA first constructs an index of the reference genome. This is done

using the Burrows-Wheeler transform (BWT), which compresses the genome into

a reversible, suffix-sorted permutation of its characters. BWA then constructs a

suffix array from the BWT, which is used to quickly find exact matches between

the reads and the reference genome.

• Seed generation: BWA divides each read into short substrings called seeds,

typically 19-20 nucleotides long. It then uses the suffix array to search the

reference genome for exact matches to these seeds. These matches are called

seed hits.

• Seed extension: For each seed hit, BWA extends the alignment in both direc-

tions, using a dynamic programming algorithm to find the optimal alignment

between the read and the reference genome. The extension process considers

mismatches, insertions, and deletions and is guided by a quality score that re-

flects the confidence in the base calls in the read.

• Scoring: BWA scores the alignments based on the number of matching bases,

mismatches, and gaps (insertions or deletions) in the alignment. It also considers

the quality scores of the base calls in the read.

• Output: BWA reports the best alignment for each read, its score and any

other relevant information, such as the location of mismatches or gaps in the

alignment.

A.5 SAM (Sequence Alignment Map) File Format

In the SAM format, each alignment line usually signifies the linear alignment of a

segment. The line contains 11 or more fields, separated by TAB characters.

The mandatory fields in the SAM file are shown in Table A.1.

Table A.1: Attributes of SAM File

QNAME FLAG RNAME POS MAPQ CIGAR RNEXT PNEXT TLEN SEQ QUAL OPTIONAL
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Table A.2: Overview of Fields

SNo. Field Datatype Brief Description
1 QNAME STRING Unique NAME of Short Read
2 FLAG INT BitWise Flag (65536 Different Values)
3 RNAME STRING Reference Sequence Name
4 POS INT MAPPING POSITION
5 MAPQ INT MAPPING QUALITY
6 CIGAR STRING CIGAR String
7 RNEXT STRING Reference Name of the Next Read
8 PNEXT INT Position of the Next Read
9 TLEN INT Observed Template Length
10 SEQ STRING Segment Sequence
11 QUAL STRING ASCII of Phred Score

Table A.2 gives an overview of the fields in the SAM file format. In this, the most

important attributes are POS and CIGAR string. CIGAR, which stands for Concise

Idiosyncratic Gapped Alignment Report, is a compact representation of an alignment

used in the SAM file format.

A.6 Variant Calling: Extraction of SNP sequence

The BWA-MEM algorithm plays a crucial role in aligning short reads to the ref-

erence genome, thereby performing reference assembly. The output of the BWA-mem

algorithm is the aligned short reads stored in the SAM (Sequence Alignment Map)

file. The SAM file is a tab-delimited text file that contains information for each indi-

vidual to read and its alignment with the genome. The compressed binary version of

SAM is called a BAM file. We use this version to reduce size and allow for indexing,

which enables efficient random access to the data contained within the file. Then,

we will perform a variant calling function to extract SNP sequences using the GATK

(Genome Analysis Toolkit) package.
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