
DESIGN OF EFFICIENT RESOURCE

PROVISIONING ALGORITHMS FOR

QUANTUM KEY DISTRIBUTION-SECURED

OPTICAL NETWORKS

Ph.D. Thesis

by

Purva Sharma

DEPARTMENT OF ELECTRICAL ENGINEERING

INDIAN INSTITUTE OF TECHNOLOGY

INDORE

November, 2023





DESIGN OF EFFICIENT RESOURCE

PROVISIONING ALGORITHMS FOR

QUANTUM KEY DISTRIBUTION-SECURED

OPTICAL NETWORKS

A THESIS

Submitted in partial fulfillment of the

requirements for the award of the degree

of

DOCTOR OF PHILOSOPHY

by

Purva Sharma

DEPARTMENT OF ELECTRICAL ENGINEERING

INDIAN INSTITUTE OF TECHNOLOGY

INDORE

November, 2023





INDIAN INSTITUTE OF TECHNOLOGY INDORE

CANDIDATE’S DECLARATION

I hereby certify that the work which is being presented in the thesis entitled DE-
SIGN OF EFFICIENT RESOURCE PROVISIONING ALGORITHMS
FOR QUANTUM KEY DISTRIBUTION- SECURED OPTICAL NET-
WORKS in the partial fulfillment of the requirements for the award of the degree
of DOCTOR OF PHILOSOPHY and submitted in the DEPARTMENT OF
ELECTRICAL ENGINEERING, Indian Institute of Technology Indore,
is an authentic record of my own work carried out during the time period from Jan-
uary 2019 to November 2023 under the supervision of Dr. Vimal Bhatia, Professor,
Indian Institute of Technology Indore, India and Dr. Shashi Prakash, Professor,
Institute of Engineering and Technology, Devi Ahilya University, Indore, India.

The matter presented in this thesis has not been submitted by me for the award
of any other degree of this or any other institute.

Signature of the student with date

PURVA SHARMA
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

This is to certify that the above statement made by the candidate is correct to
the best of my knowledge.

Signature of Thesis Supervisor with date Signature of Thesis Co-Supervisor with date

PROF. VIMAL BHATIA PROF. SHASHI PRAKASH
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

PURVA SHARMA has successfully given her Ph.D. Oral Examination held on
13/02/2025.

Signature of Thesis Supervisor with date Signature of Thesis Co-Supervisor with date

PROF. VIMAL BHATIA PROF. SHASHI PRAKASH

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−





ACKNOWLEDGMENTS

Though words are seldom sufficient to express gratitude and feelings, it gives me an
opportunity to acknowledge those who have been the driving force behind my Ph.D.
journey and success.

First and foremost, praises and thanks to the God, for his showers of blessings
throughout my Ph.D. journey to accomplish the research successfully.

I would like to express my deep and sincere gratitude to my research supervisor,
Prof. Vimal Bhatia for his sustained support, motivation, encouragement, free-
dom, and guidance throughout this research tenure. I have been extremely lucky
to have a supervisor who cared so much about my work, and who responded to
my questions and queries so promptly. I never felt alone in this wonderful journey
of accomplishments and it is made possible through his continuous motivation and
guidance. I am extremely grateful for what he has offered me. I also thank him
for many things that I learnt during this tenure on both personal and professional
fronts.

I am also thankful to my thesis co-supervisor Prof. Shashi Prakash for the
patient guidance, encouragement and advice he has provided throughout my Ph.D.
journey. His vision, sincerity and motivation have deeply inspired me. It was a
great privilege and honor to work and study under his guidance. I would also
like to thank my PSPC committee members Prof. Mukesh Kumar and Prof.
Subhendu Rakshit for theirs insightful suggestions and advice that helped me to
enhance my understanding of the material present in this thesis.

I am also privileged to thank Director, Prof. Suhas Joshi, all Deans and Head
of the Department of Electrical Engineering of Indian Institute of Technology, Indore
for all the facilities, support, and help. I extend my sincere thanks to the Ministry
of Education (MoE), Government of India and Indo-US Science and Tech-
nology Forum (IUSSTF) (ID: IUSSTF/JC-089/2019) for their financial support
to this research work.

I am grateful to my senior Dr. Anuj Agrawal for his valuable guidance,
encouragement, and support at the early stage of my research work. I would also like
to thank my seniors at Signals and Software Group (SaSg), Dr. Pragya Swami,
Dr. Uday Kumar Singh, Dr. Puneet Singh Thakur, Dr. Praveen Kumar
Singya, and Dr. Arijit Dutta. They have taught me the lab culture and I
would like to acknowledge all their support, friendship, assistance and motivation
during entire tenure of my research. I am also thankful to the juniors of my lab,
Mr. Abhinav Singh Parihar, Mr. Deepak Kumar, Mr. Justin Jose, Ms.
Vaishali Sharma, Mr. Shubham Bisen, Ms. Anupma Sharma, Mr. Vidya
Bhaskar Shukla, and Mr. Amit Baghel for their friendly behavior, support,
and all the enjoyable moments throughout this journey. I would like to thank Mr.
Shubham Gupta, M. Tech Student at SaSg, for his collaboration and supportive
nature. A special thanks to my friends and colleagues of the department for their
help and constant motivation.

This journey would not have been possible without the support of my family
members. Thank you for encouraging me in all of my pursuits and inspiring me to
follow my dreams. Especially, I would like to say a heartfelt thank you to my parents,
Mrs. Hansa Sharma and Dr. Shaliendra Sharma, for always believing in me,
encouraging me to follow my dreams and helping me in financial crunch situations.



My father always encourage me to do higher studies and my mother makes me
confident. I am grateful to my sister Ms. Prachi Sharma and my brother Mr.
Vikas Purohit for their constant support.

I owe thanks to a very special person, my husband, Dr. Sohit Sharma for his
love, support and understanding during my pursuit of Ph.D degree that made the
completion of thesis possible. I greatly value his contribution and deeply appreciate
his belief in me. My heart felt regard goes to my father in law, mother in law, and
sister in law for their love and moral support. I consider myself the luckiest in the
world to have such a lovely and caring family, standing beside me with their love
and unconditional support.

Purva Sharma





Dedicated to my parents, my sister, and my husband





ABSTRACT

Increasing incidents of attacks and evolution of quantum computing poses challenges
to secure existing information and communication technologies infrastructure. In re-
cent years, quantum key distribution (QKD) is being extensively researched and is
widely accepted as a promising technology to realize secure networks. QKD tech-
nique provides unconditional theoretical security as it relies on the fundamental
principles of quantum mechanics, namely, the Heisenberg’s uncertainty principle and
the quantum no-cloning theorem, instead of the computational complexity of algo-
rithms. These fundamental principles ensure that a third party trying to eavesdrop
on a secret key is easily detected. It generates and distributes secret keys over an in-
secure communication channel using QKD protocols such as Bennett and Brassard-
84 (BB84) and others. The generated secret keys are then used to encrypt/decrypt
the information. Optical fiber networks carry a huge amount of information and are
widely deployed around the world in the backbone terrestrial, submarine, metro,
and access networks. Thus, increasing incidents of lightpath attacks motivated the
research and development of QKD-secured optical networks (QKD-ONs).

A QKD-ON involves realization of quantum signal channel (QSCh) for trans-
mission of quantum bits, public interaction channel (PICh) for verification of the
exchanged key information (these two channels form a QKD system), as well as the
traditional data channel (TDCh) for encrypted data transmission between the sender
and the receive. A cost-efficient solution for deployment of QKD-ONs is to integrate
QKD (QSCh/PICh) into existing optical networks (TDCh) using wavelength divi-
sion multiplexing (WDM). However, co-existence of the QSCh and the two classical
channels introduces various networking challenges, such as routing, wavelength and
time-slot assignment (RWTA), trusted repeater node (TRN) placement, resiliency,
quantum key recycling, and QKD for multi-cast service, in QKD-ONs.

The problem of assigning an appropriate path and suitable network resources
to establish a lightpath (LP) request is known as routing and wavelength assign-
ment (RWA) in classical WDM optical networks. However, the QKD-ONs consist
of three channels, namely, QSCh, PICh, and TDCh, where wavelengths reserved for
TDCh are assigned to QKD-secured lightpath request (QKD-LPR) for data trans-
mission and wavelengths reserved for QSCh and PICh are utilized employing optical
time division multiplexing (OTDM) for secret key assignment. Thus, the modified
problem in QKD-ONs is known as RWTA. The RWTA problem was investigated in
traditional OTDM networks. However, different from existing RWTA, the unique
feature in QKD-ONs is that the secret key for QKD-LP/LP request transmitted
through TDCh must be updated frequently to prevent the data being cracked by
the eavesdroppers. Hence, the network resources in QSCh should be reassigned pe-
riodically to update the secret key of QKD-LPR with specific security level. This
diverse assignment and reassignment of network resources in QSCh make the RWTA
or routing and resource assignment (RRA) problem of QKD-ONs different and com-
plex compared to the existing RWA and RWTA. The main focus of this thesis is to
address the RRA problem, which is one of the most important networking challenges
of the QKD-ONs.

Initially, in this thesis, the effect of blocking is analyzed for different categories
of QKD-LPRs (CoQKD-LPRs) during assignment and reassignment of network re-
sources in QKD-ONs. In QKD-ONs, the blocking increases with increase in the



number of QKD-LPRs, as well as with the modifications of secret keys for enhanc-
ing the security level of QKD-LPRs. Hence, the blocking affects the QKD-LPRs
of different security levels, especially the QKD-LPRs of high and moderate security
levels. Such QKD-LPRs require more security (that means secret key of such QKD-
LPRs is updated more frequently to prevent the data from eavesdroppers) than the
low priority (LP)QKD-LPRs during security breaches. Hence, resources in QSCh
for high priority (HP)QKD-LPRs and moderate priority (MP)QKD-LPRs should
be reassigned periodically during RRA, and if resources are not available to satisfy
the QKD-LPRs requirement, then such QKD-LPRs get rejected. Moreover, if re-
sources are assigned first to LPQKD-LPRs, then maximum resources are occupied
by such QKD-LPRs in the network. This leads to lower availability of network re-
sources for HPQKD-LPRs and MPQKD-LPRs, thereby resulting in the blocking of
HPQKD-LPRs and MPQKD-LPRs. Thus, the prioritization of QKD-LPRs based
on the security level is essential for reducing the impact of blocking in such networks.
An efficient secret key assignment priority ordering policy (SKA-POP) for different
CoQKD-LPRs is proposed for RRA in QKD-ONs. The performance of the proposed
SKA-POP is compared with non-priority order-based RWTA (NP-RWTA), prior-
ity order based RWTA (POB-RWTA), partial priority-based RWTA (PP-RWTA),
and secret key assignment priority ordering policy with longest route first (SKA-
POP-LRF), and the effectiveness of the proposed SKA-POP is examined in terms
of success probability (SP) and probability of secret key update failure (PSKUF).

Fragmentation is one of the most important and serious issues of QKD-ONs
during assignment and reassignment. It can be reduced by appropriate management
of network resources in order to increase the accommodation of number of QKD-
LPRs. The impact of fragmentation in QSCh of QKD-ON is analyzed and the
problem of time slot fragmentation is addressed in this thesis. Furthermore, in order
to minimize the effect of fragmentation during assignment and reassignment in QSCh
of QKD-ONs, a fragmentation-suppressed routing and resource assignment (FS-
RRA) approach is proposed. The effect of fragmentation in QSCh is analyzed using
two existing resource assignment approaches and a proposed FS-RRA approach
in terms of the QSCh fragmentation index (FIQSCh), the external fragmentation
(FMexternal), blocking probability (BP), and resource utilization (RU) under two
different sizes of network, namely, NSFNET and UBN24. Simulation results indicate
that the proposed FS-RRA approach performs better than the other two existing
resource assignment approaches.

Inspired by the recent advances in deep reinforcement learning (DRL) for solving
complex problems, and because of its capability to learn directly from previous
experiences, the DRL method is exploited to solve the RRA problem. The RRA
problem of QKD-ONs is a complex decision making problem, where appropriate
solutions depend on understanding the networking environment. A DRL-based RRA
scheme is proposed, which learns the optimal policy to select an appropriate route
and assigns suitable network resources for establishment of QKD-LPRs by using deep
neural networks (DNNs). The performance of the proposed scheme is compared
with deep-Q network (DQN) method and two baseline schemes, namely, first-fit
(FF) and random-fit (RF) for two different networks. Simulation results indicate
that the proposed DRL-based RRA scheme considerably outperforms the DQN and
the two baseline schemes in terms of both BP and RU. Moreover, the choice of
routing strategy during RRA will depend on factors such as network size, available

ii



resources, and specific security objectives. Therefore, to address the routing part of
RRA problem, a DRL-based routing scheme is proposed in QKD-ONs that considers
various networking factors while making optimal routing decisions. This thesis raised
interest towards addressing the different networking challenges of QKD-ONs and
enhancing security of existing and future optical networks using quantum-based
technology.

iii
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Chapter 1

Introduction

Quantum key distribution (QKD) has emerged as a solution to provide security for

the future optical communication networks. Conventional encryption methods en-

able security against cyber attacks using public-key cryptography [13, 14]. However,

the level of security achieved by such methods is based on the computational com-

plexity of the employed mathematical functions. With the development of faster

processing chips, it is becoming easier to compromise the security offered by public-

key cryptography. Moreover, the evolution of quantum computers [15–21] necessi-

tates the need for QKD to secure the information transmitted over communication

networks since the existing encryption methods will not be able to provide security

in the era of quantum computing [8, 22, 23].

QKD is based on the fundamental principles of quantum mechanics, namely,

the Heisenberg’s uncertainty principle and the quantum no-cloning theorem [24–

26]. Heisenberg’s uncertainty principle states that it is not possible to accurately

measure a pair of conjugate properties, i.e., the position and momentum of an object

simultaneously [27–29]. Quantum no-cloning theorem states that it is not possible

to exactly replicate the arbitrary unknown quantum states carried by the particles

such as photons [1, 30–33]. The uncertainty principle and the no-cloning theorem

imply that a quantum bit (qubit) cannot be copied and any attempt of copying it

can be detected by the sender (referred to as “Alice”), and the receiver (referred to
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as “Bob”). QKD generates and distributes secret keys between the sender and the

receiver [25, 34]. The generated random secret keys can then be used to encrypt and

decrypt the classical data using the conventional encryption algorithms [35] such as

one-time pad [36] and advanced encryption standards (AES) [37].

In 1984, Charles H. Bennett and Gilles Brassard developed the first QKD pro-

tocol, known as the Bennett and Brassard-84 (BB84) protocol [5, 24], and subse-

quently, various other QKD protocols were proposed over the years [38–46]. The

schemes and families of QKD protocols are described in Section 1.1.2(1.1.2.2) along

with a detailed description of the first as well as the most widely used BB84 protocol.

Most of the QKD protocols employ single-photon sources and detectors for secret

key generation and detection. Since the single-photon sources and detectors are

still under development, implementation of QKD has been widely done using weak

coherent light sources. However, such devices are imperfect for the implementation

of QKD and may cause security loopholes in the system, thereby making the QKD

system insecure [47–49]. Thus, to protect the QKD systems from such imperfec-

tions, new QKD protocols, namely, the decoy-state QKD protocol [50–52] and the

measurement-device independent QKD (MDI-QKD) protocol [7, 53, 54] have been

proposed.

QKD can be realized over both the free-space [55–57] and the optical fiber [58–60]

media. This thesis focuses on the optical fiber networks secured by QKD. Optical

fiber has been usually considered as a secure mode of transmission due to propaga-

tion of optical signals inside the guided medium, however, the increasing incidents of

lightpath attacks including jamming, eavesdropping, data interception, among oth-

ers [61–63] motivated the research and development of QKD secured optical fiber

communication.

This chapter aims to cover all the relevant aspects of QKD-secured optical net-

works (QKD-ONs) including the motivation behind the necessity of QKD-ONs.

Thus, the important terminologies and concepts of QKD are described first, such

as qubits, a basic QKD system, types of attacks in QKD systems, and different
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QKD protocols (with a detailed description of BB84 protocol since we use it later

to explain the process of QKD-ONs) to develop a basic understanding. However,

the readers interested in others important aspects of QKD such as device level re-

search and protocol-specific studies are encouraged to refer to the corresponding

literature. The point-to-point QKD over fiber system; architecture of mesh con-

nected QKD-ONs; important networking challenges in QKD-ONs and the existing

methods to solve them are described next. Furthermore, some of the most relevant

challenges and crucial research aspects addressed in this thesis related to QKD-ONs

are highlighted.

1.1 Quantum Key Distribution: Overview

This section gives an overview of QKD including qubits and its representation, and a

basic yet complete QKD system. Subsequently, this section describes the underlying

QKD process using the BB84 protocol, the schemes for designing QKD protocols,

and the quantum hacking attacks along with the method of prevention.

1.1.1 Quantum Bits

A classical bit is the basic entity of the classical computation and information sys-

tems. Similarly, a qubit coined by Benjamin Schumacher [64] is the basic entity of

the quantum information and quantum computation systems [1].
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Figure 1.1: Bloch Sphere [1, 2]
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In a classical system, a bit can be in two states, i.e., 0 or 1. In quantum systems,

a qubit has two basis states, represented as |0〉 or |1〉, where |〉 is Dirac or bra-ket

notation [1, 65]. However, a qubit can be in a quantum superposition of the basis

states |0〉 and |1〉 simultaneously [17, 20, 66], which is the key difference between a

classical bit and a qubit. Bloch sphere is used to graphically represent the possible

quantum states of a qubit, as shown in Figure 1.1 [1]. Figure 1.2 shows the vector

representation of the classical bit and the qubit. The representation of qubit states

depends on the computational basis. Some examples of qubit states |ψ〉 in the Bloch

sphere are |0〉, |1〉, |+〉, |−〉, |+ i〉, and | − i〉.

a

b1

0

Classical bits Qubits

Y á

ê

0 áê

1 áê

Figure 1.2: Vector representation of classical bit and qubit.

1.1.2 Basic QKD System

This subsection describes a basic QKD system, QKD protocols, and the process of

QKD system using BB84 protocol.

1.1.2.1 Components of Basic QKD System and their Functionalities

A QKD system requires two types of channels, viz. quantum signal channel (QSCh)

[67] and publich interaction channel (PICh); a QKD protocol; and encryption/

decryption blocks, as shown in Figure 1.3.

• QSCh is used to send the quantum states of light (photons) between the nodes,

i.e., Alice and Bob.
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Figure 1.3: Basic QKD system [3].

• PICh is used to transmit the measuring-basis of qubits, and to verify the

generated shared secret keys using the post-processing methods [68]. After

post-processing, a final random secret key is generated between Alice and

Bob.

• A QKD protocol [69] is used in QKD to establish secure connection between

Alice and Bob. It generates secret keys and also analyzes the amount of correct

information shared between the users during the key generation.

• The encryption and decryption blocks are required to encrypt the information

using the secret keys and then to decrypt it back.

1.1.2.2 QKD Protocols

(a) Schemes of QKD Protocols: The two main schemes used to design QKD

protocols are Prepare and Measure (P&M) scheme, and Entanglement-Based (EB)

scheme [13, 69, 70].

(1) Prepare and Measure Scheme: In the P&M scheme, Alice prepares the

information in the form of polarized photons and then sends that information to

Bob, which is then measured by Bob [69, 70], as shown in Figure 1.4. The process

of P&M scheme is described in detail in Section 1.1.3(1.1.3.1) using BB84 protocol.

The P&M scheme is based on two fundamental laws of quantum mechanics, namely,
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Figure 1.4: Concept of prepare and measure scheme [3].

the Heisenberg’s uncertainty principle and the quantum no-cloning theorem [3].

Some of the QKD protocols based on this scheme are BB84 [24], Bennett-92 (B92)

[39], Six-State protocol (SSP) [41, 42], Scarani Acin Ribordy Gisin-04 (SARG04)

[43], Differential Phase Shift (DPS) [45, 46], and others [7, 71].

(2) Entanglement-Based Scheme: In the EB scheme, a source generates

entangled pairs of photons, i.e., the entangled quantum states, and sends them to

Alice and Bob [4], as shown in Figure 1.5. Alice and Bob then measure the received

quantum states. In this scheme, the quantum states of both the sender and receiver

are associated in such a way that the measurement on one affects the other, and

both can easily detect any attempt of eavesdropping [70]. The QKD protocols based

on this scheme are Ekert-91 (E91) [38] and Bennett Brassard Meermin-92 (BBM92)

[40].

Alice Bob

PICh

QSCh

Entangled 
photon source

Figure 1.5: Concept of entanglement-based scheme [4].

(b) Families of QKD Protocols: The QKD protocols belong to one of the

following three families, namely, discrete variable (DV)-QKD protocols, continuous-

variable (CV)-QKD protocols, and distributed-phase-reference (DPR)-QKD proto-
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cols [69].

(1) Discrete-Variable QKD Protocols: The DV-QKD protocols generate

secret keys between Alice and Bob by using the polarization states of photon or

phase to encode the bits. Such protocols utilize the photon counting and post-

processing methods for the detection of individual photons to generate the secret

keys [69]. The first protocol of this family is the BB84 protocol [24].

(2) Continuous-Variable QKD Protocols: About fifteen years after im-

plementation of the first DV-QKD protocol, an alternative approach, namely, the

continuous-variable coding, was introduced by Ralph for secure data transmission

[44]. DV-QKD protocols require single photon sources and detectors for implemen-

tation. However, CV-QKD protocol uses standard telecommunication devices, such

as positive-intrinsic-negative (PIN) photo-diode. The major difference between the

DV-QKD and CV-QKD protocol lies in their detection method. CV-QKD protocols

replaced the photon counting approach of discrete-variable coding with a coherent

detection method, i.e., homodyne detection, which is highly efficient, cost-effective,

and fast. The first squeezed state category of BB84 protocol [72–74] with the dis-

crete and Gaussian modulation was implemented by Hillery [72] and Cerf et al. [73],

respectively. Later, experimental demonstrations of various CV-QKD protocols were

done to check the practicality of these protocols with the coherent states of light

[75–81].

(3) Distributed-Phase Reference QKD Protocols: The QKD protocols of

this family include DPS-QKD [45, 46, 82] and coherent-one way (COW) protocol

[69, 71] which have been developed recently. In DPR-QKD protocols, a sequence of

coherent states of weak laser pulses is transmitted from Alice to Bob. In the DPS-

QKD protocol, the intensity of the pulses is same; however, their phases modulate.

In COW protocol, the phases of all the pulses are same; however, their intensities

vary. Table 1.1 summarizes all the aforementioned QKD protocols.
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Table 1.1: Summary of QKD Protocols

Protocol
Family

Name and
Year

of Protocol

Protocol
Scheme

Principle Unique Feature
Innovators and

References

DV-
QKD

BB84 (1984) P & M Heisenberg’s
uncertainty prin-
ciple

The first quantum cryptogra-
phy protocol, uses four polar-
ization states of photon

C. H. Bennett and G. Bras-
sard [24]

E91 (1991) EB Quantum entan-
glement

The first QKD protocol based
on the principle of quantum en-
tanglement

A. Ekert [38]

B92 (1992) P & M Heisenberg’s
uncertainty prin-
ciple

Identical to the BB84, however,
it uses only two non-orthogonal
states

C. H. Bennett [39]

BBM92 (1992) EB Quantum entan-
glement

The BBM92 protocol is the en-
tangled version of BB84 proto-
col

C. H. Bennett, G. Bras-
sard, and N. D. Mermin
[40]

SSP (1998 &
1999)

P & M Heisenberg’s
uncertainty prin-
ciple

This protocol uses higher num-
ber of polarization states of
photon (i.e., six) as compared
to the BB84 protocol

D. Bruß [41] and H.B-
Pasquinucci and N.
Gisin[42]

SARG04 (2004) P & M Heisenberg’s
uncertainty prin-
ciple

Only the classical phase of
SARG04 is different than the
BB84 protocol

V. Scarani, A. Acin, G. Ri-
bordy, and N. Gisin [43]

CV-
QKD

Discrete modu-
lation protocol
(Squeezed-state
BB84 (2000))

P & M Heisenberg’s
uncertainty prin-
ciple

A new version of BB84 proto-
col with the squeezed-state and
discrete modulation

M. Hillery [72]

Gaussian protocol
(Squeezed-state
BB84 (2001))

P & M Heisenberg’s
uncertainty prin-
ciple

The squeezed-state based BB84
protocol with the Gaussian
modulation

N. J. Cerf, M. Levy, G. Van
Assche [73]

DPR-
QKD

DPS (2003) P & M Heisenberg’s
uncertainty prin-
ciple

The first DPR based QKD pro-
tocol that uses weak coherent
sources, and one bit delay cir-
cuit to generate, and measure
qubits, respectively

K. Inoue, E. Waks, and Y.
Yamamoto [45, 46]

COW (2004) P & M Heisenberg’s
uncertainty prin-
ciple

The COW protocol uses weak
coherent pulses for photon gen-
eration and each bit is en-
coded in a sequence of one
non-empty (µ)-pulses (contain-
ing the mean number of pho-
tons) and one empty (0)-pulses

N. Gisin, G. Ribordy, H.
Zbinden, D. Stucki, N.
Burnner, and V. Scarani
[71]

1.1.3 Basic Process of QKD System

Figure 1.3 shows the components of a QKD system [3] and the process of secure

information exchange, as described below.

• A secret key is generated and shared between the Alice and the Bob using a

QKD protocol. The process of secret key generation using BB84 protocol is

described below.

• After secret key generation, the encryption block encrypts information using

some conventional encryption algorithms [3, 36, 37]. The encrypted informa-

tion is known as ciphertext, which is then transmitted by Alice.

• Bob uses the same secret key to decrypt the ciphertext to recover the original

information, i.e., convert the ciphertext into plaintext [35].
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1.1.3.1 Process of secret key generation using BB84 Protocol

The BB84 protocol [5, 24] is based on the basic principles of quantum mechanics

and is provably secure. For the generation of photons, the BB84 protocol uses

pulses of polarized light, where each pulse contains single photon. Single photon

is generated by using a single-photon source which reduces the adverse effects of

photon number splitting (PNS) attack [83–85]. The BB84 protocol uses two bases,

namely, a rectilinear basis (R) with two polarization states of photons (0◦ and 90◦)

and a diagonal basis (D) with two polarization states of photons (45◦ and 135◦), as

shown in Figure 1.6.

Figure 1.7 shows the bit encoding in BB84 protocol according to the original

BB84 protocol proposed in [24]. Here, binary 0 is represented by 0◦ or horizontal

(H) polarization state in R or a 45◦ polarization state in D. Similarly, binary 1 is

represented by a 90◦ or vertical (V) polarization state in R or 135◦ polarization

state in D [5]. Table 1.2 shows the polarization bases, polarization states, and bit

encoding in the BB84 protocol.

0°

90° 135° 45°

Figure 1.6: Photon polarization states in BB84 protocol (R&D bases) [5].

Table 1.2: Polarization bases, states, and bit encoding in BB84 protocol [5]

Polarization basis Polarization state Bit Encoding

Rectilinear (+) 0◦ or H Binary 0

90◦ or V Binary 1

Diagonal (×) 45◦ Binary 0

135◦ Binary 1
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0°

90°

45°135°

(Binary 0)

(Binary 0)

(Binary 1)

(Binary 1)

Figure 1.7: Bit encoding in BB84 protocol [5].

The process of a QKD system is explained in the following phases below. Table

1.3 describes the operations involved in different phases with an example as discussed

in [5, 24]:

Table 1.3: Example of BB84 protocol process [5]

Alice’s random bits 1 1 0 1 0 0 1 1 0 1 0 0

Alice’s measuring bases + × × + + × + × × + + ×
Photon polarization states V 135◦ 45◦ V H 45◦ V 135◦ 45◦ V H 45◦

Bob’s measuring bases + + + + + × + + × × + ×
Bob’s bits (Raw key) 1 0 0 1 0 0 1 0 0 0

Bob send his measuring

bases to Alice + + + + + × + × + ×
Alice confirm

the measuring bases T F F T T T T T T T

Sifted key 1 1 0 0 1 0 0 0

Bob reveals some

bits at random 1 0

Alice confirm the bits OK OK

Secret key 1 0 1 0 0 0

• Quantum Phase: In the quantum phase, Alice communicates with Bob over

the quantum channel in the following steps [70]:

– Alice generates a random string of bits, and for each bit, she choose a

measuring basis randomly, either R or D. The random string of bits along

with the polarization states, i.e., the string of qubits is then sent to Bob

through the quantum channel.

– Bob also chooses a measuring basis randomly for each of the received

qubit, and using the chosen basis, it starts to measure the received bits.

For a bit, if the measuring bases of Alice and Bob match, it results in a

perfectly correlated result, otherwise, an uncorrelated result. Sometimes,
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due to errors in detection and/or transmission, Bob does not register

anything (as shown by blank entry from 5th row onwards in Table 1.3).

– After measurement of all the bits, Bob records a string of all the received

bits, called as Raw key (Kraw) [25].

• Classical Phase: In the classical phase, Alice communicates with Bob over the

classical channel to extract secret keys from the measurement results. The

secret key extraction process, as shown in Figure 1.8 involves of the following

steps [35, 68, 86]:

– Sifting: In this step, Alice and Bob exchange the information related to

the sent/received photons over the classical channel. The random measur-

ing bases chosen by Alice and Bob are compared: the bits corresponding

to the same bases are kept, and the bits corresponding to different mea-

suring bases are discarded. The remaining string of bits is known as the

sifted key (Ksifted) [10, 25].

– Error estimation: In order to avoid eavesdropping, Alice and Bob decide

a threshold value of quantum bit error rate (QBERth), when there is no

eavesdropper (Eve) on the communication medium. QBER is the ratio

of the probability of getting wrong detection to the total probability of

detection. Based on that value, they compare a random subset of Ksifted

bits and calculate the estimated QBERest. If QBERest > QBERth, the

process is terminated and restarted, otherwise continued. [3, 86].

– Error reconciliation or error correction: This step is used to further re-

move any chance of error occurred during the sifting process. Different

methods of error reconciliation are used to enhance the capability of error

correction in the QKD protocols [70]. After this process, the generated

key is known as corrected key (Kcorrected).

– Privacy amplification: Privacy amplification is an important step in this

phase, which reduces the information of secret key to a negligible amount
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Raw key Sifted key Corrected  key Final secret key

(Kraw) (Ksifted) (Kcorrected) (Kfinal )
Sifting

Alice and Bob 

exchanges each other 

basis information of 

K raw for comparison

Error estimation 
and correction

Alice and Bob perform 

error correction to 

match the key

Privacy 
amplification

Alice randomly generates a string of bit and sends to 

Bob. They use this random string of bit to generate a 

Toeplitz matrix (TM).   Then the final secret key is 

multiplication of TM and K corrected ( [TM] K corrected)

Figure 1.8: Post-processing procedure.

against an unauthenticated user and produces a new shorter key using

the universal hash functions. The generated final key is known as the

Secret key (Kfinal) [68, 86]. Additionally, an authentication process is

required to ensure safety of the generated secret key from eavesdropping

[25].

• Encryption Phase: In this phase, the generated secret key is then used for

encryption and decryption of sensitive information between two legitimate

end-users. This phase utilizes the one-time pad encryption [36] and symmetric

encryption algorithm, i.e., AES [37] to encrypt and decrypt the data, and

establish secure communication between the end-users [3, 87].

1.1.4 Quantum Hacking Attacks and its Prevention

In this subsection, some of the significant and vulnerable quantum hacking attacks or

side-channel attacks at both the source and detector sides are discussed [83, 88, 89].

These attacks can be made in the QKD systems during the secret key generation.

The security of QKD systems can be affected by such attacks if the devices at user-

ends are imperfect. The practically realizable methods to prevent QKD protocols

[7, 50] from side-channels attacks are also discussed.

1.1.4.1 Source Side Attack and its Prevention

(a) Source side attack: BB84 protocol has been widely used to generate secret

keys for practical QKD systems, however, this QKD protocol uses single-photon
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devices (source/detector) at the sender and the receiver side [70]. In practice, it

is difficult to design a perfect single-photon transmitter or receiver. Thus, due to

device imperfections, side-channel attacks can affect the QKD systems [47, 49]. The

most vulnerable attack at the source side is the PNS attack [6, 83]. The PNS attack

occurs due to the use of a weak coherent source instead of a single-photon source

[90]. For example, when Alice sends single photon to Bob, multiple photons get

transmitted instead of single photon due to device imperfections. In the PNS attack,

the eavesdropper first measures the number of photons of each transmitted pulse.

When s/he notices that multiple photons are being transmitted simultaneously, s/he

splits the photons, otherwise, s/he blocks the transmitted pulse. After splitting the

photons, the eavesdropper stores one photon and pass the other photons to the

Bob via a lossless channel, as shown in Figure 1.9. In order to get the complete

information of secret key, the eavesdropper listens to the PICh for Alice’s and Bob’s

bases announcement. Once eavesdropper knows the Alice’s and Bob’s information

related to basis measurement, s/he can get the complete information of the secret

key by measuring each of the stored photons in the correct measurement basis. In

this way, the eavesdropper can perform the PNS attack, without letting either of

the Alice or the Bob realizing the attack.

Alice Bob

PICh

QSCh
Single

photon 

source

Single

photon

detector

Eavesdropper

Lossless channel

Multiple-photons

Figure 1.9: PNS attack [6].

(b) Decoy-State QKD method: To prevent the QKD systems from the PNS

attacks, a decoy-state method was proposed [50]. This method allows the use of

weak laser sources by creating the additional states, known as the decoy states, in
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place of single-photon sources. In the decoy-state method [6, 48, 91, 92], the sender

chooses the intensity for every transmitted pulse at random from a set of available

intensities, and reduces the effect of multi-photon transmission (PNS attack). Out

of all the available intensities, one corresponds to the signal states (used for secret

key generation) and the rest to the decoy states (having different intensity levels

than main signal) [35, 51, 52, 93, 94]. After the announcement of Bob that he

has received all the transmitted pulses, Alice announces the intensity level used for

each transmitted pulse and estimates the QBER and yield (it is the conditional

probability that the signal will be detected by Bob (the receiver), given that Alice

(the sender) transmits it) of decoy states. By monitoring the QBER and yield, Alice

and Bob can detect the presence of a PNS attack. The decoy states can be created

by using variable optical attenuator (VOA) and intensity modulator (IM) [7], which

changes the intensity of signals. The original BB84 protocol [5, 24] integrated with

the decoy-state technique is known as the decoy-state BB84 protocol. The first

experimental demonstration of decoy-state QKD over a 15 km fiber link achieved

a secret key generation rate of 165 bps [91]. Various QKD protocols based on this

technique have been experimentally implemented to detect the attacks on the source

side [48, 92, 95–98].

1.1.4.2 Detector Side Attacks and its Prevention

(a) Detector side attacks: Decoy-state method [50] secures the source side of

the QKD system from the PNS attacks, however, this method cannot be applied

at the detector side. Several quantum hacking attacks have been proposed and

experimentally demonstrated in [47, 88, 99, 100]. Some of the powerful attacks are

the detector blinding attacks [89] and time-shift attacks [88, 101]. In the detector

blinding attacks, an eavesdropper sends a bright light at the detector side and forces

the detector to enter into the linear operation mode (in which detectors are more

sensitive to light). The Eve randomly prepares his/her signal and sends a bright

trigger pulse towards the Bob. If the measurement bases of Eve and Bob are same,
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then one of the detector produces a click, and the Eve can determine which detector

produced the click. In this way, he/she can know the information of the secret

key without any disturbance [89]. Since QKD protocol consists of at least two

single-photon detectors for qubit detection, and the detection efficiency of both

the detectors are time-dependent, the detectors may not have the same detection

efficiency throughout. By taking advantage of this, Eve can shift the arrival time of

each pulse and partially gain knowledge of the secret key without any error. Such

type of attack is known as the time-shift attack [88, 101].

(b) Measurement-Device-Independent QKD method: Various methods have

been proposed to secure the QKD systems against device-imperfection based secu-

rity loopholes. Some of the methods are slightly complicated [102, 103], and have

extremely low key generation rate and transmission reach [104]. Hence, a new MDI-

QKD scheme [7] was proposed that removes all the detector side-channel attacks.

The initially proposed MDI-QKD relied on the single-photon source, and hence was

susceptible the PNS attack [83]. However, the decoy-state method [50] was com-

bined with MDI-QKD to prevent the QKD systems from the imperfect single-photon

source based attacks [105, 106]. The idea of decoy-state MDI-QKD has a great

importance in the QKD security against all types of device imperfection attacks.

Moreover, it improves the transmission distance of quantum signals [54]. In the

MDI-QKD method, Alice and Bob (sources) randomly prepare their measurement

bases similar to that in the BB84 protocol, and send them to an untrusted node,

i.e., Charles (at center) [7], as shown in Figure 1.10. Charles performs measurement

test on received bases, and after performing the measurement test, he announces the

measurement outcome via the public channel. Alice and Bob keep the information

of bits corresponding to the Charles’s measurement results and discard the remain-

ing. Charles’s measurement results are only used to check the parity of both Alice’s

and Bob’s bits, and it does not provide any information related to his/her bits.

Similar to the BB84 protocol, Alice and Bob perform a post-processing operation,

i.e., Alice and Bob announce the randomly selected bases and compare them with
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Figure 1.10: Generalized MDI-QKD setup [7].

Charles’s measurement outcomes. At the end, either Alice or Bob performs the bit

flip operation to achieve a guarantee correlation between the bit strings, and obtain

the final secret key [7]. This method is called as MDI-QKD because the detector

at the center has no information about the qubits, i.e., he/she does not know the

bases and the polarization states used and to which party they belong. The process

of MDI-QKD protocol and other aspects related to implementation, key generation

rate, etc., are described in detail in [7, 101].

1.2 QKD-Secured Optical Networks

This section discusses the QKD-ONs, the practical demonstration of QKD-ONs, the

mechanism of secure communication over a point-to-point [9] optical fiber link using

the BB84 QKD protocol, and the basic network architectures of QKD-ONs in detail.

The initial QKD experiments were conducted over separate dark fibers. However,

the dark fibers are neither available in abundance to realize quantum communica-

tion globally, nor it is cost-effective to deploy a separate global optical network for

this purpose. Since optical fibers carry almost all of the global Internet traffic cur-

rently, and are deployed widely around the world in the access, metro, terrestrial

backbone, and the submarine networks, it is a general consensus to integrate QKD
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with the existing optical networks. However, since the quantum signals are weak

(consisting of few countable photons per pulse) as compared to the classical signals

(consisting of millions of photons per pulse), the coexistence of quantum and clas-

sical signals in a common optical fiber is challenging. Moreover, the transmission

distance of quantum signals is much lower as compared to the classical signals as

they are weak. Furthermore, any interaction between the quantum signals and clas-

sical signals might further deteriorate the quality of quantum signals and can also

alter the quantum states. Thus, to integrate QKD with the existing optical net-

works, multiplexing techniques, namely, wavelength division multiplexing (WDM)

and time division multiplexing (TDM) have been extensively researched in the re-

cent past to share the available optical bandwidth among the quantum and classical

signals. WDM is used to transmit multiple optical signals onto a single fiber us-

ing multiple wavelengths, whereas TDM is used to transmit multiple data streams

over a common communication channel by separating them into multiple segments,

where each independent data stream is demultiplexed at the receiving end in the

time domain.

In 1997, Townsend demonstrated the first simultaneous transmission of quantum

and classical signals over single fiber using WDM, where original (O)-band (1260-

1360 nm) was used for the quantum signals, and conventional (C)-band (1530-1565

nm) for the classical signals [107]. Thus, using WDM in the QKD-ONs, the quantum

and classical signals are spaced apart in wavelength, where the optical band used

for the quantum signals is referred to as the QSCh, and the optical band used

for the transmission of classical signals is referred to as the traditional data channel

(TDCh) [8, 34]. Quantum signals are transmitted through the QSCh by using TDM.

Besides the QSCh and TDCh, another channel, namely, PICh is also required [34]

to transmit the qubit measuring-basis and the information during post-processing

between the sender and the receiver [34]. O-band has higher losses as compared to

the C-band, hence it restricts the transmission distance of weak quantum signals, and

results in lower secret key rate (SKR) [108]. Thus, in the later experiments, all the
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Figure 1.11: Types of channels in QKD-ONs [8].

three types of channels, namely, QSCh, PICh, and TDCh were allocated different

wavelengths bands from the C-band, thus bringing the three of them closer. In

[109], experimental demonstration of quantum-classical coexistence in C-band was

performed using dense WDM (DWDM), where the spacing between the channels

was kept as 400 GHz and 800 GHz . This channel spacing is necessary to avoid

interaction between the quantum and the classical signals [110, 111]. However, a

higher channel spacing results in spectrum wastage. Thus, efforts have been made to

further reduce the channel spacing, and an experimental demonstration of quantum-

classical coexistence was conducted with 200 GHz channel spacing [60], as shown in

Figure 1.11. Several other demonstrations of multiplexing QSCh, PICh, and TDCh

in a single fiber have been conducted recently [58, 59, 112–119]. Although several

successful demonstrations of quantum-classical coexistence in a single fiber have

been conducted for point-to-point links, the QKD-ONs present new challenges to

be addressed for practical realization of quantum communication globally over the

existing optical networks. Such networking challenges of QKD-ONs, the procedure

involved, and detailed explanation of Figure 1.11, i.e., allocation of channels using

WDM are given in Section 1.4.

1.2.1 Practical Demonstration of QKD-ONs

Several QKD networks and testbeds have been established in different part of the

world to assess their performance in real environment. The world’s first quan-

tum cryptography network, namely, Defense Advanced Research Project Agency
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(DARPA) quantum network, consisting of 10 nodes was installed between Har-

vard University, Boston University, and BBN [120, 121]. The European project

for Secure Communication based on Quantum Cryptography (SECOQC) combined

several QKD systems into a single QKD network considering trusted repeater archi-

tecture for long-distance communication in Vienna in 2008 [122]. A QKD network

has been established in Tokyo by different organizations of Japan and Europe [123]

in 2010. Various long-term performance analyses of QKD networks over the ex-

isting regional optical networks have been conducted, namely, the SwissQuantum

in Geneva [124] that uses trusted repeaters, the Durban network in South Africa

[125], and the Cambridge quantum network [126]. A metropolitan quantum net-

work was demonstrated in Wuhu, China [127]. In 2017, a 2000 km quantum link

(QL) was established in China, connecting four cities, namely, Beijing, Shanghai,

Jinan, and Hefei [128–130]. Based on the developed technology of quantum-classical

signal coexistence, a few companies [131–134] currently provide dedicated QKD ser-

vices to governments, enterprises, and industrial customers for protection of critical

data in transit; and QKD equipments to the research labs. Technological advance-

ments and progress have been made since the beginning of the DARPA quantum

network in 2002, and the methods used and the processes involved in the practical

QKD testbeds and experiments, such as, key establishment, resource assignment,

trusted and untrusted repetition for long-distance communication, among others,

are summarized in Section 1.4. Moreover, major practical QKD systems involving

the optical networking concepts described in Section 1.3 and 1.4, are summarized in

Table 1.4.

1.2.2 Standardization Activities on QKD Systems and Net-

works

Standardization efforts on QKD systems and networks are also in progress by organi-

zations such as International Telecommunication Union (ITU), European Telecom-

munications Standards Institute (ETSI), International Organization for Standard-
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Table 1.4: Summary of practical demonstrations of QKD secured optical networks

Year and Ref. Description

2005, [120] Reports the status of the world’s first quantum cryptography network supported by US DARPA

2009, [122] Describes the SECOQC prototype of QKD network considering trusted repeater architecture
for long-distance communication in Vienna in 2008

2009, [135] Reports a practical realization of metropolitan QKD network without trusted repeater nodes
(TRNs) in Beijing

2009, [127] Demonstrates a user-oriented hierarchical quantum network based on technique of TRN in
Wuhu, China

2010, [136] A metropolitan all-pass quantum communication network was successfully demonstrated in
2009 in China

2010, [137] and 2018, [112] The successful demostration of the co-existence of quantum signal and classical signal using
WDM in different cities in China

2010, [125] A long-term performance analyses of QKD network over the existing regional optical network
was conducted in the Durban in South Africa

2011, [124] Reports the performance of SwissQuantum QKD network in the field environment in Geneva
over a metropolitan area

2011, [123] Demonstration of the quantum secure communication network in Tokyo by integrating six
different QKD system into a mesh network

2014, [138] A successful demonstration of wide area QKD network was conducted for more than 5000 hours
from 2011 to 2012 in three cities, namely, Hefei-Chaohu-Wuhu, in China

2016, [53] Demonstrates a MDI-QKD network in real field environment with three user nodes and one
Untrusted relay node (UTRN)

2016, [54] Demonstrates the MDI-QKD with decoy-state technique over ultra-low fiber link of 404 km

with key rate of 3.2 × 10−4 bps

2016, [139] The first commercial QKD network in South Korea was deployed in 2016

2016, [128], 2018, [26], and 2019,[140] China started to build a longest QKD network over a distance of 2000km from Beijing to
Shanghai in 2013 and successful established in 2018

2018, [59] Experimental demonstration of longest conventional QKD over ultra-low loss fiber achieve 421
km with a secret key rate of 0.25 bps

2018, [141] A TF(Twin field)-QKD scheme was designed and experimentally demonstrated to solve the
rate-distance problem of secure QKD network

ization/International Electrotechnical Commission (ISO/IEC), Institute of Electri-

cal and Electronics Engineers (IEEE) and Internet Engineering Task Force/Internet

Research Task Force (IETF/IRTF) [142]. Standardization of QKD systems and

networks is essential to facilitate interoperability of QKD devices in a multi-vendor

environment that will make it possible to integrate QKD technology with the com-

munication networks. Documentation related to QKD standards have been released

by different standards developing organizations, and some more are still in progress.

The ITU-Telecommunications (ITU-T) Study Group 13 (ITU-T SG 13) “Future

Networks” [143] is focusing on next-generation networks (NGNs), network aspects

of mobile telecommunications, and standardization of QKD networks (QKDN) and
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have published majority of its standards on QKD in the Y-series of ITU-T rec-

ommendations. The ITU-T Y.3800-Y.3804 recommendations cover overview of net-

works supporting QKD; functional requirements and architecture; key management,

quality of service aspect; and control and management [144]. The ITU-T Study

Group 17 (ITU-T SG 17) “Security” [145] is working on standardization in quantum

network security and published its standards in the X-series of ITU-T recommen-

dations. This recommendation series include security considerations [146], security

framework, key combination and confidential key supply for QKD networks.

An Industry Specification Group (ISG) on QKD for users at ETSI (ETSI ISG-

QKD) [147] is working on various industry specifications and have published several

group specification documents on QKD (ETSI GS QKD), such as internal and ap-

plication interfaces, module security specification, optical characterization of QKD

components and QKD system, implementation of security requirements, and a con-

trol interface for software-defined networks [148]. A working group-WG3 “Security

Evaluation, Testing, and Specification” of ISO and IEC (ISO/IEC Joint Technical

Committee (JTC) 1/SC27) is focusing on security requirements, test, and evalua-

tion methods for QKD and have proposed standards for improving the design and

implementation security of different QKD devices and evaluating the security of

QKD modules [142, 146]. The IEEE P1913 draft standard [149] enables dynamic

addition, modification, and removal of quantum protocols or applications by con-

figuring quantum devices in communication networks. In IEEE P1913, a YANG

model is presented, whose QKD module, when applied to devices in a communica-

tion network, can capture the information such as transceiver rates, QKD protocol,

and other QKD-specific characteristics. Although several standardization efforts

are ongoing worldwide, consideration of parallel technological advancements in the

classical and quantum communication technologies, and harmonization among dif-

ferent standardization organizations is essential to avoid possible contradictions in

the standards being published by them.
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1.2.3 Point-to-Point QKD System over an Optical Fiber

Link

This subsection describes the mechanism of secure communication over a point-

to-point [9] optical fiber link using the BB84 QKD protocol. A basic point-to-

point mechanism of QKD over optical fiber is shown in Figure 1.12, as described

in [8]. Here, Alice’s lab consists of a quantum transmitter (quantum signal source

(QSS), random number generator (RNG), and polarization filter (PF)) and Bob’s lab

consists of a quantum receiver (quantum detector (QD), RNG, and PF) [8]. QKD

systems consist of various other components and the selection of such components

depends on the QKD protocols being used. The steps involved in establishing secure

communication between Alice and Bob in Figure 1.12 are described as follows [34]:

QSS

PF

RNG

QSCh 

PICh

TDCh

Optical Fiber

Polarized photons

QD

PF

RNG

Secret 
Key

Secret 
Key

Quantum Transmitter Quantum Receiver

Alice's Lab Bob's Lab

Node A Node B

Point-to-point QKD 
mechanism

Figure 1.12: Point-to-point QKD mechanism [8, 9].

• In the Alice’s lab, the QSS transmits single photons [150] to the PF; and RNG

generates random bits and sends them to the PF.

• The single photons are polarized with one of the four polarization states (H,

V, 45◦, 135◦). The bits generated by RNG are encoded with the polarized

single photons to obtain qubits.

• Alice sends the qubits to Bob through QSCh, and PICh is required for qubit

synchronization between Alice and Bob.
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• In Bob’s lab, the quantum receiver receives and measures the qubits with

randomly selected polarization bases.

• Alice and Bob exchange the measuring bases with each other via PICh and

compare them. After comparison, the qubits with the same polarization bases

are considered for secret key generation. The sequence of bits obtained after

the comparison of bases constitutes the sifted key.

• Alice and Bob may not be sure about the correctness of the bits considered

for the sifted key. Thus, to further ensure the correctness and to improve

the safety, error-correction, privacy amplification, and authentication are per-

formed via PICh. The remaining bits obtained after these processes (referred

to as post-processing) constitute the secret key [86]. Alice uses the generated

secret key to encrypt the classical data and transmits the encrypted data to

Bob through TDCh. Bob uses the same key to decrypt the received data [34].

In the last step, for data encryption, conventional encryption methods, such

as one-time pad and AES, are used, however, using the secret key that has been

obtained using a QKD protocol via QSCh. A one-time pad encryption method was

proposed in [36], however, Shannon [151] found that in this method, the key length

has to be at least as long as the data size. Hence, this method is not suitable for

high bit rate data encryption as it requires large storage and high execution time,

which degrades the performance of the system. To overcome this, an AES algorithm

[37] was proposed, where secret keys of different lengths, i.e., 128, 192, and 256 bits

are used to encode and decode the data in blocks of 128 bits. AES algorithm can

encrypt the data with smaller key size and low execution time [152, 153], however,

it is less secure than the one-time pad encryption method [26].

1.3 Network Architecture of QKD-ONs

In this section, network architectures of QKD-ONs are discussed in detail.
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1.3.1 Basic Architecture

A basic network architecture of the QKD-ON is shown in Figure 1.13. This architec-

ture comprises of four planes, namely, application plane, control plane, QKD plane,

and data plane [8, 34, 154].

1.3.1.1 Application Plane

In the application plane, lightpath requests are generated which include (i) the

lightpath requests that require QKD security (hereafter referred to as QKD secured

lightpath (QKD-LP)), and (ii) the typical lightpath (LP) requests without QKD

security. Both QKD-LP and LP requests are then transferred to the control plane

for further processing. The status of QKD-LP and LP request acceptance/rejection

is received at the application plane.

1.3.1.2 Control Plane

The control plane consists of the software-defined networking (SDN) controller [155–

161] that controls and manages the network resources. The control plane allocates

resources to QKD-LP, and LP requests from the QSCh, and TDCh in the QKD

plane, and data plane, respectively.

1.3.1.3 QKD plane

The QKD plane consists of quantum communication nodes (QCNs) and the con-

nection among QCNs is established over QSCh and PICh. The implementation of

QKD plane is dependent on the QKD protocol being used. The process of secret

key generation between each node-pair of the QKD-LP requests (QKD-LPRs) takes

place in the QKD plane.

1.3.1.4 Data plane

The LP requests are transferred to the data plane directly without the involvement

of QKD plane and are assigned wavelength/frequency resources. The QKD-LPRs
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Figure 1.13: Basic network architecture [8].

are also assigned the wavelength/frequency resources in the data plane, however, the

data to be transmitted over TDCh is encrypted (using the conventional encryption

methods) by the secret keys generated at the QKD plane.

To establish communication among the four planes of the network architecture,

different protocols are used. For implementing the southbound interface (between

control plane and QKD/data plane), OpenFlow protocol (OFP) or Network Config-

uration (NETCONF) protocol can be used [162]. The southbound interface is used

to transmit the control signals corresponding to the QLP, and LP requests from

the SDN controller to the QKD plane, and data plane, respectively. The RESTful

application program interface (API) is used to implement the northbound interface

(between control plane and application plane) through which the properties (such

as nodes, bit rate requirement, etc.) and status (acceptance, rejection, etc.) of LP

25



and QKD-LP requests are exchanged [8]. The process of serving LP and QKD-LP

requests is shown Figure 1.13 for an LP request (R1, shown in magenta) and a

QKD-LPR (R2, shown in red). On receiving the LP request R1 from the application

plane, the control plane performs routing, and resource allocation from the TDCh,

and sends the control directly to the data plane for transmitting the information

using the chosen route and the allocated TDCh resources. For the QKD-LPR R2,

the control plane configures the QKD plane to generate the secret keys among the

QCNs, i.e., routing, and resource allocation from the QSCh and PICh takes place. It

should be noted here that the routes chosen for establishing communication among

the QCNs and the data communication nodes (DCNs) do not need to be the same.

The control plane then sends the control to the data plane for encrypting the in-

formation to be transmitted using the secret keys generated at the QKD plane,

and then transmit it over the chosen route and the allocated wavelength/frequency

resources from the TDCh. For both the LP and QLP requests, the data plane

acknowledges the control plane, where the status of network resources requests is

updated accordingly, and the status of QKD-LP/LP requests acceptance/rejection

is forwarded to the application plane.

1.4 Networking Challenges in QKD-ONs

In this section, the new networking challenges that have been introduced due to the

integration of QKD with the existing optical networks are described. Significant

research has been done on the networking aspects of QKD secured WDM optical

networks, and various methods have been proposed to address the networking chal-

lenges, as described below.

1.4.1 Routing, Wavelength and Time Slot Allocation

In classical WDM networks, the available optical band is subdivided into a number

of fixed wavelengths grids, and for each LP request, after defining a suitable route,
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wavelength is assigned. This problem is known as routing and wavelength assign-

ment (RWA). However, in the QKD-ONs, the available optical band is subdivided

into QSCh, PICh, and TDCh, as shown in Figure 1.1. The wavelengths reserved

for TDCh are allocated to the LP/QKD-LP requests for data transmission in the

same way as that used for the classical optical networks. However, the wavelengths

allocated for QSCh and PICh are utilized employing the optical time-division mul-

tiplexing (OTDM) scheme [8, 34]. For establishing QKD-LPRs, after defining the

route, wavelength is assigned on the TDCh, and time slots are assigned on the

QSCh/PICh. The modified problem in QKD-ONs is known as routing, wavelength

and time slot assignment (RWTA) [186].

The wavelength resources are limited, and with the integration of QKD, the num-

ber of wavelengths available for the classical communication further reduces. Thus,

it is necessary to utilize them efficiently such that maximum number of LP/QKD-

LP requests can be established with required security levels. Thus, resource (wave-

length/time slot) assignment [34, 187–189] for the three types of channels is an

important problem in QKD-ONs [8]. Furthermore, currently, in most of the practi-

cal QKD networks, the secret key rate is only about 1 ∼ 2 Mbps for 50 km fiber link

distance [87, 114, 117, 190]. The secret key resources (time slots) are also limited,

whose assignment/reassignment depend on the required security levels, and hence

they should also be efficiently utilized for QLPRs using OTDM. OTDM is an optical

multiplexing technique in which multiple lower bit-rate data streams are combined

to form a high bit-rate data stream, and the multiplexed signals are transmitted,

and then demultiplexed at the receiver in time-domain [191]. In QKD-ONs, the re-

served wavelengths for QSCh and PICh are subdivided into multiple time slots using

OTDM to share the network resources and utilize them efficiently [8, 34]. PICh can

reserve the dedicated wavelengths or share the wavelengths with TDCh.

Various strategies have been proposed in the literature to solve the RWTA prob-

lem [163, 167, 168, 192–194]. Initially, the RWTA problem was investigated in [8],

and an RWTA strategy for resource allocation in a static traffic scenario was pro-

27



posed. In a static traffic scenario, the set of connection requests is known in advance.

An integer linear programming (ILP) model was developed and a heuristic algorithm

to solve the resource assignment problem was proposed. To enhance the security

level of QKD-LPRs, a concept of key updating period was introduced. In this, the

secret key can be updated periodically for data encryption, thereby making it diffi-

cult for the Eve. Figure 1.14 shows the time slot assignment scenario for QKD-LPRs

with two different security levels that are assigned different key updating periods

(T ). Figure 1.14(a) shows the security-level scheme with fixed T, i.e., T is fixed

(does not vary dynamically) and same for all the wavelengths reserved for QSCh

and PICh. In the second scheme, as shown in Figure 1.14(b), the value of T is

fixed, however, it is different for different wavelengths. The security level in the first

scheme is lower as compared to that of the second scheme because of fixed T (easier

to be cracked). A new metric, referred to as service request security ratio (SRSR)

was introduced, which is defined as the ratio of the service requests allocated with

QSChs successfully to the total unblocked number of service requests [8].
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Figure 1.14: Types of security levels [8].

To improve the security level further, a new key updating period scheme with

flexible T, i.e., T with some statistical distribution, was introduced in [34]. In this

scheme, T is flexible and changes dynamically, thereby increasing the complexity to
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make it harder for an Eve to crack the key, and hence enhancing the security of the

QKD-LPRs [164]. In case of dynamic traffic scenario, a time conflict problem arises

during resource allocation due to the LP/QKD-LPR requests that arrive at the same

time in the network. A concept of time-sliding window (TSW) was introduced to

overcome this problem [34], however, a trade-off exists between the security-level

and the resource utilization efficiency in QKD-ONs.

To maintain a balance between the security-level and the resource utilization

efficiency, a new key on demand (KoD) strategy with the quantum key pool (QKP)

construction technique over a software-defined optical network (SDON) was pre-

sented in [87] to secure the control channel (CCh) and the data channel (DCh).

For QKP construction, the synchronized secret keys between various pairs of QCNs

in the network are stored in the respective quantum secret key servers (QKSs) of

QCNs. The KoD scheme with QKP assigns secret key resources on demand to the

QKD-LPRs. To perform KoD jointly for both the channels, a dynamic routing,

wavelength and key assignment (RWKA) algorithm was developed. RWKA algo-

rithm consists of three steps 1) RWA for DCh of each request; 2) key assignment

(KA) for CCh of each request; 3) KA for requests via the DCh. Two cases were con-

sidered for key assignment in the RWKA problem, namely, key updating based on

the time-complexity of the attacks, and key updating based on the data-complexity

of the attacks.

To provision adequate secret keys over QKD-ONs, a time-scheduled scheme with

QKP technique was introduced in [10]. In this scheme, the RWTA problem is solved

by considering three sub-problems, namely, fixed/flexible secret key consumption,

uniform/non-uniform time slot allocation, and time slot continuous/discrete QKP

construction, for efficient QKP construction. An example of these sub-problems

for RWTA in QKD-ONs is shown in Figure 1.15. In secret key consumption, the

secret keys in different QKPs (e.g., QKP1-2, QKP1-3, and QKP2-3) are constantly

consumed, and may be fixed or flexible, depending on the security requirements of

confidential information being transmitted between the QCNs (e.g., QCN1, QCN2,

29



and QCN3) in the network. In time slot allocation, the number of time slots al-

located for different QKPs (e.g., QKP1-2, QKP1-3, and QKP2-3) may be uniform

or non-uniform depending on the security (secret key) requirements of QKP con-

struction. For, e.g., let us consider the different QKPs (e.g., QKP1-2, QKP1-3, and

QKP2-3) are constructed with the same security (secret key) requirement, and for

each QKP construction, a uniform time slot (i.e., one time-slot) is allocated (t1,

t4, and t3 are allocated for QKP1-2, QKP1-3, and QKP2-3, respectively), shown in

Figure 1.15 (the brown dash line). In Figure 1.15 (the green dash line), different

QKPs (e.g. QKP1-2, QKP1-3, and QKP2-3) are constructed with different security

(secret key) requirements, and for each QKP construction, non-uniform time slots

(i.e., three (t1, t2, t3), three (t1, t3, t5 on QL1 and t4, t5, t6 on QL2), and two

time-slots (t2, t4) for QKP1-2, QKP1-3, and QKP2-3, respectively) are allocated. The

construction of different QKPs may occupy continuous time-slots or discrete time

slots on the intermediate QLs between the two QCNs depending on QCN with-

out/with secret key cache function. For instance, construction of QKP1-3 depends

on the construction of QKP1-2 and QKP2-3 with time slot t4 on the intermediate QLs

(QL1 and QL2), i.e., for continuous time slot QKP construction time slot continuity

constraint should be followed. For discrete time slot QKP construction, the time

slot continuity constraint is not necessary. An example of discrete time-slot QKP

construction is shown in Figure 1.15, where the construction of QKP1-3 depends on

the construction of QKP1-2 with time slot (t1, t3, t5) on the intermediate QL1 and

QKP2-3 with time slot (t4, t5, t6) on the intermediate QL2. Efficient deployment

and employment of the secret keys are the two new challenges in such networks. To

address these challenges, a concept of key as a service (KaaS) has been introduced

in [166] with two secret-key virtualization steps, namely, Key pool (KP) assembly

and Virtual key pool (VKP) assembly.

Deployment of a dedicated QKD network for each high security organization

such as banking, finance, and intelligence is expensive. Hence, a multi-tenant QKD

network was implemented in [173, 174] where multiple tenants can share a same
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Figure 1.15: An example of three sub-problems (fixed/flexible secret key consump-
tion, uniform/non-uniform time slot allocation, and time slot continuous/discrete
QKP construction) for RWTA [10].

QKD network infrastructure to satisfy their requirements. However, efficient and

flexible provisioning of multiple-tenant over a QKD network is challenging. Gener-

ally, multi-tenant provisioning (MTP) can be divided into two problems, i.e., offline

(static) MTP (Off-MTP), where tenant requests are known in advance, and online

(dynamic) MTP (On-MTP), where tenant requests arrive without any prior knowl-

edge. The Off-MTP problem was addressed in [173] to improve cost efficiency by

sharing a QKD network infrastructure among multiple tenant requests. An SDN-

enabled metropolitan area QKD network [195] architecture was introduced, and

various multi-tenancy operations for establishing multi-tenant requests over the new

architecture were experimentally demonstrated. In the laboratory, an experimental

testbed was established for demonstrating a workflow, protocol extension, and an on-

demand secret key resource allocation strategy for providing multi-tenant services.

In QKD-ONs, the secret key resources are limited. Thus, a SKR sharing scheme

was presented in [173] for efficient multi-tenant secret key assignment (MTKA). A

new concept of QKD as a service (QaaS) was introduced in [172] for multiple users

to access their required SKRs from the same QKD network infrastructure. In this
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study, a new architecture of SDN for QaaS (SDQaaS) was developed. Additionally,

the protocol extension and intercommunication workflow to create, update, and

delete the QKD-LPRs were presented; and a routing and SKR assignment strat-

egy for implementing QaaS was proposed. In [175, 176], an On-MTP problem was

addressed, where the On-MTP includes the scheduling of multiple-tenant requests

and assignment of non-reusable secret keys to multiple tenant requests. In [175],

a reinforcement learning (RL)-based MTKA strategy was proposed for QKD-ONs.

Moreover, to implement efficient On-MTP, a comparative analysis of heuristics and

an RL-based On-MTP was performed to examine the efficiency of On-MTP [176].

Furthermore, in [170], a problem of efficient distribution of keys over metro-quantum

optical networks (MQON) was addressed by designing a novel node structure. Based

on this structure, two new RWTA schemes were proposed for MQON. Along with

the routing and resource assignment, a summary of various networking challenges

of QKD-ONs addressed in the existing works, is given in Table 1.5.

1.4.2 Fragmentation

In QKD-ONs, for efficient utilization of network resources, OTDM [186] has been

adopted to construct QSCh and PICh [8]. Hence, the process of resource assignment

in QKD-ONs is termed as RWTA [8, 34]. Moreover, in such networks, a unique secret

key updating feature has been introduced to enhance the security level of QKD-LPRs

[8] and resource reassignment is performed to satisfy the security requirements of

QKD-LPRs. This diverse assignment and reassignment of network resources during

the creation and modification of QKD-LPRs introduces fragmentation in QSCh

and generates several small-sized isolated, discontinuous, and fragmented time-slots

that cannot be further used for future incoming QKD-LPRs. Thus, fragmentation in

QKD-ONs is critical and different problem than the existing fragmentation problem

of elastic optical networks (EONs) and computer storage.

Figure 1.16 illustrates the effect of fragmentation in QKD-ONs. In order to

show the effect of fragmentation in QSCh, a network topology, as shown in Figure
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Figure 1.16: Illustration of the effect of fragmentation in QKD-ONs

1.16, consists of five QCNs and six QLs is considered. Moreover, an example of

time-slot fragmentation in QSCh during RWTA on λ1 and the resource status on

λ1 are illustrated in Figure 1.16. Each QL consists of ten time slots. Suppose a

QKD-LPRs AD selects a route A-B-C-D and requires three time slots on selected

route to establish a secure connection between the QCNA and QCND. A QKD-LPR

AD first searches the availability of time slots on corresponding QLs, i.e., QLAB,

QLBC , and QLCD to satisfy the QKD-LPR security requirement. Let us consider

time slots {4, 5, 6} are selected as the occupied time-slots on QLAB for a QKD-LPR

AD (filled with green) as per their security requirement. A QKD-LPR AD searches

the same time-slots {4, 5, 6} on QLBC and QLCD in order to meet the time slot

continuity constraint. For QKD-LPR AD, on QLBC and QLCD the unused time

slots are available, however the available time slots are fragmented slots (FBC1 and

FBC2 on QLBC and FCD1, FCD2, and FCD3 on QLCD), i.e., the sufficient time-slots are

unavailable on the corresponding QLs. Hence, because of these fragmented time-

slots, a QKD-LPR AD get rejected, results in higher blocking of QKD-LPRs. Thus,

it is important to consider the impact of fragmentation while allocating network

resources to QKD-LPRs with security requirements.
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1.5 Securing Optical Networks Using Quantum-

Secured Blockchain: An Overview

This section moves towards a new technology known as quantum-secured blockchain.

Blockchain is one of the most promising solutions because of its decentralized and

distributed ledger technology. However, the security of blockchain relies on the

computational complexity of certain mathematical functions, and because of the

evolution of quantum computers, its security may be breached in real-time in the

near future. Therefore, researchers are focusing on combining QKD with blockchain

to enhance blockchain network security. This section provides a brief overview of

blockchain technology with its security loopholes, the quantum-secured blockchain

technology, and focused on the current research efforts in developing secure and

robust optical networks.

1.5.1 Blockchain

Blockchain is an innovative and unique technology for transferring and sharing con-

fidential information among untrusted nodes in the network. It is a distributed

database that consists of non-erasable records of information [196]. In blockchain,

the records are managed by a group of network nodes, not by a single centralized

authority. Hence, it is tamper-resistant [197, 198]. Blockchain security is based on

two cryptographic tasks, i.e., a cryptographic hash function for encryption and a

digital signature for authentication, which makes blockchain more secure [11]. In

blockchain [199], each block is connected with its previous block using the previous

block’s hash value. In addition, each node in the blockchain network has a copy of

the ledger. Hence, if an eavesdropper wants to break the security of a blockchain,

he/she has to solve a large mathematical problem of each node in the network at the

same time, which is expensive and requires more computational power [200]. Hence,

the security of blockchain technology is currently almost unbreakable. A blockchain

has the following characteristics [201] that make it attractive for various types of
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applications:

• Blockchain technology has a decentralized structure [201, 202], where there is

no central node/authority to store data. Moreover, in blockchain technology,

transactions are not validated and authorized by a centralized authority as in

a centralized system.

• The blockchain is immutable [203], i.e., the previously stored data cannot

be changed. All of the valid transactions are immutably stored in blocks

of blockchain. In blockchain, each block is connected with the previous block

using its hash value generated by a cryptographic hash function. If an attacker

tries to alter any previous block record, it will affect all of the succeeding blocks

of the blockchain, and the attack can be easily detectable.

• The blockchain system itself validates and authenticates transactions. Hence,

it is transparent in recording new data and also in updating them. In blockchain,

the valid transaction is added to the block after the validation process using

consensus protocols. In addition, the ledger of each node is updated, and

this process is publicly visible. Hence, a third party cannot add false trans-

actions to the ledger. This visibility ensures the transparency and security of

blockchain [203].

• All of the nodes in the blockchain network hold identical copies of the ledger

records, and update when the transaction is valid. Hence, blockchain is re-

sistant to attacks and information leakage [201]. This feature of blockchain

contributes to the network’s resilience and data integrity.

1.5.2 Quantum-secured Blockchain

This subsection describes the quantum-secured blockchain technology along with

its underlying process. Blockchain technology is strong enough to provide security

within the blockchain network between the nodes by leveraging asymmetric cryptog-

raphy and hashing algorithms. Asymmetric cryptography generates a pair of keys
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to provide security between the nodes and authenticate transactions by generating

a digital signature. The most widely used digital signature schemes are Rivest,

Shamir, Adleman (RSA) [14], or elliptic curve cryptography [204]. Hashing algo-

rithms also play a crucial role in providing security by hashing the transaction data

and linking blocks of a blockchain by generating block hash values. However, the

security of both asymmetric cryptography and hash algorithms relies on the com-

putational complexity of certain mathematical functions that quantum computers

can easily attack shortly [11, 205]. Hence, blockchain will release all of its security

features and become insecure. If quantum attack-aware schemes are not designed to

enhance blockchain security, then the existing and future blockchain networks will

become vulnerable and put blockchain at risk.

Post-quantum cryptography schemes were proposed to overcome the blockchain

security problem [204]. However, currently, their security is questionable. Hence,

they do not provide guaranteed security against threats. The most prominent way

to provide complete security in blockchain against quantum attacks is QKD. The

security of QKD relies on the fundamental laws of quantum mechanics [35]. QKD

generates and distributes random secret keys between the authenticated users in

the network using the QKD protocol through QSCh and PICh to encrypt con-

fidential information. Hence, there is a huge research interest in protecting the

blockchain network against quantum attacks by integrating QKD into blockchain

[206]. A quantum-secured blockchain platform was developed and experimentally

demonstrated, which uses QKD for authentication and the original Byzantine fault

tolerance (BFT) consensus protocol for validation [11]. The security of the quantum-

safe blockchain is practically realizable and scalable for different government and

commercial services. However, a major drawback of the proposed quantum-secured

blockchain is the use of a consensus protocol. The limitation of the BFT consen-

sus protocol is that, if a large number of nonoperational nodes are present in the

blockchain network, it becomes data-intensive. Hence, a new quantum-secured con-

sensus protocol was designed to limit the problem of the traditional consensus pro-
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.

tocol in [12]. However, not many protocols have been implemented to improve the

security of blockchain networks using QKD. Therefore, further research is urgently

needed to design secure consensus protocols using quantum technologies.

1.5.3 Process of Quantum-secured Blockchain

This subsection discusses the process of quantum-secured blockchain. In quantum-

secured blockchain, the QKD technique is used to generate and distribute secret keys

and provide authentication, which makes blockchain networks robust against the at-

tacking capabilities of quantum computers [15, 207]. Quantum-secured blockchain

uses the same components as the traditional blockchain, discussed in Section 5.1.1.1

However, a major difference is that, instead of conventional cryptography and hash-

ing algorithms, it utilizes quantum techniques to secure the network against security

breaches. Figure 1.17 shows the workflow of a quantum-secured blockchain [11, 12].

The workflow consists of the quantum phase, transaction proposal phase, transac-

tion validation phase, and quantum block proposal and validation phase. A detailed

description of the phases is discussed below.
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1.5.3.1 Quantum Phase

A quantum phase consists of a QKD network [120–123, 128, 130], as shown in

Figure 1.17. In this phase, random secret keys between the two authenticated users

in the network are generated using QKD protocols, such as BB84 [5, 24] and others

[38, 40, 42, 45, 46, 69], [7, 50–53, 141], through QSCh and PICh, discussed in

Section 1.1.3(1.1.3.1). The generated secret keys are then used for encryption and

authentication.

1.5.3.2 Transaction Proposal Phase

In the transaction proposal phase, Alice requests a transaction and hashed data by

using hashing algorithms for encryption, as shown in Figure 1.17. The most widely

used scheme is Toeplitz hashing [208], in which a Toeplitz matrix is generated by

shared random keys between the sender and receiver. This scheme, along with one-

time pad encryption, helps in transferring transaction data securely. The generated

secret keys using QKD in the quantum phase are used in generating a quantum-

secured signature to sign a transaction in a signing phase. After the signing phase,

the transaction data and the signature are broadcasted to the nodes in the quantum

blockchain network.

1.5.3.3 Transaction Validation Phase

In this phase, upon receiving the transaction data and signature, the blockchain

participants perform a specific test, detailed in [12], to validate the transaction.

After validation, only the valid transactions are collected in a block of valid requests,

as shown in Figure 1.17.

1.5.3.4 Quantum Block Proposal and Validation Phase

After the transaction validation phase, the quantum block (QB) of valid requests is

created and broadcasted to peer nodes in the quantum blockchain network for vali-

dation. The QB is validated using quantum-secured consensus protocols consisting
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of proposing, voting, and decision phases, as explained in [12]. When the QB is

validated, it is then added to the quantum blockchain to form a quantum-secured

blockchain. After that, the ledger of each node in the quantum blockchain network

is updated, and the transaction is securely received.

1.6 Thesis Outline and Contributions

This thesis consists of Chapters 1 to 6, whose brief description with their contribution

is as follows.

Chapter 1. Introduction: This chapter gives a brief overview of QKD in-

cluding qubits and its representation, and a basic yet complete QKD system. Sub-

sequently, it describes the underlying QKD process using the BB84 protocol, the

schemes for designing QKD protocols, and the quantum hacking attacks along with

the method of prevention. Further, this chapter discusses the co-existence of QKD in

optical networks, some practical demonstrations of QKD-ONs, the QKD standard-

ization activities, and the mechanism of secure communication over a point-to-point

optical fiber link using the BB84 QKD protocol. Besides, the architecture and vari-

ous networking challenges of QKD-ONs are discussed. Apart from this, the chapter

provides an overview of new quantum-secured blockchain technology. The motiva-

tion and contribution of the work are also presented.

Chapter 2. Efficient Provisioning of Network Resources for Different

CoQLRs in QKD-ONs: In this chapter, a RWTA or routing and resource assign-

ment (RRA) problem of QKD-ONs for different categories of QKD-LPR (CoQKD-

LPRs) is addressed. The QKD-LPRs are categorized into three different types,

namely high prioriy QKD-LPRs (HPQKD-LPRs), moderate priority QKD-LPRs

(MPQKD-LPRs), and low priority QKD-LPRs (LPQKD-LPRs), on the basis of

their security requirements. To minimize the impact of blocking for different CoQKD-

LPRs of QKD-ONs, an efficient key assignment priority ordering policy for RRA is
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proposed. The performance of the proposed policy is investigated under two differ-

ent sizes of networks and compared with different existing baseline policies in terms

of considered metrics.

Chapter 3. Impact of Fragmentation in Quantum Signal Channel

of QKD-ONs: This chapter is focused on the fragmentation issue of QKD-ONs

caused by the isolated slots in the network. A fragmentation-suppressed routing

and resource assignment (FS-RRA) approach is proposed to minimize the effect of

fragmentation during assignment and reassignment in QSCh. The effect of time-

slot fragmentation in QSCh is analyzed by using two existing resource assignment

approaches and a proposed FS-RRA in terms of the QSCh fragmentation index

(FIQSCh), the external fragmentation (FMexternal), blocking probability (BP), and

resource utilization (RU).

Chapter 4. Deep Reinforcement Learning Based Routing and Re-

source Assignment in QKD-ONs: In this chapter, a deep reinforcement learning

(DRL)-based method is exploited to address the RRA problem of QKD-ONs. The

RRA problem of QKD-ONs is a complex decision making problem, where appropri-

ate solutions depend on understanding the networking environment. Motivated by

the recent advances in DRL for complex problems and also because of its capabil-

ity to learn directly from experiences, this chapter exploits DRL to solve the RRA

problem and proposes a DRL-based RRA scheme. The performance of the proposed

DRL-based RRA scheme is compared with the deep-Q network (DQN) method and

the two baseline schemes, namely, First Fit (FF) and Random Fit (RF) in terms of

BP, and RU.

Chapter 5. Routing based on Deep Reinforcement Learning in QKD-

ONs: This chapter is focused on the routing sub-problem of RRA in QKD-ONs.

Routing is a challenging problem in QKD-ONs and involves the selection of an ap-
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propriate route that establishes a secure path between the QKD nodes for secret

key distribution. A DRL-based solution for routing in QKD-ONs is proposed in

this chapter that enables the routing agent to learn and adapt to changing net-

work conditions by understanding the networking environment. The effectiveness of

the proposed scheme is compared with two baseline routing schemes, namely, short-

est path (ShP) and fixed alternate routing based on hop count (HC), in terms of BP.

Chapter 6. Conclusion and Future Work: The contributions of the thesis

are summarized in this chapter, and important insights and conclusions are pre-

sented. Further, the scope for future work is also discussed.
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Table 1.5: Summary of existing works that address various networking challenges in
QKD-ONs

Networking
Challenge

Year,
and Ref.

Description

RWTA
2017, [154] Develops a QKD-ON architecture with SDN, address RWTA problem, and develop a static

RWTA strategy

2017, [87] Introduces a novel concept of KoD for efficient provisioning of network resources with QKP
technique

2017, [163] Proposes a soft-reservation strategy to avoid time-conflict based on resource allocation

2018, [164] Develops RWTA algorithm with flexible key updation period in a dynamic traffic scenario
and introduces the concept of TSW to reduce time conflicting

2018, [10] Proposes a new time-scheduled scheme to assign resources efficiently for three types of chan-
nels with QKP technique

2018, [165] Proposes a secret key generation scheme to provide security in the physical layer based on
feature extraction of the optical channel and experimentally verified the proposed scheme
over 200 km fiber loop

2019, [166] Presents the concept of KaaS that provides sufficient secret keys in proper time to satisfy
the lightpath requests

2019, [167] Proposes an auxiliary graph-based RWTA (AG-RWTA) algorithm to save quantum key re-
sources

2019, [168] A new node structure was designed for the distribution of global quantum keys to secure
multicast services

2020, [169] Proposes a novel key-relay tree-based routing and key assignment(KRT-RKA) scheme based
on the multi relay node (MRN) structure for efficient distribution of quantum keys as per
the user demands in a multicast service scenario

2020, [170] Two RWTA schemes was designed based on auxiliary graph in MQON with new node struc-
ture

2020, [171] A novel distributed subkey-relay tree-based routing and key assignment (DSKRT-RKA) al-
gorithm was proposed based on DSKRT-SM scheme for efficient distribution of secret keys
for multicast services

Multi
tenant

provisioning
problem

2019, [172] Introduces a new concept of QaaS and develop routing and SKR assignment strategy for
multiple users

2019, [173] Develops a multi-tenant QKD network in which multiple users can use the same network
infrastructure for securing their lightpath requests, proposes a MTKA strategy and experi-
mentally verified the proposed strategy

2019, [174] Demonstrates the multi-tenant provisioning over SDN-based metropolitan area network and
design an on-demand secret key resource allocation strategy for providing access to multiple
users

2019, [175] and 2020,
[176]

The On-MTP problem was addressed and a heuristic and RL-based key assignment strategies
were designed for QKD networks

Resiliency
2019, [177] Focuses on protecting the secret keys against network failure and develop two new survivable

schemes

2019, [178] A secret key flow model (SKFM) was constructed to design SKRS to strength the resiliency
against failure in QKD network

2019, [179] A novel shared backup path protection (SBPP) scheme based on dynamic time window plane
was proposed in TDM based QKD-ONs

2020, [180] A new dynamic wavelength and key resource adjustment algorithm was proposed to solve
the mixed/hybrid resource allocation problem in the existing backup QKD-ONs

Trusted
repeater

node
placement,

cost-
minimized
approach,
and key
recycling
approach

2020, [170] A novel quantum node structure with the ability of bypass was designed, if the distance
between the two nodes in the network is within a certain range

2020, [181], 2020, [182],
and 2021, [183]

A new hybrid trusted/untrusted relay based QKD network architecture which consists of
TRNs/UTRNs was proposed

2019, [184] The cost minimized problem was addressed, a novel cost-oriented model was constructed
and a cost-efficient QKD networking algorithms were designed to solve the cost-minimized
problem

2020, [185] Quantum key recycling mechanisms, namely, partial recycling, all recycling, and mixed recy-
cling, were proposed to increase the number of available keys in the QKD system for secure
communication
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Chapter 2

Efficient Provisioning of Network

Resources for Different CoQKD-

LPRs in QKD-ONs

2.1 Introduction

In optical communication networks, the problem of assigning an appropriate route

and suitable network resources to a LP request is known as RWA. However, in QKD-

ONs, for efficient utilization of network resources in such networks, OTDM has been

adopted for construction of the QSCh and PICh. Hence, the modified RWA prob-

lem of QKD-ONs is termed as RWTA [8]. In context of RWTA or RRA, different

researchers have developed various strategies for efficient utilization of network re-

sources for three types of channels in both static [8] and dynamic traffic scenarios

[34]. Almost all the proposed strategies in the literature focus on efficient utilization

of network resources because of the limited network resources in the existing optical

networks.

It has also been observed from the literature, discussed in Chapter 1, that the

availability of network resources’ is essential for QKD-LPRs in order to reduce the

effect of blocking in the network. The unavailability of network resources increases
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blocking and degrades the network performance. In QKD-ONs, blocking increases

because of the increase in traffic load, and the number of times modifications are

required to update the secret key of QKD-LPRs. Additionally, the financial, defence,

and other government services, whose security is paramount during security attacks,

require sufficient network resources during resource assignment and reassignment to

satisfy the service demand with full security. Hence, blocking is a severe problem

for HPQKD-LPRs and MPQKD-LPRs in such networks. Therefore, in this chapter

a secret key assignment priority ordering policy (SKA-POP) is proposed for RRA

to improve the success probability (SP) of QKD-LPRs.

In this chapter, QKD-LPRs are categorized into three types, namely, HPQKD-

LPRs, MPQKD-LPRs, and LPQKD-LPRs. The QKD-LPRs with the highest secu-

rity level are categorized as HPQKD-LPRs. In HPQKD-LPRs category, secret keys

of such requests are updated more frequently than the other two CoQKD-LPRs. The

HPQKD-LPRs include defence services, financial services, and other government ap-

plications, which are at the highest priority during RRA [8]. The QKD-LPRs with

moderate security levels come under the category of MPQKD-LPRs. The secret

keys of MPQKD-LPRs are updated moderately, i.e., the QKD-LPR modifications

required to update the secret keys of such requests are lower than the HPQKD-LPRs,

however more than the LPQKD-LPRs. Confidential business information such as

emails, etc. are examples of MPQKD-LPRs. Online gaming, a normal conversa-

tion between two users, downloading movies, and web-series, etc., are examples of

LPQKD-LPRs. For LPQKD-LPRs, the secret keys of such category of QKD-LPRs

are updated slowly than the HPQKD-LPRs and MPQKD-LPRs. The priority or-

der of QKD-LPRs based on the security level is HPQKD-LPRs > MPQKD-LPRs

> LPQKD-LPRs. Hence, the number of times the secret key reassignment pro-

cess required to establish a QKD-LPR with full security is more for HPQKD-LPRs,

moderate for MPQKD-LPRs, and fewer for LPQKD-LPRs. Thus, availability of

network resources is essential for HPQKD-LPRs and MPQKD-LPRs, which are at

high risk during security threats. The main contributions of the work are as follows:
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(i) This chapter addresses the RRA problem of QKD-ONs for different CoQKD-

LRs.

(ii) A SKA-POP for RRA is proposed to improve the SP of QKD-LPRs.

(iii) The performance of the proposed ordering policy is evaluated on two differ-

ent networks, namely, NSFNET and UBN24 and compared with non-priority

based RWTA (NP-RWTA), priority order based RWTA (POB-RWTA) [209],

partial-priority based RWTA (PP-RWTA), and a version of SKA-POP, i.e.,

SKA-POP with the longest route first (SKA- POP-LRF) schemes in terms of

the SP and the probability of secret key update failure (PSKUF).

2.2 Proposed Secret Key Assignment Priority Or-

dering Policy

2.2.1 Network Model

This subsection describes the system model used in this chapter to evaluate perfor-

mance of the proposed priority ordering policy in comparison with the NP-RWTA,

POB-RWTA, PP-RWTA, and SKA-POP-LRF. Let us consider a physical network

topology of a QKD-ON represented by a connected graph G(VQ, EQ, TQ, WT,

WQ), where, VQ represents the set of QCNs, TQ represents the set of TRNs, and EQ

represents the set of QLs. WT represents the total number of available wavelengths

on each fiber link, and WQ represents the total number of reserved wavelengths

for QSCh and PICh on each QL. Let us assume Q is set of incoming QKD-LPRs.

A QKD-LPR is represented by Qt(ot, dt, ql, Cr, Z
c
t,k, T, Nm

t,k, zct,k, Zm
t,k), Qt ∈

Q, where ot and dt are the source and destination QCNs of a QKD-LPR, respec-

tively. The ql is the number of QLs between source QCN and destination QCN

pair, the Cr(HQKD-LPR, MQKD-LPR, LQKD-LPR) represents the CoQKD-LPRs, where,

HQKD-LPR, MQKD-LPR, and LQKD-LPR are set of incoming HPQKD-LPRs, MPQKD-

LPRs, and LPQKD-LPRs, respectively. Zc
t,k is the required number of initial secret
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key time-slots during creation of a QKD-LPR, T is period after which a secret key

of QKD-LPR has to be updated or modified. Nm
t,k is the number of times secret key

modification required to update a QKD-LPR. zct,k is the change in the number of

time-slots for modifying secret key of a QKD-LPR, and Zm
t,k is the required num-

ber of modifying secret key time-slots of a QKD-LPR. QSCh and PICh reserved an

equal number of wavelengths on each QL is considered in this chapter. Also, TRNs

between the QCNs for establishing a secured long-distance communication in the

QKD network is assumed. OTDM is employed in QKD-ON for efficient utilization

of network resources, which segments the reserved wavelengths of QSCh and PICh

into several time-slots. For analyzing the performance of the proposed ordering pol-

icy, the K -shortest path algorithm is utilized for routing computation and selection

to compute the k -alternate paths between the source and destination QCNs of a

QKD-LPR. Then, for secret key assignment and reassignment during RRA, the FF

resource assignment policy is utilized in this chapter because of its simplicity and

low computational complexity.

2.2.2 Secret Key Assignment Priority Ordering Policy

This subsection discusses concept of the proposed SKA-POP for reducing the impact

of blocking in QKD-ONs.

In a non-priority based ordering policy, resources are randomly assigned in the

network without any priority order. If resources are assigned first to LPQKD-

LPRs, then the resources are occupied by such QKD-LPRs in the network. This

leads to lower availability of network resources for HPQKD-LPRs and MPQKD-

LPRs, resulting in increased blocking of HPQKD-LPRs and MPQKD-LPRs in the

network. Similarly, in POB-RWTA scheme the QKD-LPRs with higher security level

are served first and in PP-RWTA scheme some of the QKD-LPRs from each CoQKD-

LPR (which have higher priority within the CoQKD-LPR) are served first and other

QKD-LPRs are randomly served in the network. However, using these schemes

the overall blocking of QKD-LPRs does not reduce because of the assignment of
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network resources without any proper ordering policy. Therefore, for improving

establishment of the HPQKD-LPRs and MPQKD-LPRs, and for reducing the overall

blocking of QKD-LPRs, a priority ordering policy for RRA in QSCh of QKD-ONs

is proposed. Using the proposed SKA-POP, the requested resources are available

for HPQKD-LPRs and MPQKD-LPRs. Additionally, it has been observed that by

using SKA-POP, sufficient resources are also available for LPQKD-LPRs after the

successful assignment of resources for HPQKD-LPRs and MPQKD-LPRs during the

secret key assignment and reassignment.

The objective of the proposed SKA-POP is to assign the network resources for

QKD-LPRs according to the order of priority to reduce blocking in QSCh of QKD-

ONs. The proposed policy consists of three steps with two priority criteria. In Step

1, the QKD-LPRs with different security levels are categorized into three different

types, namely, HPQKD-LPRs, MPQKD-LPRs, and LPQKD-LPRs. Based on the

first priority criterion, the different CoQKD-LPRs are arranged in decreasing order

of their security level, i.e., from HPQKD-LPRs to LPQKD-LPRs, to maximize the

establishment of high and moderate security level QKD-LPRs. In the Step 2, within

a category, the QKD-LPRs are arranged in increasing order of Zc
t,k, which is the

second priority criterion. That means in the category of HPQKD-LPRs, the QKD-

LPR which requires the least initial secret key time-slots, will be served first in the

network. Similarly, the same priority criterion of Step 2 is followed by the other two

CoQKD-LPRs. By using the above mentioned criterion more number of resources

are available for future QKD-LPRs because QKD-LPR with least Zc
t,k is served first

in the network. Additionally, for each category of QKD-LPRs, the proposed SKA-

POP uses the shortest route first (based on the hop-counts) so that less number

of links and resources are utilized by QKD-LPR to serve the request. In Step 3,

the RRA is performed using the proposed priority criteria. Therefore, by using the

proposed priority ordering policy, blocking of the QKD-LPRs due to limited number

of network resources can be reduced.

The motivation behind prioritization of QKD-LPRs is to serve the HPQKD-
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LPRs and MPQKD-LPRs before any LPQKD-LPRs in the network such that the

maximum number of HPQKD-LPRs and MPQKD-LPRs are established success-

fully. Hence, SP is improved and PSKUF is reduced by introducing the concept of

prioritization for RRA in such networks. The priority order of each category of

QKD-LPRs is based on the Zc
t,k and their route length. Using these criteria, in each

QKD-LPR category, the QKD-LPRs with least Zc
t,k and with the shortest route

receive highest priority.

In this work, our objective is to enhance the availability of network resources for

HPQKD-LPRs and MPQKD-LPRs in order to reduce the blocking of such requests

and the network’s overall blocking. However, in a non-priority ordering policy, the

QKD-LPRs are served randomly, in POB-RWTA, only the HPQKD-LPRs are served

first and all other QKD-LPRs are served randomly, and in PP-RWTA, within the

CoQKD-LPRs some of the QKD-LPRs are served first and others are served ran-

domly in the network, as discussed above. Hence, the availability of resources is not

guaranteed for the upcoming QKD-LPRs. Thus, using the concept of non-priority

ordering policy, POB-RWTA, and, PP-RWTA for RRA in QSCh, the QKD-LPRs

with high and moderate security levels may be rejected due to unavailability of

network resources during secret key assignment and reassignment which increases

blocking in the network. However, in the proposed SKA-POP, the secret key assign-

ment and reassignment for RRA are based on a different priority criteria. Hence,

the possibility of the availability of network resources is more for HPQKD-LPRs

and MPQKD-LPRs. Therefore, the proposed priority ordering policy minimizes the

impact of blocking as compared to NP-RWTA, POB-RWTA, and PP-RWTA in such

networks which leads to better performance of QKD-ONs in terms of higher SP and

lower PSKUF. The complete algorithm of SKA-POP for RRA is shown in Algorithm

1.

The proposed SKA-POP for RRA is explained with an illustration, where a net-

work topology with 5 QCNs and 7 QLs is assumed, as shown in Figure 2.1. Consider

that different QKD-LPRs, i.e., AC, BC, AB, BD, AD, with different security require-
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Algorithm 1 The proposed SKA-POP

Inputs: G(VQ, EQ, TQ, WT, WQ), Q, Qt(ot, dt, ql, Cr, Z
c
t,k, T, Nm

t,k, zct,k, Zm
t,k),

k-routes
Output: SP and PSKUF.
for Qt ← 1 to Q do

Divide the QKD-LPRs into three CoQKD-LPRs on the basis of security level
Arrange the different CoQKD-LPRs in decreasing order of their security level

(Prioritize the CoQKD-LPRs on the basis of security level)
Search the route for each category of QKD-LPRs using K-shortest path al-

gorithm
Select the first k-routes as fixed routes
Arrange the QKD-LPRs (within the CoQKD-LPR) and their routes in in-

creasing order of Zc
t,k and route length, respectively

if resources are available then
Perform secret key assignment using FF algorithm for individual CoQKD-

LPR based on the priority criteria
if secret key assignment is successful then

Request is accepted
Update the status of request on each QL

else
Request is rejected

end if
end if
if request requires modification then

if resources are available then
Perform re-assignment for modifying secret key using FF algorithm
if secret key re-assignment is successful then

Request is accepted
Update the status of request on each QL

else
Request is rejected

end if
else

Request is rejected
end if

else
No re-assignment

end if
if more modification is required then

follow Step 18 to Step 32
end if
return output parameters

end for
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ments arrive in the network. The routes of the QKD-LPRs are shown in Table 2.1.

The arrangement of QKD-LPRs with their requirements and QKD-LPR acceptance

status is shown in Table 2.2 using NP-RWTA, POB-RWTA and PP-RWTA.

QLAB

QLBE
QLBC

QLCD
QLDE

QLAE

QLADQCNE E

QCND

D

QCNCC

QCNBQCNA

A B

Figure 2.1: A network topology.

Table 2.1: QKD lightpath requests routes

QKD-LPR Route

AC A-B-C, A-D-C, A-E-B-C, A-E-D-C

BC B-C, B-A-D-C, B-E-D-C, B-A-E-D-C

AB A-B, A-E-B, A-D-C-B, A-E-D-C-B

BD B-C-D, B-A-D, B-E-D, B-A-E-D

AD A-D, A-E-D, A-B-C-D, A-B-E-D

Table 2.2: Concept of NP-RWTA, POB-RWTA, and PP-RWTA

QKD-
LPR

Security
Level

Zc
t,k

QKD-LPR
Order

According to
NP-RWTA

QKD-LPR
Order

According to
POB-RWTA

QKD-LPR
Order

According to
PP-RWTA

Zm
t,k

QKD-LPR
Acceptance
Status for

NP-RWTA/
POB-RWTA/

PP-RWTA

AC low 2 AC BD BD 3...Nc
t,k ACC/ACC/ACC

BC moderate 3 BC AD BC 4,2...Nc
t,k REJ/ACC/ACC

AB low 3 AB AC AC 4...Nc
t,k REJ/REJ/REJ

BD high 4 BD BC AB 5,3,4...Nc
t,k REJ/REJ/REJ

AD high 3 AD AB AD 4,2,3...Nc
t,k REJ/REJ/REJ

According to the Step 1 of the proposed SKA-POP different QKD-LPRs, i.e., AC,

BC, AB, BD, AD with different security requirements, are arranged in decreasing

50



Table 2.3: Concept of SKA-POP and SKA-POP-LRF

QKD-LPR
Priority

Order Based
on Security

Level

QKD-LPR
Priority
Order

According to
SKA-POP-LRF

QKD-LPR
Priority
Order

According to
SKA-POP

QKD-LPR
Acceptance
Status for

SKA-POP-
LRF/SKA-POP

Zm
t,k

Request
Acceptance
Status for
SKA-POP

-LRF/SKA-POP

BD (high) AD(3 and A-B-C-D) AD(3 and A-D) ACC/ACC 4,2,3...Nc
t,k ACC/ACC

AD (high) BD(4 and B-A-E-D) BD(4 and B-C-D) ACC/ACC 5,3,4...Nc
t,k ACC/ACC

BC (moderate) BC(3 and B-A-E-D-C) BC(3 and B-C) ACC/ACC 4,2...Nc
t,k ACC/ACC

AC (low) AC(2 and A-E-D-C) AC(2 and A-B-C) ACC/ACC 3...Nc
t,k REJ/ACC

AB (low) AB(3 and A-E-D-C-B) AB(3 and A-B) ACC/ACC 4...Nc
t,k REJ/ACC

order of their security level, i.e., from HPQKD-LPRs to LPQKD-LPRs, shown in

Table 2.3. According to the Step 2 of the proposed ordering policy, each category of

QKD-LPRs is arranged in increasing order of their requested initial secret key time-

slots with the shortest route, shown in Table 2.3. Additionally, the proposed SKA-

POP is compared with a SKA-POP-LRF for complete analysis. Table 2.3 shows

arrangement of the QKD-LPRs with their requirements and QKD-LPR acceptance

status using the proposed SKA-POP and SKA-POP-LRF. In this chapter, aim of the

proposed SKA-POP is to assign an appropriate path and suitable network resources

for QKD-LPRs according to the priority criteria. The K -shortest path algorithm is

used for routing in QSCh. Thus, the first k -routes are selected from the K -routes.

The fixed alternate routes obtained for the QKD-LPRs are shown in Table 2.1. After

route computation and selection, the resources are assigned along the selected path

of the QKD-LRPs using the FF resource assignment policy. If resources for initial

secret key time-slots are available during resource assignment, then the QKD-LPR

is treated as accepted. Moreover, suppose the QKD-LPR requires modification to

improve the security, in that case, resource reassignment is performed using the

same resource assignment policy in order to assign requested time-slots for QKD-

LPR modification. If resources during assignment and reassignment are available,

then QKD-LPRs are accepted, otherwise rejected. The acceptance status of QKD-

LPRs for SKA-POP and SKA-POP-LRF is shown in Table 2.3.
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2.3 Performance Evaluation

In this section, the impact of blocking in QSCh is analyzed by evaluating perfor-

mance of the proposed SKA-POP in comparison with the NP-RWTA, POB-RWTA,

PP-RWTA, and the SKA-POP-LRF. In this chapter, two different sizes of optical

networks, namely, NSFNET (14 nodes and 22 links) and UBN24 (24 nodes and 43

links) to test performance of the proposed SKA-POP are used, as shown in Figure

2.2 and Figure 2.3, respectively. For three types of channel in QKD-ONs, 80 wave-

lengths with 50 GHz channel spacing is considered [8]. The number of wavelengths

reserved for QSCh and PICh is the same. Hence, this chapter analyzes the perfor-

mance of RRA using the proposed priority ordering policy and the existing schemes

only for QSCh. For the performance evaluation of the proposed SKA-POP, different

WQ for QSCh, i.e., 2 and 4, and different ranges of Zc
t,k, i.e., Zc

t,k ∈ [4,6] and Zc
t,k ∈

[4,8] are assumed. Depending on WQ, the total number of available time-slots for

QSCh also varies. In this chapter, a static traffic scenario is considered, and the

QKD-LPRs are randomly generated with different security levels in the network.

The sequence of arrival of QKD-LPRs is different for each simulation run. In this

work, the performance of the proposed SKA-POP for different ratios of the QKD-

LPRs, i.e., HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1 and HQKD-LPR: MQKD-LPR :

LQKD-LPR = 1:2:3 is analyzed. The results are averaged over 100 simulations for

different network topologies. Two metrics, namely, SP and PSKUF, are used for

evaluating performance of the proposed SKA-POP. The implementation of QKD

network model, QKD-LPR model, and simulations are performed in MATLAB.

2.3.1 Success Probability (SP)

The SP is defined as the ratio of accepted QKD-LPRs to the total incoming QKD-

LPRs in the QKD-ON.

SP =
∑

Qaccepted

Qtotal(
∑

Cr)
(2.1)

where, Qaccepted is the accepted QKD-LPR and Qtotal (
∑

Cr) is the total incoming
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Figure 2.2: NSFNET network topology.
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Figure 2.3: UBN24 network topology.

QKD-LRs.

2.3.2 Probability of secret key update failure (PSKUF)

The PSKUF is defined as the ratio of QKD-LPRs with secret key update failure to

the total incoming QKD-LPRs.

PSKUF =
∑

QSKU failure

Qtotal(
∑

Cr)
(2.2)

where, QSKU failure is QKD-LPR with secret key update failure and Qtotal (
∑

Cr) is

the total incoming QKD-LRs.

Figure 2.4 shows the SP of QKD-LPRs for different CoQKD-LPRs individually

with different ratios of QKD-LPRs, i.e., HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1

and HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 with 95% confidence interval. In this

work, a standard 95% confidence interval is used to estimate the range of values of
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Figure 2.4: Success Probability (SP) for different CoQKD-LPRs with differ-
ent QKD-LPR ratios (HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1 and HQKD-LPR:
MQKD-LPR : LQKD-LPR = 1:2:3) (a) in the NSFNET and (b) in the UBN24.

different metrics. The error bars represent 95% confidence interval. The performance

of the proposed SKA-POP and the existing POB-RWTA scheme for NSFNET and

UBN24 in terms of SP for different ratios of QKD-LPRs is shown in Figure 2.4.

The results indicate that the SP is less for HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1

as compared to HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 for MPQKD-LPRs and

LPQKD-LPRs. The reason is that as the percentage of HPQKD-LPRs increases,

the availability of network resources for other two categories of QKD-LPR decreases.

Hence, fewer QKD-LPRs are established for the MPQKD-LPRs and LPQKD-LPRs

for QKD-LPR ratio HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1. It can be observed
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from Figure 2.4 that the SP for HPQKD-LPRs for different QKD-LPR ratios is

almost same using SKA-POP and POB-RWTA. It can also be observed from Figure

2.4(a) that the improvement in SP as compared to POB-RWTA is 52% and 86%

for MPQKD-LPRs and LPQKD-LPRs for HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1

and for HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 the average improvement of SP as

compared to POB-RWTA is 65.72% and 89.77% for MPQKD-LPRs and LPQKD-

LPRs, respectively. Similarly, for UBN24, it can observed from Figure 2.4(b) that

the SP for MPQKD-LPRs and LPQKD-LPRs using the SKA-POP compared to

POB-RWTA increased by 51.19% and 93.50% for HQKD-LPR: MQKD-LPR : LQKD-LPR

= 1:1:1, respectively. The average improvement of 61.30% and 94.33% has been

obtained using SKA-POP for MPQKD-LPRs and LPQKD-LPRs with HQKD-LPR:

MQKD-LPR : LQKD-LPR = 1:2:3 as compared to POB-RWTA. It can also be observed

from Figure 2.4(a) that the average improvement in SP of the proposed SKA-POP

for HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 for HPQKD-LPRs, MPQKD-LPRs and

LPQKD-LPRs is 5.75%, 86.15% and 21% as compared to HQKD-LPR: MQKD-LPR :

LQKD-LPR = 1:1:1, as shown in Figure 2.4(a) for NSFNET, respectively. Similarly, in

Figure 2.4(b) for UBN24, the average improvement of 8.70%, 45.58% and 16.06% has

been obtained using SKA-POP for HPQKD-LPRs, MPQKD-LPRs and LPQKD-

LPRs with HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 as compared to HQKD-LPR :

MQKD-LPR : LQKD-LPR = 1:1:1, respectively. It can also be observed from the Figure

2.4 that with 95% confidence interval, the SP for different Co-QKD-LPRs with

different ratios of QKD-LPRs, i.e., HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1 and

HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 is somewhere between the upper and lower

values of the confidence interval.

Figure 2.5 shows the SP of QKD-LPRs for different CoQKD-LPRs with different

traffic loads with 95% confidence interval. Different ratios of QKD-LPRs for each

CoQKD-LPR have been considered for simulation. The performance of SKA-POP

for NSFNET and UBN24 in terms of SP for QKD-LPRs ratio HQKD-LPR: MQKD-LPR

: LQKD-LPR = 1:2:3 is shown in Figure 2.5. The results indicate that the SP is more
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Figure 2.5: Success Probability (SP) for different CoQKD-LPRs with traffic load (a)
in the NSFNET and (b) in the UBN24 for QKD-LPR ratio (HQKD-LPR: MQKD-LPR

: LQKD-LPR = 1:2:3).

for SKA-POP as compared to POB-RWTA because of the proposed priority crite-

ria. Using the proposed criteria, the availability of network resources for different

CoQKD-LPRs increases in the network. Hence, more QKD-LPRs are established in

the network using the SKA-POP scheme. It has been seen from Figure 2.5 that the

SP for HPQKD-LPRs is almost same. For NSFNET, it has been observed that the

improvement in SP for MPQKD-LPRs and LPQKD-LPRs for HQKD-LPR: MQKD-LPR
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: LQKD-LPR = 1:2:3 is 62.95% and 93.24% as compared to POB-RWTA, shown in

Figure 2.5(a), respectively. Similarly, for UBN24, the SP for MPQKD-LPRs and

LPQKD-LPRs using SKA-POP for HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 is im-

proved by 60.84% and 94.27% as compared to POB-RWTA, shown in Figure 2.5(b),

respectively. It has also been observed from the Figure 2.6 that with 95% confi-

dence interval, the estimate ofSP of QKD-LPRs for different Co-QKD-LPRs will lie

between the upper and lower values of the confidence interval.

Figure 2.6 shows the SP of different ordering policies, i.e., NP-RWTA, POB-

RWTA, PP-RWTA, SKA-POP-LRF, and SKA-POP for total QKD-LPRs with dif-

ferent WQ and QKD-LPR ratio HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 with

95% confidence interval. It has been observed from plotted graphs that the SKA-

POP performs better than the other four ordering policies under QKD-LPR ratio

HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 in terms of SP for total QKD-LPRs with

increasing traffic load. From Figure 2.6(a), it can be seen that an average improve-

ment of 80.31%, 52.89%, 31.11%, and 18.50% in SP for total QKD-LPRs with WQ=2

has been obtained using SKA-POP as compared to NP-RWTA, POB-RWTA, PP-

RWTA, and SKA-POP-LRF for NSFNET, respectively. It can also be seen that

an average improvement in SP with WQ=4 of the proposed SKA-POP is 82.13%,

62.67%, 46%, and 44.34% as compared to NP-RWTA, POB-RWTA, PP-RWTA,

and SKA-POP-LRF, respectively. Similarly, for UBN24 the SP of SKA-POP with

WQ=2 is increased by 80.28%, 51.01%, 28.93%, and 11.37% and with WQ=4 is in-

creased by 81.70%, 60.29%, 41.20%, and 10.29% as compared to NP-RWTA, POB-

RWTA, PP-RWTA, and SKA-POP-LRF, respectively.

It has also been observed from the Figure 2.6 that with 95% confidence inter-

val, the SP of different ordering policies, i.e., NP-RWTA, POB-RWTA, PP-RWTA,

SKA-POP-LRF, and SKA-POP for total QKD-LPRs with different WQ and QKD-

LPR ratio HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3 is somewhere between the upper

and lower values of the confidence interval.

Figure 2.7 and Figure 2.8 show PSKUF with increasing traffic load under different
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Figure 2.6: Success Probability (SP) for total QKD-LPRs with different WQ and
QKD-LPR ratio (HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:2:3) in (a) the NSFNET and
(b) the UBN24.

parameters, i.e., WQ and Zc
t,k. PSKUF is the probability of QKD-LPR failure during

secret key re-assignment, i.e., the requested resources during secret key assignment

are available, however, requested resources during reassignment are not available

for QKD-LPR modification and hence, the QKD-LPR is rejected. In this case, the

QKD-LPR requires modification to improve the security level; hence, the secret key

reassignment process will occur. Therefore, the availability of network resources is
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Figure 2.7: Probability of secret key update failure (PSKUF) for total QKD-LPRs
with different WQ and HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1 QKD-LPR ratio in
(a) the NSFNET and (b) the UBN24.

necessary for each modification in order to establish the QKD-LPR with full secu-

rity. PSKUF obtained for each of the two networks with different WQ is shown in

Figure 2.7. It has been observed that the increase in the value of WQ increases the

QKD-LPR establishment because it increases the availability of network resources.
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Thus, it minimizes the effect of blocking in QSCh during secret key assignment and

reassignment. It is evident from Figure 2.7 that PSKUF with different WQ is more

for the NP-RWTA, POB-RWTA, PP-RWTA, and SKA-POP-LRF as compared to

the proposed SKA-POP for both the networks. In Figure 2.7(a), for NSFNET, an

average reduction of 80.66%, 68.73%, 74.48%, and 44.73% in PSKUF with WQ=2

has been obtained using SKA-POP as compared to the other four ordering policies,

namely, NP-RWTA, POB-RWTA, PP-RWTA, and SKA-POP-LRF with QKD-LPR

ratio HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1, respectively. It can also be seen that

an average reduction in PSKUF with WQ=4 of the proposed SKA-POP is 98.60%,

97.67%, 98.06%, and 87.99% as compared to NP-RWTA, POB-RWTA, PP-RWTA,

and SKA-POP-LRF, respectively. Similarly, Figure 2.7(b) for UBN24, shows an av-

erage reduction of 81.89%, 70.70%, 75.93%, and 28.62% in PSKUF using the proposed

SKA-POP with WQ=2 as compared to NP-RWTA, POB-RWTA, PP-RWTA, and

SKA-POP-LRF, respectively. It can also be observed that an average reduction of

96.69%, 94.51%, 95.45%, and 42.69% in PSKUF with WQ=4 has been obtained for

the proposed SKA-POP as compared to NP-RWTA, POB-RWTA, PP-RWTA, and

SKA-POP-LRF, respectively.

Figure 2.8, shows PSKUF with different ranges of Zc
t,k for NSFNET and UBN24.

It can be observed from the plotted graphs that as the range of Zc
t,k increases, PSKUF

increases because more resources get occupied during secret key assignment and re-

assignment. However, from Figure 2.8, it is evident that PSKUF for the proposed

SKA-POP is lower with different ranges of ktr. Thus, using the proposed SKA-POP,

maximum number of QKD-LPRs are established successfully. It has been seen

from Figure 2.8(a) that the proposed SKA-POP reduces the effect of blocking in

QSCh and shows an average reduction of 98.60%, 97.67%, 98.06%, and 87.99% with

Zc
t,k ∈ [4,6] in PSKUF as compared to NP-RWTA, POB-RWTA, PP-RWTA, and

SKA-POP-LRF for NSFNET, respectively. Similarly, the minimization in PSKUF

of the proposed SKA-POP is 96.02%, 93.40%, 94.53%, and 76.90% with Zc
t,k ∈

[4,8] as compared to NP-RWTA, POB-RWTA, PP-RWTA, and SKA-POP-LRF for
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Figure 2.8: Probability of secret key update failure (PSKUF) for total QKD-LPRs
with different Zc

t,k and HQKD-LPR: MQKD-LPR : LQKD-LPR = 1:1:1 QKD-LPR ratio in
(a) the NSFNET and (b) the UBN24.

NSFNET, respectively. In Figure 2.8(b), for UBN24, an average reduction of 96.69%,

94.51%, 95.45%, and 42.69% in PSKUF with Zc
t,k ∈ [4,6] using SKA-POP has been

obtained as compared to NP-RWTA, POB-RWTA, PP-RWTA, and SKA-POP-LRF,

respectively. It can also be observed from Figure 2.8(b) that an average reduction
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in PSKUF of the proposed SKA-POP is 94.22%, 90.44%, 92.10%, and 41.50% with

Zc
t,k ∈ [4,8] as compared to NP-RWTA, POB-RWTA, PP-RWTA, and SKA-POP-

LRF, respectively. Thus, the SKA-POP performs better than the other policies to

minimize the impact of blocking in the QSCh of QKD-ONs.

2.4 Conclusion

In this chapter, to minimize the impact of blocking in QSCh, an efficient SKA-

POP for RRA has been proposed. In the proposed SKA-POP, the QKD-LPRs

are categorized into three types, and the different CoQKD-LPRs are prioritized

based on their security level, i.e., from HPQKD-LPRs to LPQKD-LPRs (HPQKD-

LPRs > MPQKD-LPRs > LPQKD-LPRs). In addition to this, the QKD-LPRs

within the CoQKD-LPR are arranged in increasing order of the requested initial

secret key time-slots (Zc
t,k). The proposed SKA-POP aims to reduce the blocking of

QKD-LPRs while maintaining the overall network performance in terms of SP and

PSKUF. The performance of the proposed SKA-POP in comparison with the NP-

RWTA, POB-RWTA, PP-RWTA, and SKA-POP-LRF is evaluated with different

number of wavelengths reserved for QSCh (WQ) and different ranges of Zc
t,k. In

order to examine the proposed SKA-POP effectiveness, simulations are performed on

two different networks, namely, NSFNET and UBN24. Simulation results indicate

that the proposed SKA-POP shows a significant improvement compared to the NP-

RWTA, POB-RWTA, PP-RWTA, and SKA-POP-LRF in terms of higher SP and

lower PSKUF. However, in QKD-ON, the assignment and reassignment of network

resources generate fragmented slots and introduce fragmentation problem, which is

critical during RRA. Hence, in the next chapter, the impact of fragmentation while

assigning resources during RRA in QKD-ONs is analyzed.
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Chapter 3

Impact of Fragmentation in

Quantum Signal Channel of

QKD-ONs

3.1 Introduction

In the previous chapter, a RRA problem was addressed and a priority ordering pol-

icy for different CoQKD-LPRs was designed. In QKD-ONs, to improve the security

of the encrypted data, the quantum key should be updated/modified periodically

(where the resources in QSCh should be reassigned periodically to update/modify

the quantum key of QKD-LPRs). Therefore, the availability of network resources at

each updation/ modification during resource reassignment is essential to establish

the QKD-LPR with security requirements. However, it has been observed that this

diverse assignment and reassignment of network resources of QKD-LPRs generates

isolated time-slot(s) and introduces time-slot fragmentation in QSCh of QKD-ONs.

In QKD-ONs, fragmentation is one of the serious issues while assigning network re-

sources and can be mitigated through appropriate management of network resources

in such networks. Various existing studies [8, 10, 34, 87, 210] addressed the resource

assignment problem and developed different RRA strategies for efficient resource
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utilization in the QKD-ONs, discussed in Chapter 1. However, time-slot fragmen-

tation has not been given much consideration in accommodating QKD-LPRs with

security requirements in QKD-ONs. Furthermore, only a few studies have been con-

ducted on fragmentation [193], which is a new and different problem compared to the

memory fragmentation in computer storage [211], and bandwidth fragmentation in

elastic optical networks [212, 213]. Time-slot fragmentation in QKD-ONs increases

the number of discontinuous time-slots, which are not used for the future incoming

QKD-LPRs. Hence, it increases the blocking of QKD-LPRs, thereby minimizing the

security of QKD-ONs. Thus, the fragmentation problem in QSCh for QKD-LPRs

is necessary to be considered in such networks. Furthermore, efficient assignment

of network resources is important to reduce the effect of fragmentation in QSCh of

QKD-ONs. In this chapter, the fragmentation problem in QSCh is addressed and a

new fragmentation-suppressed routing and resource assignment (FS-RRA) approach

is proposed to minimize the effect of fragmentation in QSCh of QKD-ONs. The main

contributions of this chapter are as follows:

(i) In this chapter, the issue of time-slot fragmentation in QSCh is addressed,

which is a new and important issue in QKD-ONs.

(ii) A FS-RRA approach is proposed to minimize the effect of fragmentation during

assignment and reassignment in QSCh.

(iii) The effect of time-slot fragmentation in QSCh is analyzed by using two exist-

ing resource assignment approaches and a proposed FS-RRA in terms of the

FIQSCh, the FMexternal, BP, and RU.

(iv) Simulation results indicate that the proposed FS-RRA approach performs bet-

ter than the two existing resource assignment approaches.
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3.2 Fragmentation in QSCh of QKD-ONs

Figure 3.1 illustrates an example of time-slot fragmentation in QSCh of the QKD-

ONs. Let us assume a scenario where QKD-LPRs of different security levels dynam-

ically arrive and depart from the QKD-ONs. The status of the QLs after diverse

resource assignment and reassignment of QKD-LPRs is shown in Figure. 3.1.
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Figure 3.1: An example of time-slot fragmentation in QSCh of the QKD-ONs

Assuming two QKD-LPRs, AC from A (source node) to C (destination node),

and AF from A (source node) to F (destination node), arrive in the QKD-ONs.

Suppose a QKD-LPR AC selects the shortest path A-B-C from the pre-calculated

paths (Kot, dt) assuming (K = 2). It starts performing resource assignment/ reas-

signment with 2 time-slots requirements on the selected path using the FF resource

assignment approach. The requested time-slots on QLAB and QLBC are available;

however, the available time-slots on QLAB are fragmented and discontinuous slots

{5}, {9}, {12}. Hence, a QKD-LPR AC gets rejected on path A-B-C. Therefore, in

order to reduce blocking in the network, a QKD-LR AC selects an alternate path A-

F-B-C and checks the availability of time-slots on corresponding QLs to satisfy the

requirement. On path A-F-B-C, the requested time-slots without any fragmented

slots {4, 5} are available, and hence a QKD-LPR AC is accepted. Furthermore,

the assignment/reassignment of network resources for the QKD-LPR AC generates

fragmented slots on the corresponding QLs. Specifically, on QLAF, the fragmented
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slots are {3}, {10}; on QLBF, the fragmented slots are {3}, {6}, {10} and on QLBC,

the fragmented slots are {6}, {9}, shown in Figure 3.1. Due to the presence of these

fragmented slots, the upcoming QKD-LPR AF (requires 2 time-slots) gets rejected

on both the available paths, namely A-F and A-B-F. Thus in order to improve the

acceptance of QKD-LPRs in the network, it is important to consider the effect of

fragmentation during the assignment and reassignment.

3.3 Fragmentation-suppressed Routing and Re-

source Assignment

3.3.1 Network Model

This section describes the QKD network model to evaluate performance of the pro-

posed FS-RRA approach by considering the fragmentation problem in QSCh of

QKD-ONs in terms of various performance metrics. Let the physical topology of a

connected network be represented by G(VQ, EQ, WT, WQ, ZT), where VQ and EQ

represent the QCNs and QLs in the QKD-ON, respectively. ZT represents the total

number of available time-slots on each QL. The WQ, i.e., the reservation of wave-

lengths for both the channels (QSCh/PICh) is the same for resource assignment in

this work. Moreover, the number of available time-slots, i.e. ZT, is the same on each

QL in the QKD-ONs. A QKD-LPR is modeled as Qt(ot, dt, tarr, tupd, tdep, T, Zc
t,k,

Nm
t,k, Zm

t,k), Qt ∈ Q, where ot and dt represents the source and destination QCNs of

a QKD-LPR in the QKD-ONs, respectively. tarr, tupd, and tdep represent the arrival

time, update time and departure time of a QKD-LPR, respectively. T is the secret

key update period of a QKD-LPR. The set of total incoming QKD-LPRs over the

QKD-ONs is represented by Q. Let Zc
t,k represents the required number of secret key

time-slots for a QKD-LPR creation. The number of times modification required to

modify the secret keys of a QKD-LPR is represented by Nm
t,k. The required number

of secret key time-slots for a QKD-LPR modification is represented by Zm
t,k [173]. To
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establish QKD-LPR, it is necessary to compute and choose an end-to-end routing

path Pot, dr from source-destination QCNs, and then allocate network resources on

each QL along the path Pot, dt using the proposed resource assignment approach.

During assignment and reassignment, QKD-LPR is served if network resources are

available on one of the pre-calculated paths (Kot, dt). Otherwise, the QKD-LPR is

blocked.

3.3.2 Fragmentation-suppressed Routing and Resource As-

signment Approach

This section explains the concept of the proposed fragmentation suppressed rout-

ing and resource assignment/ reassignment approach based on the closest available

time-slots criterion. The proposed approach is intended to reduce the number of

unused time-slots, which prevents the time-slot fragmentation problem in QSCh of

the QKD-ON.

In the proposed FS-RRA approach, the K -shortest path routing algorithm is

used to find and compute all the possible shortest paths from the source node to

the destination node of the QKD-LPR. For routing, the proposed approach selects a

shortest path from all the possible available paths based on the QL counts QLj ε EQ,

where QKD-LPR will utilize less number of QLs to establish the connection from

source to destination node. This results in the establishment of more QKD-LPRs

in the QKD-ONs. However, in order to reduce blocking in the network, if sufficient

resources during resource assignment and reassignment are not available on the

first shortest path, then the next shortest path is selected from the pre-calculated

paths (Kot, dt). For simplicity, let us assume that a QKD-LPR AC arrives in the

network and the Kot, dt (assume K = 3) of AC are A-B-C, A-F-B-C, and A-F-E-

C. According to the abovementioned routing criterion, a path A-B-C is selected

because it contains fewer QLs than the other two pre-calculated paths. However, if

sufficient resources on Pot, dt during resource assignment and reassignment are not

available, then a path from other two Kot, dt , i.e., A-F-B-C, and A-F-E-C is selected.
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Algorithm 2 The Proposed FS-RRA Approach

Input: G(VQ, EQ, WT, WQ, ZT), Q, Qt(ot, dt, tarr, tupd, tdep, Zc
t,k, Nm

t,k, Zm
t,k),

k-paths
Output: FIQSCh, FMexternal, BP, RU

1: initialize FIQSCh = 0, FMexternal = 0, BP = 0, RU = 0;
2: for Qt ← 1 to |Q| do
3: Find all possible available paths between ot to dt

4: Select the first k-paths, where k ε Kot, dt , as fixed paths from pre-calculated
paths

5: Arrange the selected paths in increasing order of their path length
6: Search a routing path (Pot, dt) for Qt from selected paths
7: Search the available resources on each QL along the Pot, dt

8: if Pot, dt of Qt contains resources then
9: Perform resource assignment using Algorithm 2

10: if resource assignment is successful then
11: Qt is ACCEPTED
12: else
13: Qt is REJECTED
14: end if
15: end if
16: if Qt requires modification then
17: Search the available resources on each QL along the Pot, dr

18: if Pot, dt of Qt contains resources during modification then
19: Perform resource reassignment using Algorithm 2
20: if resource reassignment is successful then
21: Qt is ACCEPTED
22: else
23: Qt is REJECTED
24: end if
25: end if
26: else
27: No resource reassignment
28: if more modification is required then
29: follow Step 16
30: end if
31: end if
32: return FIQSCh, FMexternal, BP, RU
33: end for
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Figure 3.2: The concept and motivation of using the closest slots for resource as-
signment and reassignment

Algorithm 3 QKD-LPR Assignment/Reassignment

Input: QKD-LPR (Qt(ot, dt, tarr, tupd, tdep, Zc
t,k, Nm

t,k, Zm
t,k))

Output: Resource assignment/reassignment

1: Check the QKD-LPR resource requirement during assignment/reassignment
2: Search the requested available slots on Pot, dt and find out the initial indices of

the available slots
3: if closest or equal available slots are found to the Zc

t,k, and Zm
t,k demand then

4: Assigned the available slots to the QKD-LPR
5: else
6: Qt is REJECTED
7: end if

Besides path computation, the proposed FS-RRA performs resource assignment

and reassignment during the creation and modification of QKD-LPRs, respectively.

In this approach, the QKD-LPR utilizes the closest available time-slot criterion to

search for the availability of resources on the corresponding QLs. In this proposed

resource assignment criterion, the QKD-LPR searches the requested available time-

slots on the selected routing path Pot, dt and finds the initial indices of the available

time-slots. If the closest time- slots to Zc
t,k during assignment, and Zm

t,k during

reassignment are available on the selected routing path Pot, dt , then the resources

are assigned to the QKD-LPR. The motivation behind selecting this criterion is to

prevent small discontinuous or isolated available resources that might be difficult to
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use for future QKD-LPRs.

Figure 3.2 illustrates the concept and motivation of using the closest slots for

resource assignment and reassignment. The initial condition of the QLs (QLAB and

QLBC) after diverse resource assignment and reassignment is shown in Step 1 of

Figure 3.2. Suppose a QKD-LPR AC arrives in the network, selects a path A-B-C

from the Kot, dt and requires 2 time-slots for establishment. After path selection,

the AC searches for available time-slots on the corresponding QLs to establish a

connection between source node A and destination node C, as shown in Step 2 of

Figure 3.2. However, it has been observed that assigning time-slots based on the

criterion of lowest index availability creates fragmented slots on the selected routing

path Pot, dt of the AC, as shown in Step 3. This results in increasing blocking

of future QKD-LPRs in the QKD-ONs and degrade the network performance. For

example, if QKD-LPR AB arrives after QKD-LPR AC in the network and requires 3

time-slots for establishment. However, due to the presence of discontinuous/isolated

time-slots in the corresponding QL of the selected path A-B, QKD-LPR AB gets

rejected, as shown in Step 3 of Figure 3.2. Therefore, in the proposed approach, the

resources are assigned using the closest available time-slots criterion to suppress the

effect of fragmentation during assignment/reassignment in QKD-ONs. In Step 4 of

Figure 3.2, the closest available time-slots criterion is used to assign resources for

QKD-LPR AC that prevents the small discontinuous or isolated available resources.

Furthermore, the requested time-slots for the future QKD-LPR AB are available.

Hence, both the QKD-LPRs AC and AB gets accepted using the proposed criterion.

The complete algorithm of FS-RRA approach for routing and resource assign-

ment/reassignment in QSCh of QKD-ONs is shown in Algorithm 2 and Algorithm

3.
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3.4 Performance Evaluation

In this section, the effect of time-slot fragmentation in the QSCh is analyzed by

comparing two existing resource assignment approaches with the proposed FF-RRA

approach in terms of the FIQSCh, FMexternal, BP, and RU. In this chapter, two net-

work topologies viz, NSFNET (14 nodes and 22 links) and UBN24 (24 nodes and 43

links) are used for simulations. A short-distance QKD network, where the maximum

distance between the two end nodes in the QKD network is less than the distance

that can accomplish the point-to-point QKD mechanism is considered.

Assume 80 wavelengths with 50 GHz channel spacing for TDCh, QSCh, and

PICh. Consider a specific number of wavelengths reserved for QSCh, and according

to reserved wavelengths, the available secret key time-slots (ZT) on each QL are

varied. For QSCh, less number of resources are reserved because if the number of

resources is increased for security in QSCh, then there will be fewer resources avail-

able for data transmission in TDCh. In this chapter, the dynamic traffic scenario

is considered in which QKD-LPRs of different security levels are randomly gener-

ated between the source QCN and destination QCN following Poisson distribution

in QKD-ONs for each simulation run. The implementation of QKD network model,

QKD-LPR model, and simulations are performed in Python.

3.4.1 Measurement of Security-Level Dependent Time-Slot

Fragmentation (Fragmentation Metrics)

Previously, file system fragmentation in computer storage [211] and bandwidth frag-

mentation in EONs [212] were calculated by using the bandwidth fragmentation ratio

defined in [211]. This subsection discusses the metrics, i.e., FIQSCh, FMexternal, BP,

and RU that are used to measure time-slot fragmentation in QSCh of QKD-ONs.
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3.4.1.1 QSCh Fragmentation Index (FIQSCh)

Let FQLb
be a slot block of isolated/discontinuous time-slots and SFQLb

be the number

of available time-slots in a slot block FQLb
, in each QL. The QL fragmentation index

(FIQL) is defined as the ratio of the sum of available slot blocks to the sum of time-

slots in all the available slot blocks in each QL. The QL fragmentation index (FIQL)

is expresses as:

FIQL =

i∑
b=1

FQLb

i∑
b=1

SFQLb

(3.1)

where i is the largest number of a FQLb
. The QSCh fragmentation index (FIQSCh)

is determined by calculating the mean of FIQL and can be express as:

FIQSCh = mean(FIQL) (3.2)

Figure 3.3 (a) and Figure 3.3 (b) show performance of the proposed FS-RRA

approach and the two existing approaches in terms of the FIQSCh versus traffic

arrival rate for NSFNET and UBN24, respectively. FIQSCh indicates the availability

of non-isolated time-slots for QKD-LPRs. A lower FIQSCh value means that more

non-isolated time-slots are available to establish QKD-LPR. The FIQSCh increases

with an increase in traffic arrival rate. This is because as traffic arrival rate increases,

the availability of time-slots decreases. However, the proposed FS-RRA shows the

lowest FIQSCh among the two existing approaches, shown in Figure 3.3. In Figure

3.3 (a), for NSFNET, the average reduction in FIQSCh for the proposed FS-RRA is

12.11% and 21.54% compared to the FF and RF, respectively. Similarly, in Fig 3.3

(b), for UBN24, the average FIQSCh of the proposed approach is reduced by 10.34%

and 19.77% as compared to FF and RF, respectively.

3.4.1.2 External Fragmentation (FMexternal)

Let max (SFQLb
) be the maximum number of available contiguous time-slot and S

be the total number of available contiguous time-slot, in each QL. The QL external
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Figure 3.3: QSCh fragmentation index (FIQSCh) versus traffic arrival rate (a) in the
NSFNET and (b) in the UBN24.

fragmentation metric (FMexternalQL
) is defined as:

FMexternalQL
= 1−

max(SFQLb
)

S
(3.3)

The External Fragmentation Metric (FMexternal) is determined by calculating the

mean of FMexternalQL
and can be express as:
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FMexternal = mean(FMexternalQL
) (3.4)
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Figure 3.4: External Fragmentation Metric (EFexternal) versus traffic arrival rate (a)
in the NSFNET and (b) in the UBN24.

Figure 3.4 (a) and Figure 3.4 (b) show the FMexternal versus arrival rate for

NSFNET and UBN24, respectively. It can be observed from Figure 3.4 that the

proposed FS-RRA outperforms the two existing approaches in terms of FMexternal,

reducing the number of unused time-slots in the network. The lower value of
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FMexternal indicates a lower time-slot fragmentation in QSCh of QKD-ONs. The

value of FMexternal increases with an increase in arrival rate. However, from Figure

3.4 (a), it has been observed that the proposed reduces the average FMexternal by

2.97% and 6.69% compared to FF and RF for NSFNET, respectively. Similarly, for

UBN24, the average reduction in FMexternal for the proposed approach is 1.77% and

5.91% compared to FF and RF, respectively, shown in Figure 3.4 (b).

3.4.1.3 Blocking Probability (BP)

The ratio of total rejected QKD-LPRs during resource assignment and reassignment

(QtREJ
) to the total incoming QKD-LPRs in the QKD-ONs is BP.

BP =
QtREJ

N∑
n=1

Qtn

(3.5)

where N is the maximum value of the QKD-LR.

3.4.1.4 Resource Utilization (RU )

The ratio of total resource utilized by QKD-LPRs during resource assignment and

reassignment (zUTL) to the total resources available in the QKD-ONs is RU.

RU =
zUTL

ZT

(3.6)

Figure 3.5 (a) and Figure 3.5 (b) show the BP of QKD-LPRs versus traffic arrival

rate for NSFNET and UBN24 with 95% confidence interval, respectively. The BP

of QKD-LPRs increases as traffic load increases in the network. This is because of

the fact that as traffic load increases, the availability of network resources decreases

for the future incoming QKD-LPRs. However, the BP of the proposed FS-RRA

approach is lower than the two existing approaches. For NSFNET, the proposed FS-

RRA approach achieved an average reduction in BP of 4.03% and 14.28% compared

to FF and RF, respectively, as shown in Figure 3.5 (a). Similarly, for UBN24, the

average BP of the proposed approach is reduced by 2.61% and 13.44% as compared
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Figure 3.5: Blocking Probability (BP) versus traffic arrival rate (a) in the NSFNET
and (b) in the UBN24.

to FF and RF, respectively as shown in Figure 3.5 (b). It can be observed from the

Figure 3.5 (a) and Figure 3.5 (b) that with 95% confidence interval, the BP for the

proposed FS-RRA, FF, and RF approaches is somewhere between the upper and

lower values of the confidence interval.

Figure 3.6 (a) and Figure 3.6 (b) illustrate the performance of the proposed FS-

RRA approach and the two existing approaches in terms of RU versus traffic arrival

rate for NSFNET and UBN24 with 95% confidence interval, respectively. The RU

of the proposed approach as well as the existing approaches increases with the in-
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Figure 3.6: Resource Utilization (RU ) versus traffic arrival rate (a) in the NSFNET
and (b) in the UBN24.

crease in the traffic load. This is because as traffic load increases, more resources

are occupied/utilized by the QKD-LPRs in the network, resulting in less blocking.

Compared to the FF and RF, the proposed approach achieves an average improve-

ment in RU of 3.44% and 5.96% for NSFNET, respectively, shown in Figure 3.6

(a). Similarly, for UBN24, the average improvement in RU of 3.08% and 7.64% is

achieved by the proposed approach compared to FF and RF, respectively, shown in

Figure 3.6 (b). It can be observed from the Figure 3.6 (a) and Figure 3.6 (b) the

estimate of RU for proposed FS-RRA, FF, and RF approaches will lie between the
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upper and lower values of the confidence interval.

3.5 Conclusion

In this chapter, the impact of QSCh fragmentation problem in the QKD-ONs is an-

alyzed and a FS-RRA approach for QSCh of QKD-ONs is proposed. The proposed

FS-RRA approach aims to reduce the blocking of QKD-LPRs by suppressing the ef-

fect of fragmentation due to diverse resource assignment and re-assignment in QSCh.

Simulations have been performed on two different networks, namely NSFNET and

UBN24, to examine the effectiveness of the proposed FS-RRA approach. The pro-

posed FF-RRA approach has been compared with two existing resource assignment

approaches, i.e., the FF and the RF. Simulation results indicate that the proposed

FS-RRA approach performs better than the other two existing resource assignment

approaches in terms of the FIQSCh, FMexternal, BP, and RU. However, such heuristics

focus only on local conditions, which does not allow the algorithm to make more

informed decisions that take the entire network into consideration. Hence, the next

chapter addresses the RRA problem of QKD-ONs in dynamic traffic scenarios by

leveraging DRL, which can intelligently solve decision-making problems in complex

networking environments.
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Chapter 4

Deep Reinforcement Learning

Based Routing and Resource

Assignment in QKD-ONs

4.1 Introduction

In the previous chapters, a priority ordering policy for different CoQKD-LPRs was

designed, the impact of fragmentation in QSCh of QKD-ONs was analyzed and

a new approach was proposed to suppress the effect of fragmentation. However,

the conventional schemes (baseline schemes) rely on fixed policies and use the pre-

determined algorithms to find the path and allocate resources on the selected path.

Hence, such schemes are not suitable for solving complex decision making problems.

Therefore, in this chapter, the DRL method is exploited to solve the RRA problem

and a DRL-based RRA scheme is proposed. The proposed scheme learns the opti-

mal policy to select an appropriate route and assign suitable network resources for

establishment of QKD-LPRs by using deep neural networks (DNNs).

In the recent years, comprehensive research has been conducted on different net-

working challenges of QKD-ONs [34, 170, 171, 214]. To solve the RRA problem of

QKD-ONs various schemes have been proposed in the literature [8, 34], discussed
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in Chapter 1. However, as the dynamicity increases, performance of the existing

strategies becomes inefficient as these rely on fixed policies that focus on the im-

mediate optimization goals for the current network state and are unable to achieve

the optimal solution to solve the dynamic RRA problem of QKD-ONs. Inspired

by the recent advances in artificial intelligence (AI) /machine learning (ML), which

allow systems/machines to learn from historical data and make predictions to solve

decision-making problems, this work explored the capability of different options

available in AI/ML. Typically, ML requires data labeling to identify the raw data,

and add meaningful and informative labels that help the ML model to learn. In

ML, the aim of training or validating the model with a labeled dataset is sometimes

referred to as “ground truth.” However, in this chapter, the RRA problem is a com-

plex decision-making problem (because of the diverse assignment and reassignment

(during QKD-LPR modification because of unique key updation/modification fea-

ture) of network resources for establishment of QKD-LPR) and also the mapping of

input and output variables or labeling of data is not feasible as it is based on the

observation of QKD-ON’s environment conditions.

Recently, reinforcement learning (RL), one of the most important subfields of

ML, has received extensive research attention as it is a feedback-based ML method.

In RL, an agent continuously interacts with the environment to make decisions, ob-

serve the results of decisions, and then automatically adjust its strategy based on the

feedback of the previous decision to achieve the optimal/best policy. However, RL,

a learning process, is inapplicable and unsuitable for large and complex networks

because it takes a lot of time to reach the optimal/best policy as it has to explore

and learn about the whole system. As a result, RL’s applications are quite limited

in practice. Deep learning (DL) has recently been introduced as a new ground-

breaking method and has potential to overcome the limitations of RL. DL helps

to design complex environments and extract important features, thereby reducing

computation complexity. DL is implemented using Neural Networks, thus opening a

new era for improving the RL algorithms’ learning process. This combined form of
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RL and DNNs is known as DRL. DRL has ability to approximate optimal policy by

employing DNNs for complex decision-making problems and improves the learning

speed and performance of the reinforcement learning algorithms. As a result, the

application of DRL [215, 216] has received intensive research interest in commu-

nication and networking to solve the complex decision-making problems [217] and

has become one of the most active areas of research in ML. However, in QKD-ONs

limited works have been reported using the application of DRL to address the RRA

problem [176, 218]. The main contributions of this chapter are as follows:

(i) The DRL method is exploited to address the RRA problem in QSCh of

QKD-ONs.

(ii) A RRA scheme based on DRL to select an optimal route and allocate suitable

network resources during assignment and reassignment is proposed in this

chapter.

(iii) The performance of the proposed DRL-based RRA scheme is compared with

the deep-Q network (DQN) method and the two baseline schemes, namely, FF

and RF.

(iv) Simulation results demonstrated that the proposed DRL-based RRA scheme

outperforms the DQN and the two baseline schemes in terms of BP and RU

for both the considered networks.

4.2 DRL-based Routing and Resource Assignment

in QKD-ON

4.2.1 Network Model

The network topology of QKD-ON is modeled as G(VQ, EQ, WT, WQ, ZT), where

VQ and EQ are the sets of QKD-ON nodes and links, respectively. WT and WQ

denotes the total attainable wavelengths on each link and the number of wavelengths

81



reserved for QSCh in the QKD-ONs, respectively. The total number of attainable

time-slots on each QL is denoted by ZT. Moreover, the number of attainable time-

slots, i.e., ZT, is the same on each QL in the QKD-ONs for this chapter. A QKD-

LPR is modeled as Qt(ot, dt, tarr, tupd, tdep, T, Zc
t,k, Zm

t,k, Za
t,k,i, Z

b
t,k,i), Qt ∈ Q. ot

and dt denote the source and destination node of a QKD-LPR, respectively. The

arrival, update and departure time of a QKD-LPR are represented by tarr, tupd and

tdep, respectively. T is the secret key update period of a QKD-LPR. A set of total

incoming QKD-LPRs over the QKD networks is represented by Q. Then, the number

of specific QKD-LPRs (Qs) can be determined by the expression as:

|Qs| =
|VQ| ∗ (|VQ| − 1)

2
(4.1)

where |VQ| represents the total number of QKD-ON nodes in the network.

Let Zc
t,k and Zm

t,k denote the required number of secret key time-slots for a QKD-

LPR creation and modification, respectively. Za
t,k,i and Zb

t,k,i represent the sizes and

initial indices of all the available I time-slot blocks on the corresponding QLs. To

establish Qt, it is required to compute and select an end-to-end routing path Pot,dt

from source-destination QKD-ON nodes and allocate network resources on each QL

along the selected path Pot,dt using the proposed DRL-based RRA scheme. QKD-

LPR is served if network resources are available on one of the pre-calculated paths

(Kot, dt) during assignment and reassignment, else QKD-LPR is blocked.

4.2.2 DRL-based Routing and Resource Assignment Scheme

This subsection discusses the concept of a proposed DRL-based RRA scheme, where

the objective is to maximize the number of QKD-LPRs, while reducing blocking and

efficiently utilizing network resources.

The proposed DRL-based RRA scheme jointly addresses the routing and resource

assignment problem of QSCh. In this scheme, for routing, the DRL agent selects

an optimal path based on the hop counts Ht ∈ H, where QKD-LPR will utilize less

number of links, thereby resulting in more accommodation of QKD-LPRs in QKD-
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ONs. The resources on the selected path Pot, dt will be assigned using I candidate

of DRL-based RRA scheme. In this chapter, I candidate describes the process

of assigning resources to QKD-LPR on the selected path Pot, dt during assignment

and reassignment. The I candidate of DRL-based RRA scheme selects the closest

available time-slots to Zc
t,k during assignment (for QKD-LPR creation) and Zm

t,k

during reassignment (for QKD-LPR modification). The reason is that the selection

of the closest available time-slots reduces the wastage of network resources and

enhances the possibilities of the available resources for the upcoming QKD-LPRs in

the QKD-ONs, hence results in lower blocking of QKD-LPRs.

QLAB

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
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Figure 4.1: An illustration of I candidate of the proposed DRL-based RRA

For ease of understanding, Figure 4.1 depicts the steps of I candidate of the

proposed DRL-based RRA scheme during assignment. Consider a scenario in which

a QKD-LPR AC arrives in the QKD-ON from the source node A to the destination

node C, requires two time-slots for assignment, and selects the best path A-B-C

out of the pre-calculated K paths (Assume K =3, then Kot, dt for a QKD-LPR AC

(KA, C) are A-B-C, A-E-D-C, A-E-B-C ), as shown in Figure 4.1. The I candidate

of the proposed DRL-based RRA scheme first calculates the size and initial index of

the all the available of all the available I time-slot blocks on the corresponding QLs,

i.e., Za
t,k,i and Zb

t,k,i, where i represents the number of available I time-slot blocks of
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the selected path A-B-C, respectively. As shown in Figure 4.1, the calculated sizes

(Za
t,k,i (represented with the green dashed box in Figure 4.1)) and initial indices

(Zb
t,k,i (represented with the red box in Figure 4.1)) of all the available I time-slot

blocks are Za
t,k,1={3}, Za

t,k,2={2}, Za
t,k,3={4}, and Zb

t,k,1= (0), Zb
t,k,2= (4), Zb

t,k,3=(10),

respectively. Based on the above mentioned criterion of the resource assignment and

reassignment, the I candidate finds one of the closest I time-slot blocks represented

by Zclosest, and assigns it to the QKD-LPR AC on the selected path A-B-C. In the

above example, the Zclosest on the basis of size, is Za
t,k,2={2}, and its initial index

is Zb
t,k,2= (4) for the assignment of QKD-LPR AC (time slots filled with yellow

colour), as shown in Figure 4.1. During reassignment, similar steps of I candidate

of the proposed DRL-based RRA have been followed to improve the security level

of QKD-LPR in QKD-ONs.

4.2.3 DRL Framework for Routing and Resource Assign-

ment

This subsection describes the working principle of DRL framework to address the

RRA problem of QKD-ONs.

Figure 4.2 illustrates the working principle of DRL-based RRA scheme for QKD-

ONs. When the SDN controller receives a QKD-LPR Qt, it fetches the state repre-

sentation, which includes the in-service QKD-LPRs, network topology, and resource

utilization information. The fetched information is fed into the DRL through a fea-

ture engineering module (represented with a dashed red line in Figure 4.2), which

generates customized state st, where st represents the environment’s state (Step 1).

The DNN of DRL-based RRA reads the generated customized state data and takes

action at ∈ A, where A is a definite action space. The DRL agent takes action ac-

cording to the RRA policy πt(A|st, θ), where A in this case is a set of RRA schemes

for Qt (where resources are assigned using the steps of I candidate of DRL-based

RRA scheme (discussed in Section 4.2 (4.2.2))) and set of DNNs’ parameters is rep-

resented by θ. A policy πt of RRA scheme generates a probability distribution over
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Figure 4.2: An illustration of the proposed DRL framework for RRA in QKD-ONs

A. The SDN controller selects an action at ∈ A based on the probability distribution

and sets up the corresponding Qt (represented with a dashed purple line in Figure

4.2) (Step 2). A reward system produces an immediate reward rt for DRL-based

RRA by receiving feedback from the previous RRA operation (represented with a

dashed brown line in Figure 4.2) (Step 3). An experience E, a tuple {st, at, rt, γ} is

stored in an experience buffer (a dashed green line represents this action in Figure

4.2) (Step 4) which will be used for training the DNN (represented with a dashed

blue line in Figure 4.2) (Step 5) in order to achieve the optimal policy, where γ ∈

[0, 1] is a discount factor. The objective of DRL framework for RRA is to maximize
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the discounted cumulative reward Gt, which is defined as:

Gt =
∞∑
j=0

γj · π(a| st+j) R(st+j, a) (4.2)

4.3 Modeling and Training

This section first introduces DRL-based RRA modeling which includes definitions of

state representation, action, and reward, and then explains the training mechanism.

4.3.1 Modeling

4.3.1.1 State

The state st is defined as a vector, expressed in Eq. (4.3). It contains information of

Qt and the current network resource utilisation state, as well as key feature of the I

candidate of DRL-based RRA to provision Qt during assignment and reassignment.

When the number of possible pre-calculated paths (Kot, dt) between ot and dt is

smaller than K, assign {{Za
t,k,i, Z

b
t,k,i}|i∈[1,I], Zc

t,k, Zm
t,k, ZTotal

t,k |k∈[1,K]} as an array of

−1 (∀k > Kot, dt) in order to maintain the state’s st format consistent.

st = {ot, dt,{{Za
t,k,i, Z

b
t,k,i}|i∈[1,I], Zc

t,k, Zm
t,k, ZTotal

t,k |k∈[1,K]}} (4.3)

4.3.1.2 Action

For each Qt to be served, the DRL agent selects a routing path from the pre-

calculated candidate paths (K) and performs resource assignment and reassignment

according to the I candidate of DRL-based RRA on the selected path. Therefore,

the action space A includes K.I actions.

4.3.1.3 Reward

The designed reward function R(st, at), depends on two factors, i.e., successful

provision of Qt and hop counts of selected path Pot,dt . DRL-based RRA receives
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an immediate positive reward rt=+X on successful provisioning of Qt, otherwise

rt=−X. Additionally, more positive rewards will be received if agent selects a path

having less hop counts.

4.3.2 Training

In this chapter, DRL algorithm, namely, proximal policy optimization (PPO) [219],

is used for training RRA. A DQN method [220] is also utilized to compare the pro-

posed DRL-based RRA scheme based on PPO. DQN algorithms employ Q-learning

to determine the best action to be taken in a given state, and a deep neural network

to estimate the Q-value function. PPO is a first-order policy gradient optimization

algorithm, which ensures that the policy update is not too large. A large step in

a policy update results in learning a bad policy and may lead to instability during

training.

In general, DRL environments are modeled as Markov Decision Process at-

tributed to their finite state transitions [215]. However, DRL-based RRA com-

prehends infinite possible state transitions based on incoming Q. Hence it is difficult

to model it as Markov Decision Process. Therefore, in this chapter, an experience

buffer has been created of length N, where the experience E{st, at, rt, γ} generated

after provisioning of each Qt will be stored. The proposed DRL-based RRA has the

following steps: (1) During initialization, the experience buffer is cleared, (2) the

QKD-ON state updates by releasing the network resources of the expired Qt and

the previous Qt for reassignment, (3) the state model of Qt modeled as st defined in

Section 4.3 (4.3.1.1), (4) when the experience buffer is filled with N samples, DRL-

based RRA invokes training based on the working principle of DRL framework for

RRA as discussed in Section 4.2 (4.2.3). During the training process, a ε-greedy

strategy has been employed for exploration and exploitation, and (5) At the end,

discounted cumulative reward Gt has been calculated using Eq. (4.2), and the buffer

will be emptied.
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4.4 Performance Evaluation

4.4.1 Simulation Setup

In this chapter, two popularly used different sizes of network, namely 14-node

NSFNET and 24-node UBN24 [221], are used to evaluate the performance of DRL-

based RRA in comparison with the DQN method and the baseline schemes, namely

FF and RF. A short-distance QKD network, where the maximum distance between

the two end nodes is less than the distance that can accomplish the point-to-point

QKD mechanism is assumed. In this chapter, 80 wavelengths with 50 GHz channel

spacing for three types of channels in QKD-ONs are considered. Same number of

wavelengths are reserved for both the QSCh and the PICh [8]. Therefore, the per-

formance of DRL-based RRA, DQN, and the baseline schemes is analyzed only for

the QSCh. In this chapter, a dynamic RRA problem is considered in which QKD-

LPRs are randomly generated according to Poisson distribution between source and

destination nodes following uniform traffic distribution.

During the training, the hyper-parameters γ (determines how much DRL agents

care about rewards, γ ∈ [0, 1]) and the learning rate (controls how quickly the model

is adapted to the RRA problem) are set to 0.95 and 10-3, respectively. DNNs used

ReLU as an activation function in the hidden layers because it allows models to

learn faster and perform better. Adam algorithm [222] is used as an optimizer

because of its fast computation time, simple parameter tuning, and is considered as

a default optimizer for most applications. The simulations of the proposed DRL-

based RRA, DQN, and baseline schemes are performed with a customized Python-

based simulator. This simulator uses NetworkX to design the graph representation

of network model and Pytorch-based PFRL library for the DRL algorithms. The

implementation of QKD-ON system model, QKD-LPR model, and simulations are

performed using Python.
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4.4.2 Training

The training results of BP and average reward (AR) versus training iterations for

the proposed DRL-based RRA, DQN, FF, and RF for both the considered networks

are illustrated in Figure 4.3 and Figure 4.4, respectively.
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Figure 4.3: Training results of BP versus training iterations for (a) the NSFNET
and (b) the UBN24.
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Figure 4.4: Training results of AR versus training iterations for (a) the NSFNET
and (b) the UBN24.

BP is defined in Chapter 3. AR is the average of total rewards after each training

iteration. At initial training iteration, the BP of the proposed DRL-based RRA and

DQN is equal or higher than the two baseline schemes represented with the straight

line, and the AR is minimum, as shown in Figure 4.3 and Figure 4.4, respectively.

The performance metrics, i.e., BP and AR, of DRL-based RRA and DQN improve

with the number of training iterations during training. However, BP and AR of
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DRL-based RRA using PPO are much better than the DQN method because PPO

has smaller policy updates, which help to obtain an optimal solution with better

training stability, as shown in Figure 4.3 and Figure 4.4, respectively.

The BP of the proposed DRL-based RRA surpassed RF and FF after 6000th and

8000th training iterations, respectively, whereas the BP of DQN surpassed RF and

FF after 8000th and 10000th training iterations for NSFNET, respectively. Similarly,

for UBN24, the BP of the proposed DRL-based RRA and DQN surpassed RF and

FF at 2000th training iterations. The BP of DRL-based RRA and DQN reaches

its minimum value, and the training performance becomes stable after 40000th and

42000th training iterations for NSFNET and 38000th and 42000th training iterations

for UBN24, respectively. The size of network topology can have a significant impact

on network performance, as large size networks tend to be more complex. However,

it has been observed that the proposed DRL-based RRA performs better than the

DQN method and the two baseline schemes, for the considered networks of different

sizes and connectivity.

4.4.2.1 Blocking Probability (BP)

Figure 4.5 illustrates the performance of the DRL-based RRA compared to the DQN

method and the two baseline schemes, namely, FF and RF, for NSFNET and UBN24

in terms of BP under different average arrival rates of traffic with 95% confidence

interval. The average arrival rate is the mean number of arrivals of QKD-LPRs per

unit time. It can be observed from Figure 4.5 that the BP of QKD-LPRs increases

with the rise in traffic arrival rate for the proposed DRL-based RRA as well as for

the DQN and the two baseline schemes because more resources get occupied during

assignment and reassignment in the QKD-ONs. With the approximation capability

of DNN, the DRL agent is able to build an optimal policy in order to minimize the

blocking of QKD-LPRs, and the proposed scheme outperforms the DQN method

and the two baseline schemes in terms of BP. Compared to the DQN, FF, and

RF, the proposed DRL-based RRA achieves an average reduction in BP of 7.19%,
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Figure 4.5: Test results of BP versus average traffic arrival rate for (a) the NSFNET
and (b) the UBN24.

10.11%, and 33.50% for NSFNET, shown in Figure 4.5 (a) and 2.47%, 3.20%, and

19.60% for UBN24, shown in Figure 4.5 (b), respectively. It can also be observed

from the Figure 4.5 that with 95% confidence interval, the BP for the proposed

DRL-based RRA, DQN, FF, and RF schemes is somewhere between the upper and

lower values of the confidence interval.
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Figure 4.6: Test results of RU versus average traffic arrival rate for (a) the NSFNET
and (b) the UBN24.

4.4.2.2 Resource Utilization (RU)

RU for different average traffic arrival rate is an important metric and shown in

Figure 4.6 (a) and Figure 4.6 (b) for NSFNET and UBN24 with 95% confidence

interval, respectively. RU is defined as the ratio of resources (time-slots) utilized by

the QKD-LPRs to the total resources available in QKD-ONs. It can be seen from

Figure 4.6 that the RU for proposed DRL-based RRA, DQN, FF, and RF schemes

increases with the increase in the arrival rate of traffic due to the accommodation

of more QKD-LPRs in the QKD-ONs. The proposed DRL-based RRA achieved an
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average improvement in RU of 3.40%, 4.33%, and 7.18% for NSFNET and 1.34%,

1.96%, and 6.44% for UBN24 because of the acceptance of more QKD-LPRs (re-

duction in BP at each corresponding arrival rate, shown in Figure 4.5) as compared

to the DQN, FF, and RF, respectively. It can also be seen from Figure 4.6 that the

estimate of RU for proposed DRL-based RRA, DQN, FF, and RF schemes will lie

between the upper and lower values of the confidence interval.

4.5 Conclusion

In this chapter, the RRA problem in QSCh of QKD-ONs is addressed by exploiting

the DRL technique. A DRL-based RRA scheme using PPO to select an optimal

route and efficient utilization of network resources to satisfy the resource require-

ments of QKD-LPRs in QSCh of QKD-ONs is proposed. The simulation results

indicate that the proposed DRL-based RRA scheme considerably outperforms the

DQN and the two baseline schemes, namely FF and RF, for the considered networks

in terms of both BP and RU. However, it has been observed that the routing part

of RRA is challenging in QKD-ONs. Hence, in the next chapter, the sub-problem

of RRA, i.e., routing is investigated and a DRL-based routing scheme is proposed.
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Chapter 5

Routing Based on Deep

Reinforcement Learning in

QKD-ONs

5.1 Introduction

In the previous chapters, a priority ordering policy for different CoQKD-LPRs was

designed, the impact of fragmentation in QSCh of QKD-ONs was analyzed, and

the DRL method was exploited to address the problem of RRA in QSCh of QKD-

ONs. This chapter provides a DRL-based solution for routing in QKD-ONs that

enables the routing agent to learn and adapt to changing network conditions by

understanding the networking environment.

In QKD-ONs, routing involves the process of determining the paths to establish

secure communication between the nodes in the network. The choice of routing

strategy will depend on factors such as network size, available resources, and specific

security objectives. Therefore, this chapter focuses on the routing part of the RRA

problem of QKD-ONs. In [182], a collaborative routing algorithm was proposed to

complete key distribution in partially-trusted relay-based QKD-ONs by considering

both the trusted relays and untrusted relays. A key-on-demand scheme was designed
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to allocate keys according to security requirements in QKD-ONs [87]. Additionally,

some of the heuristic routing schemes [209, 210] based on certain priority criteria for

different types of QKD-LPRs were proposed in the literature. However, heuristic-

based routing algorithms rely on predefined algorithms to make routing decisions.

These algorithms may not be able to adapt well to changing network conditions or

dynamic traffic patterns. As a result, heuristics may face difficulties in optimizing

routing decisions in complex networking environments. Therefore, in this chapter,

DRL is exploited to solve the routing problem in QKD-ONs. The main contributions

of this chapter are as follows:

(i) A DRL method is used to address the routing problem in QKD-ONs.

(ii) A DRL-based routing scheme is proposed to make the routing decision in

QKD-ONs.

(iii) Performance of the proposed scheme is compared with the two baseline routing

schemes.

(iv) Simulation results indicate that the proposed scheme outperforms the two

baseline schemes.

5.2 DRL-based Routing in QKD-ONs

This section explains the working operation, modeling (state st, action at, reward

rt), and training of DRL-based framework for routing in QKD-ONs. The proposed

DRL-based routing scheme learns the optimal routing policy to select an appropriate

route based on the condition of network states and feedback from the environment

using DRL method. This chapter focuses only on the routing sub-problem of RRA

in QKD-ONs. The resources for QKD-LPRs on a selected path are allocated using

FF resource allocation approach.

Figure 5.1 represents the schematic of DRL-based routing in QKD-ONs. (1)

When a new QKD-LPR Qt is received in the network, the state representation
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Figure 5.1: DRL framework for Routing in QKD-ONs

of a network, including the in-service QKD-LPRs, network topology, and resource

utilization information, is fetched by the SDN controller. The SDN controller evokes

a feature engineering module to generate a customized network environment state

st. The state st is expressed as:

st = {ot, dt,{Zc
t,k, Zm

t,k, ZTotal
k |k∈[1,K]}} (5.1)

This customized state st will be input to the DNN model of DRL-based routing

framework. (2) The DRL agent selects an action at ∈ A, where A is a definite action

space that makes an optimal routing decision to establish a new QKD-LPR (output

a routing policy πt(A|st, θ), where θ represents a set of DNN parameters). The DRL

agent selects a path from the pre-calculated K paths. Hence, the action space A

includes K actions. Based on πt, the SDN controller selects an action at ∈ A and

establishes the corresponding QKD-LPR. (3) An immediate reward rt is produced

by a reward system for DRL-based routing after receiving feedback from previous

routing operation. In this case, rt = 1, if QKD-LPR served successfully, else rt =

-1. (4) In order to achieve an optimal solution, a reward rt, along with state st and

action at are stored in an experience buffer as a tuple E {st, at, rt, γ}, where γ ∈
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[0, 1] is a discount factor. (5) In this work, an experience buffer of length N has

been created, where experience will be stored after provisioning of each QKD-LPR

and is used for training the DNN of DRL-based routing framework. The objective

of DRL-based routing is to learn the routing policy and maximize the cumulative

reward in long-term. The DRL-based routing scheme consists of the following steps:

(i) the experience buffer is initially emptied, (ii) the state st of the environment, i.e.,

QKD-ON is updated after releasing the network resources of expired QKD-LPR

during assignment and reassignment, (iii) the customized state st for a QKD-LPR is

modeled as st (expressed by Eq. (5.1)), (iv) based on the process of DRL framework

for routing in QKD-ON, the proposed DRL-based routing scheme call for training

upon filling the experience buffer with N samples, and (v) After completion of the

training process, the cumulative reward is calculated and the experience buffer will

be cleared.

5.3 Simulation Results and Discussion

To evaluate the performance of DRL-based routing in comparison with the two

baseline schemes, namely shortest-path (ShP) and fixed-alternate routing based on

hop count (HC), NSFNET and UBN24 are used. In this chapter, the dynamic QKD-

LPRs are generated according to Poisson distribution between the source node and

the destination node following uniform traffic distribution. A DRL agent of DRL-

based routing framework is trained using the PPO algorithm [219] and for training,

γ and the learning rate are set to 0.90 and 10-3, respectively. DNNs used ReLU

as an activation function in the hidden layers, and Adam algorithm is used as an

optimizer for training. The simulations of the proposed DRL-based routing and

baseline schemes (ShP and HC) are performed with a customized Python-based

simulator. The QKD-ON system model and QKD-LPR model are implemented,

and simulations are performed using Python.
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5.3.1 Training Results

The training results of BP and AR as a function of training iterations for both

DRL-based routing as well as baseline schemes are shown in Figure 5.2 and Figure

5.3, respectively.
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Figure 5.2: Training results of BP versus training iterations for (a) the NSFNET
and (b) the UBN24.
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Figure 5.3: Training results of AR versus training iterations for (a) the NSFNET
and (b) the UBN24.

From Figure 5.2 and Figure 5.3, it has been seen that at initial training iterations,

BP of the DRL-based routing is higher as compared to the two baseline schemes

and correspondingly the values of average reward is minimum. However, as the

training iteration increases, performance of the DRL-based routing scheme improves

in terms of BP and AR. It has been seen from Figure 5.2 (a) that the BP of DRL-

based routing scheme surpassed ShP and HC after 12000th and 14000th iterations
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of training for NSFNET, respectively. Similarly, for UBN24, the BP of DRL-based

routing scheme surpassed ShP and HC after 4000th iterations of training, shown

in Figure 5.2 (b). BP of DRL-based routing reaches its minimum value, and the

training performance becomes stable after 40000th training iterations for both the

considered networks.

5.3.2 Test Result
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Figure 5.4: Test results of BP versus average traffic arrival rate for (a) the NSFNET
and (b) the UBN24.

Figure 5.4 illustrates the test result of BP versus average arrival traffic rate for
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the proposed DRL-based routing and the two baseline schemes with 95% confidence

interval. It has been observed from plotted graph that the BP of the DRL-based

routing and the two baseline schemes increases as traffic arrival rate increases be-

cause more resources get occupied in the QKD-ONs during RRA. The DRL agent of

DRL framework for routing is able to build an optimal routing policy by leveraging

the capability of DNN in order to reduce the impact of blocking, and the proposed

DRL-based routing outperforms the two baseline schemes in terms of BP. The pro-

posed DRL-based routing achieves an average reduction in BP of 14.31% and 8%

for NSFNET, shown in Fig. 5.4 (a), and 6.45% and 3.74% for UBN24, shown in Fig.

5.4 (b) compared to ShP and HC, respectively. It has also been observed from the

Figure 5.4 that with 95% confidence interval, the BP for the proposed DRL-based

routing and the two baseline schemes is somewhere between the upper and lower

values of the confidence interval.

5.4 Conclusion

This chapter explored the application of DRL and proposed a DRL-based solution

for routing in QKD-ONs. In this chapter an intelligent routing scheme is designed

that considers various networking factors while making optimal routing decisions.

The results highlight the considerable potential of employing the DRL approach for

routing in QKD-ONs and indicate that the proposed DRL-based routing scheme

outperforms the baseline schemes.
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Chapter 6

Conclusions and Future Works

This section summarizes the main contributions and findings of the thesis. Further-

more, the scope for future work is discussed.

6.1 Conclusions

Quantum communication opens a new era that has potential to revolutionize secure

communication by leveraging the unique properties of quantum mechanics. QKD is

one of the most important concepts of quantum communication, enabling two users

to generate a secret key between them with information-theoretic security. Thus, this

concept solves the key distribution problem of conventional cryptography methods.

Optical fiber has been usually considered as a secure mode of transmission, however,

the increasing incidents of lightpath attacks inspired researchers to integrate QKD

into optical networks. The integration of QKD into optical networks introduces

different networking challenges that need to be addressed. The main objective of

this thesis is to cover the relevant aspects of QKD-ONs and concentrate on the

development of efficient resource provisioning schemes to solve the RRA problem of

QKD-ONs.

As an initial step, in this thesis, the integration of QKD into the optical net-

works to secure the data transmission between the users has been studied. Initially,

dark fibers were used to conduct the QKD experiments, however, it is not a cost-
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effective solution to deploy a separate global optical network for this purpose. Thus,

instead of using separate dark fibers for QKD system (consisting of QSCh and

PICh), integration of QKD with the existing classical optical networks has been

proposed. Based on this study, it has been observed that the co-existence of QSCh

and the two classical channels into the single optical fiber introduces RRA prob-

lem in QKD-ON due to limited network resources, which needs to be addressed to

enhance the network performance. Furthermore, while accommodating QKD-LPRs

in QKD-ONs, the diverse assignment and reassignment of network resources gener-

ated fragmented/isolated slots that cannot be used for future incoming QKD-LPRs.

Therefore, in this thesis, the RRA problem and the impact of fragmentation in

QSCh of QKD-ON have been investigated.

Several research efforts have been made in the literature for efficient utilization

of network resources while accommodating QKD-LPRs in QKD-ONs. However, the

existing RRA methods do not fit for the scenario, where QKD-LPRs of different

security requirements, such as HPQKD-LPRs, MPQKD-LPRs, and LPQKD-LPRs,

arrive in the network. Thus, the prioritization of QKD-LPRs based on the spe-

cific security requirements is essential in such networks. It has been observed that

the existing RRA methods did not consider the effect of fragmentation in QSCh

caused by the diverse assignment and reassignment of network resources in QSCh of

QKD-ONs. Hence, it increases the blocking of QKD-LPRs, thereby minimizing the

security of QKD-ONs. Thus, the effect of fragmentation in QSCh for QKD-LPRs is

required to be considered in such networks during RRA. It has also been observed

that the conventional schemes use the pre-determined algorithms to find an optimal

path and allocate resources on the selected path. Hence, the performance of the con-

ventional schemes becomes inefficient as the dynamicity in the network increases.

Inspired by the recent advances in DRL for solving complex problems, and also be-

cause of its capability to learn directly from experiences, DRL is exploited to solve

the RRA problem. DRL adapts to changing network conditions by understanding

the networking environment and considering various factors while making routing
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and resource assignment decisions, which include in-service QKD-LPRs, network

topology, and resource utilization information. It has also been observed that the

routing part of RRA in QKD-ONs is challenging as it depends on factors such as

network size, available resources, and specific security objectives. Hence, by lever-

aging the capability of DRL, an intelligent routing scheme has also been designed

in this thesis. Thus, in order to improve the network performance compared to the

existing RRA methods, the effect of blocking on different CoQKD-LPRs and the

impact of fragmentation in QSCh of QKD-ON have been analyzed, and the capabil-

ities of DRL methods have been explored to propose different resource provisioning

schemes.

Different networking parameters and constraints of QKD-ON have been consid-

ered in the QKD network model for performance evaluation. To examine the perfor-

mance of the baseline and the proposed schemes, two different sizes of networks have

been considered for simulations. For performance evaluation of the baseline and pro-

posed methods, the QKD-ON model and QKD-LPR model have been developed in

MATLAB and Python for simulations. In order to compare the performance of the

proposed and the baseline schemes, the performance evaluation has been done in

terms of BP, RU, and PSKUF. Furthermore, the effect of fragmentation in QSCh of

QKD-ONs has been analyzed on the basis of two metrics, i.e., FIQSCh and FMexternal.

This thesis concludes that the proposed resource provisioning schemes have po-

tential to significantly improve network performance in terms of blocking, resource

utilization, and fragmentation. It is expected that the research directions and in-

sights obtained from this thesis will help researchers to solve the networking chal-

lenges of existing and future QKD-ONs.

6.2 Future Works

This section discusses some of the future networking aspects that are possible exten-

sions of the work presented in this thesis. These research directions may be explored
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to enhance network performance further. Suggestions for the future work are listed

below:

• Fragmentation-aware approaches for efficient provisioning of network resources

during RRA in QKD-ONs using DRL methods can be developed.

• A failure in QKD-ONs will cause a huge amount of data loss during data

transmission and secret key loss during QKD process. Therefore, survivabil-

ity, i.e., protection of data and secret keys against failure, is an important

issue. Hence, different protection mechanisms (i.e., adding backup / redun-

dant network resources) and recovery mechanisms (i.e., restoring services as

soon as possible after a disaster) can be developed for three types of channels

in QKD-ONs based on severity.

• As QKD is a point-to-point technology, in order to exchange keys across remote

nodes, an intermediate node has been considered as a TRN between the source

and destination. However, the placement of TRNs increases the infrastructure

cost and deployment difficulty. Hence, the placement of TRNs in QKD-ONs

is of great importance. Therefore, strategies for optimal placement of TRNs

in a metro area network to reduce the capital expenditure (CAPEX) without

affecting the security level can be designed.

• Blockchain is an emerging technology used in various applications, including

but not limited to the Internet of Things, wireless communication networks,

healthcare networks, financial systems, supply chains, and voting systems.

However, the evolution of quantum computers will easily break the secu-

rity of blockchain technology and destroy the existing and next-generation

blockchain networks. Inspired by recent advancements in quantum technol-

ogy, researchers and developers are increasing their interest in combining one

of the most promising quantum communication techniques, i.e., QKD, with

blockchain to secure blockchain against quantum attacks. However, integrat-

ing quantum with blockchain introduces various challenges. Hence, significant
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research efforts are required to develop new strategies to enhance blockchain

security in optical networks.

• AI/ML has the capability to take decisions and automate and optimize the

system for better performance. For an improved security, speed, and scalabil-

ity, AI/ML can help to construct an intelligent system on the quantum-secured

blockchain. Additionally, recent advances in AI/ML, such as DL and RL, can

be exploited to propose a secure and robust consensus in quantum-secured

blockchain. A new combination of quantum-secured blockchain and AI/ML

techniques will be able to build more robust and trusted optical networks

against various security breaches. However, such a combination of security

and intelligence is not currently developed and also might face various chal-

lenges in this domain. Hence, efforts are needed to combine quantum-assisted

blockchain with AI/ML/DL/RL and design more secure, trusted, and intelli-

gent optical networks.
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