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ABSTRACT

Biometric-based recognition systems is gaining the popularity day by day and have over-

come passive issues of traditional human authentication systems. However, security theft

and privacy invasion are two passive issues that still persist in the effective deployment of

biometric-based authentication systems. Compromise of biometric data can potentially lead

to serious security violation as the user’s biometric trait cannot be changed. In order to

prevent the invasion of biometric templates, it is desired to morph the original biometric

template through non-invertible or irreversible transformation function. This transformed

template is referred to as cancelable template and can be replaced or reissued in case of

compromise. The problem still persists if a protected multi-biometric template gets compro-

mised. Objective of this thesis is to address the mentioned concerns associated with template

protection and investigate the template protection schemes for unimodal and multimodal bio-

metric traits with large scale biometric data so that the matching can be accomplished in

transformed domain without compromising the verification performance.

In this dissertation, we consider two biometric traits (iris and fingerprint). We propose an

efficient template protection scheme for both biometric modalities. Next, we utilize both

protected templates for cancelable multibiometric verification system. Our iris template

protection scheme uses IrisCodes derived form 1-D log Gabor filter with rotation-invariant

mechanism. Next, consistent bit vector is derived by aligning IrisCodes of different samples

of the same subject. The consistent-bit vector is divided into equal sized words to form a

decimal vector. Then, a Look-up table mapping based transformation has been applied for

cancelable iris template generation.

In cancelable fingerprint template protection, we evaluate ridge features with reference

to ridge co-ordinate system. The computed features are invariant to translation, scale, and

rotation. These features are uniquely encoded using Cantor pairing function. Then, we apply

random projection for cancelable fingerprint template generation.

Our protected multimodal verification scheme utilizes scores evaluated from the pro-

tected modalities. Corresponding to each modality, we integrate the scores from different

matchers/classifiers based on the novel mean-closure weighting (MCW) mechanism. The

fused scores obtained from different matchers for each trait are then combined using rectan-

gular area weighting (RAW) mechanism. This two-level score fusion method is incorporated

for cancelable multi-biometric verification.
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Finally, we proceed in the direction of hybrid fusion integrating both score and decision

level mechanism to overcome the limitations related to unibiometric, multibiometric, and

existing protected multibiometric systems. In order to perform hybrid fusion, we utilize

our previous works to derive cancelable template for iris and fingerprint. Next, we apply

the novel MCW to combine scores obtained from individual matchers. Then, Dempster-

Shafer (DS) theory of evidence is employed to combine the decisions provided by individual

matchers.

The major contributions of the thesis are cancelable template generation for iris and fin-

gerprint biometric modalities. The proposed template protection schemes preserve the de-

sired criteria of irreversibility, revocability, and diversity of the cancelable transformation.

Also, experiments performed on different databases confirm the potential robustness of the

proposed transformation.

Further, the proposed multimodal cancelable multimodal biometric verification tech-

niques are able to attain performance improvement and provides adequate security to protect

original biometric data. Thus, the proposed cancelable multibiometric verification proves to

be effective for secure and accurate authentication.

ii
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Chapter 1

Introduction

Over the last decade, biometric authentication has gained much public attention as com-

pared to traditional knowledge (password, key) or token-based authentication systems and

is widely deployed to identify/verify users firmly in several domains. However, biometric-

based authentication systems suffer from security and privacy invasion challenges as their

compromise may expose sensitive and ancillary information about a user. Further, if the

biometric template gets compromised, it results in permanent identity theft as biometric data

are intrinsically linked with the user. This introduces the research question “how do we

replace the biometric data which is permanent and limited for a user without affecting the

accuracy of the system?". The different attacks such as hill-climbing, correlation, inversion,

and stolen-token attacks can be launched for illicit use of biometric data which reduce the re-

liability of the system. As a consequence, there is a demand of designing a robust biometric

system with substantial template protection to deal the situation of compromise or privacy

invasion across different applications.

In this dissertation, we investigate the template protection schemes for iris and fingerprint

biometric modalities. We also explore the mechanism for cancelable multibiometric system

by integrating these protected biometric templates. This chapter begins with a brief descrip-

tion of biometric-based authentication. Section 1.2 narrates the schemes for biometric tem-

plate protection. The need and urgency of the biometric template protection are discussed in

Section 1.3. The motivations and objectives behind the research work are presented in Sec-

tion 1.4 and Section 1.5, respectively. A glimpse of contributions made from this thesis is

given in Section 1.6 with research highlights. The common experimental settings utilized for

1



1.1. BIOMETRIC-BASED AUTHENTICATION

performance evaluation and experimentation are described in Section 1.7. Finally, Section

1.8 covers the coherent organization of the thesis.

1.1 Biometric-based authentication

Biometrics is the unique way of verifying or identifying a user based on his/her physiologi-

cal or behavioral characteristics [2]. In today’s era, most of the commercial and government

firms utilize biometric-based authentication in numerous security-concerned applications

such as digital forensics [3, 4], airport security [5–9], cross-border management [10–14],

defense and military services [15], government records [16], driving licenses [17], and fi-

nancial transactions [18]. The examples of physiological traits include iris, face, fingerprint,

palmprint, ear, and hand-geometry whereas gait, signature, voice, and key-stroke dynamics

are categorized as behavioral biometric traits. The authentication system utilizing a single

source of information i.e. only one modality is called as unimodal biometric authentica-

tion system. However, few limitations are associated with unimodal biometric systems such

as erroneous data, intra-class variability, exalted error rates, constrained degrees of freedom,

spoof attacks, and non-universality [19]. To mitigate these concerns, researchers have started

utilizing multiple biometric modalities or other characteristics besides biometric information.

Such systems are termed to be multimodal or multibiometric authentication system.

In a biometric system, a user registers himself to the system’s biometric database at the

time of enrollment. The enrollment phase involves pre-processing, feature extraction, and

template generation from the input biometric image. At the time of verification, an individ-

ual’s identity is validated by comparing the stored template with his/her biometric template.

The matcher decides an individual to be genuine or imposter by one-to-one comparison. Fig-

ure 1.1(a) shows the enrollment procedure in a biometric authentication system whereas the

block diagram for verification system is shown in Fig. 1.1(b).

In the block diagrams, data acquisition at user’s end is performed at sensor module. The

preprocessing module removes the noise and enhances the quality of the image. Feature

extraction computes the features referred as original biometric template and these features

are stored in the database. The matcher module performs the comparison between query and

stored templates, and generates a similarity/dissimilarity score to determine whether the user

is genuine or imposter.

2
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Figure 1.1: Mode of operations in a biometric authentication system

1.2 Biometric template protection

Biometric template protection [20, 21] is a mechanism to provide security to the original

biometric information as compromise may cause permanent identity disclosure. The tem-

plate protection techniques are classified in two categories i.e. Cancelable biometric (CB)

and Biometric cryptosystem (BC). These two categories are further divided into two distinct

classes as shown in Fig 1.2.

Cancelable biometric (CB): The notion of cancelable biometrics refers to apply a privacy-

preserving non-invertible (or hard-to-invert) feature transformation on original biometric

templates before they are stored into the database. Authentication is performed in the trans-

formed domain to maintain secrecy. Figure 1.3 illustrates this idea of feature transforma-
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Figure 1.2: Classification of biometric template protection techniques (adopted
from Jain et al. [1])

tion. Under biometric salting [22–25], the protection mechanism is based on user-specific

key or randomly generated parameters [1, 20]. The nobility lies in easy revocation by al-

tering random parameters or keys of the transformation. In biometric salting-based tech-

niques [26–28], the transformation may become invertible if the imposter attains illegitimate

access to the user-specific key and transformed template. Hence, the secrecy relies upon

user-specific key or transformation parameters. In contrary, non-invertible methods are one-

way function where it is very hard to invent the original template even if the adversary reveals

the protected template and transformation key.

Biometric cryptosystem (BC): The mechanism of biometric cryptosystem extracts/creates a

helper data from the original biometric information. This helper data does not unveil enough

Biometric 
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Transformation

Key (K)

Biometric Query 
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Transformation

Key (K)

Transformed 

template
Comparison

( TU , K )

Authentication
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(TQ , K)

Database

Enrollment

Figure 1.3: Authentication in transformed domain: cancelable biometric
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information about the original biometric information or the transformation parameters i.e.

it is computationally infeasible to derive the key or transformed template without original

biometric data. Figure 1.4 shows the function in biometric cryptosystem transformation.

Further, helper data is utilized to estimate/recover the original biometric information from

a noisy or erroneous instance of it. This helper data may be in the type of a secure sketch

[29, 30] or a syndrome [31].

Biometric 

template (TU)

Helper data 

extraction

Biometric Query 

template (TQ)

Validity 

check

Helper data Recovery

H= F( TU )

Enrollment Authentication

Extracted 

key (K)
Match / 

Non-match

Figure 1.4: Authentication in transformed domain: biometric cryptosystem

Under key binding schemes [32, 33], the helper data is achieved by blending the original

template with a key that is independent of biometric features. Note that, it is nearly infeasible

to unveil the key or original template from this helper data. Comparison of protected stored

and query templates requires the recovery of key using query helper data. If the transforma-

tion key is derived directly using stored helper data and query helper data, the cryptosystem

is termed as key generation based biometric cryptosystem.

1.3 Need and urgency of biometric template protection

Over the last decade, the rapid growth of biometric-based authentication in government and

industrial firms has disconcerted the users about privacy and security challenges. Hence,

security violation and privacy invasion are two major causes behind the universal acceptance

since the biometric information are intrinsically linked with the user’s identity. A compro-

mise can result into permanent identity theft. Recently, a security breach has been reported

5
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by FireEye [34] which confirms that Android-based HTC-One smartphone is capturing bio-

metric information in the plain text format with read permission. In Andhra Pradesh state

of India, Aadhaar [16] and bank details of over 134,000 beneficiaries have been leaked from

Housing Corporation’s website despite the robust legislation of UIDAI’s data security. In

current era [18], hackers are trying to impersonate identity to steal money, illegally transfer

funds, and make credit card transaction in the victim’s name. Further, they may siphon the

classified personal healthcare information and use those information for blackmail or commit

insurance fraud.

According to Ratha et al. [35], eight level of attacks can be launched against a biomet-

ric system. Figure 1.5 demonstrates these underlying attacks. Thereafter, Jain et al. [1]

highlighted three possible vulnerabilities for biometric-based authentication: 1) Illegitimate

access by exchanging genuine template with imposter’s template, 2) Spoof may be derived

by unauthorized access of genuine template and, 3) Cross-matching could be performed to

invade user’s privacy in other applications.
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Figure 1.5: Level of attacks in a biometric system [1]

For these underlying concerns, there is a necessity to design a biometric system with

substantial template protection scheme [20]. Generally, the following axioms are followed

to ensure adequate secrecy and privacy [20, 36]:

1. Non-invertibility/irreversibility: It should be sufficiently infeasible to retrieve original

template from the protected template or the helper data.
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2. Revocability: In the situation of compromise, a new template should be reissued to

replace the compromised one.

3. Diversity: The transformation should be able to derive numerous secure template, and

those secure templates should be uncorrelated/unlinkable to each other.

4. Performance: The performance with respect to unprotected biometric system should

be preserved i.e. there should not be larger performance degradation compared to

unprotected biometric system.

This thesis focuses on the privacy and security assessment of these vulnerabilities and

proposes novel template protection schemes to alleviate the security challenges. The research

accomplished is motivated by these three underlying observations from the literature:

• There is an invariable requirement to access these vulnerabilities in privacy-concerned

applications to redress the need of public and private infrastructures. This is the sole

mean to provide sufficient privacy-protection to meet the demand of enrolled users.

• Though, there exist numerous unlinkable and non-invertible solution which are intro-

duced in recent years, still there is a need of template protection scheme that abides

by the ISO standards [37, 38] and adequate verification performance under reference

security architecture [39].

• There are scarcity of techniques [40, 41] that can be implemented to other biometric

modalities and cannot be extended in a point-blank manner as the primitive transfor-

mations are applicable to only single biometric modality. Hence, there is a demand to

design a new transformation suited to multiple biometric modalities.

Last but not the least, the existing experimental evaluations are carried out and presented

without abiding any reference architecture [39] or generic protocol. Also, rigorous secu-

rity and privacy analysis are not performed in the existing state-of-the-art. As a result, the

evaluated performance measures cannot be compared and veritable. Therefore, there is a

necessity of a theoretical assessment of security and privacy concerning different scenarios

of information leakage.

7
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1.4 Motivations of the thesis

Ensuring the template protection for enrolled subjects is the pivotal concern for biometric-

based authentication. This thesis is oriented upon the proposal of new protection schemes

to mitigate different privacy threats and possible attacks on biometric systems. The research

carried out has been primarily motivated by the following observations from the literature:

• The transformational inconsistencies such as alignment, scale, and translational defor-

mations caused at the time of acquisition may degrade the performance. It is quite

challenging to match iris image with rotational inconsistencies caused by tilt head

while capturing the image. In case of a fingerprint image, selection of invariant fea-

tures from the minutiae points results in significant performance improvement over

the original minutiae information. Also, the limitation of existing methods [42–44]

lies with the accurate detection of the singular point (core or reference point) which is

not possible for all type of fingerprint images. These will lead to more performance

degradation in the protected domain. Hence, there is a need to propose new cancelable

template generation methods with alignment-free and rotation-invariant features for

iris and fingerprint biometric.

• It has also been observed from the literature that a number of approaches [45, 46]

utilize user-specific key/token for cancelable template generation. These approaches

perform well if tokens used for verification are different for each user. However, the

performance degrades in case of stolen-token scenario. Therefore, a robust cancelable

transformation is required to mitigate the underlying attacks and privacy threats.

• In multibiometric systems, an incorrect decision may occur in scenarios where suffi-

cient training samples are absent. Further, the cost of false acceptance may differ from

the cost of false rejection, and the selection of an optimal classifier for a given data set

is a challenging task [47,48]. In density fusion methods [49], the assumption of incor-

rect models for genuine and impostor scores may lead to deficient fusion rules besides

complex density estimation. Therefore, there is a need to design a transformation-

based technique which should compute appropriate weights to combine different bio-

metric traits.

8
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• The traditional fusion methodologies have not considered the scores from cancelable

biometric templates yet. As a multimodal biometric system is able to attain perfor-

mance improvement and overcome spoofing attacks, template security schemes aim to

protect original biometric data. The compositions of these two schemes achieve a win-

win scenario for the template protection and performance enhancement. As a result,

the integration of multiple protected modalities is desired to improve the performance

and enhance the security of the authentication system.

1.5 Objectives of the thesis

The performance and security are the two main parameters for wide deployment of biomet-

ric authentication system. For secure authentication, an attack-resilient template protection

mechanism needs to be designed which must provide non-invertibility, diversity, and revo-

cability preserving the recognition accuracy with respect to their baseline recognition si-

multaneously. However, authentication may be performed by integrating different biometric

modalities to facilitate utmost security and to compensate performance degradation caused

due to transformation. Based on the context described above, the distinctive objectives pur-

sued are stated in the following:

• Reviewing and proposing the template protection scheme for iris biometric to alleviate

the security and privacy concerns present in the literature with different scenarios of

template compromise.

• Assessing literature findings and introducing the template security mechanism for fin-

gerprint biometric to prevent the security theft and privacy invasion with different sit-

uations of template leakage.

• Introducing multibiometirc template verification techniques using the protected tem-

plate designed for iris and fingerprint biometric modality.

• Proposing a hybrid fusion scheme to overcome the limitations of the individual fusion

schemes using protected iris and protected fingerprint templates.

9
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1.6 Contributions of the thesis

In this section, we present the major contributions of the research work carried out for tem-

plate protection and fusion schemes with respect to a unified framework. The unified frame-

work for cancelable iris and fingerprint template generation, and fusion of these two pro-

tected modalities for secure authentication is illustrated in Fig. 1.6. There are four main

modules in the framework where each module denotes either unimodal or multimodal bio-

metric verification. Our contributions in each module are described in the following.

1.6.1 Cancelable iris template generation

A cancelable iris template generation technique is proposed based on randomized look-up

table mapping. First, the iris image is pre-processed using existing techniques [50]. Next, we

extract the IrisCodes in the form of 0–1 matrix using 1-D Log-Gabor filter [50] with phase

quantization from the preprocessed iris images. Thereafter, rotation-invariant IrisCode is

generated from the original IrisCodes and transformed into a row vector. In the next step,

we find the consistent bits by aligning the row vectors and generate the consistent bit vector.

This consistent bit vector is exploited to decimal encoding. Finally, we create a look-up table

and map the decimal-encoded vector to generate the cancelable iris template.

We have performed experimentation on three widely used benchmark iris databases

(CASIA-V 1.0 [51], CASIA IrisV3-Interval [51], and ICE 2005 [52]). We achieve EER

of 0.37, 0.43, and 0.79 for CASIA-V 1.0, CASIA IrisV3-Interval, and ICE 2005 databases,

respectively. It is evident from reported results that our approach performs optimally on

these databases. Moreover, the security analysis with respect to revocability, irreversibility,

and diversity confirms that our approach fulfills the criteria for template protection.

1.6.2 Cancelable fingerprint template generation

In this technique, a non-invertible random projection based technique is proposed using ridge

features to protect the original fingerprint template information. First, we preprocess the

input fingerprint image and detect minutiae points along with the thinned noise-free pre-

processed image. We partition the fingerprint region into a number of sectors with reference

10
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Figure 1.6: Unified framework of the proposed workflow

to each minutiae point employing the ridge-based co-ordinate system. The nearest neighbor

minutiae in each sector are identified, and ridge-based features are computed. We employ

Cantor pairing function to encode ridge features uniquely. Next, we apply the point-wise

logarithm operation on the paired output to obtain a uniform distribution of paired output

which is utilized to minimize EER. Finally, we apply random projection onto the paired

output to derive the protected template.
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We have conducted our experiment on publicly available FVC2002, FVC2004, and

FVC2006 fingerprint databases, and each database contains four datasets namely, DB1, DB2,

DB3, and DB4 [53]. The standard FVC protocol and 1VS1 protocol are considered to com-

pute the performance of our method. We achieve EER of 1.75, 0.98, 4.02, and 3.74 for DB1,

DB2, DB3, and DB4 of FVC2002, EER of 4.38, 6.59, 3.97, and 3.16 for DB1, DB2, DB3,

and DB4 of FVC2004, and EER of 5.14, 0.14, 1.63, and 0.49 for DB1, DB2, DB3, and DB4

of FVC2006, respectively under FVC protocol. Under 1VS1 protocol, we obtain an EER

of 0, 0.13, 3.39, and 3.02 for DB1, DB2, DB3, and DB4 of FVC2002, EER of 4.02, 5.77,

3.88, and 3.04 for DB1, DB2, DB3, and DB4 of FVC2004, and EER of 0.38, 0.09, 2.02, and

1.03 for DB1, DB2, DB3, and DB4 of FVC2006, respectively. Evaluation performed over

four datasets of FVC2002, FVC2004, and FVC2006 databases depicts that the significant

performance is achieved from the experiments. The proposed method fulfills the necessary

requirements of template protection mechanism. Moreover, the proposed method is resilient

against different attacks such as Attacks via Record Multiplicity (ARM), pre-image, cross-

matching, distinguishing, and annealing attacks.

1.6.3 Score-level fusion for cancelable multi-biometric verification

In the multimodal cancelable biometric verification approach, the cancelable iris and can-

celable fingerprint templates are utilized from the previous contributions. In this work, we

propose a two-level score fusion approach for integrating the scores obtained from cance-

lable templates of different biometric modalities. At the first level, scores from multiple

matchers are combined using a novel Mean-Closure Weighting (MCW) technique to achieve

the desired score for a particular biometric modality. We measure the separation of scores to

mean of the genuine distribution and to the mean of imposter distribution. The ratio of these

two decides the weight for different matchers utilized to compute score. Further, we inte-

grate the derived scores from different modalities using a novel Rectangular Area Weighting

(RAW) technique at the second level to obtain the overall fused score. The rectangular area

measures the overlap region covered between the region of uncertainty.

The performance of the fusion mechanism is evaluated on three virtual databases i.e.,

Virtual_A, Virtual_B, and Virtual_C. We achieve an EER of 0.69, 0.17, and 0.61 for Vir-

tual_A, Virtual_B, and Virtual_C databases, respectively. The experimental results signify
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that the proposed multibiometric system outperforms over the unimodal system for scores

obtained through original and cancelable biometric systems. Also, the method claims the

requisite criteria of non-invertibility, diversity, and revocability preserving the performance

with respect to original templates.

1.6.4 Hybrid fusion scheme for cancelable multi-biometric verification

In this scheme, we propose a generic hybrid fusion framework where the protected modalities

are combined to fulfill the requirement of secrecy and performance improvement. This work

presents a method to integrate cancelable modalities utilizing a novel MCW-based score

level and Dempster-Shafer (DS) theory-based decision level fusion for iris and fingerprint

to mitigate the limitations in the individual score or decision fusion mechanisms. First,

we integrate the individual scores obtained from different matchers for each modality using

MCW score fusion method. For cancelable iris templates, we evaluate Hamming and Jaccard

similarities whereas Dice and Cosine similarities are evaluated for cancelable fingerprint

templates. Further, we apply DS theory of evidence to the induced scores to obtain the final

decision. Finally, verification is performed using a pre-defined threshold to classify user

either a genuine or an imposter.

The performance of the hybrid fusion technique is evaluated on three virtual databases

i.e., Virtual_A, Virtual_B, and Virtual_C. We obtain an EER of 0.55, 0.13, and 0.50 for

Virtual_A, Virtual_B, and Virtual_C databases, respectively. From the experimental evalua-

tions, it has been observed that the proposed multibiometric system outperform both the uni-

modal unprotected and unimodal protected biometric system for decisions obtained through

original and cancelable biometric systems. Further, the security analysis of our work en-

sures that our approach fulfills the desired characteristics of non-invertibility, revocability,

and diversity preserving the recognition accuracy.

In summary, we present chapter-wise research highlights of our thesis in the following.

Research highlights in cancelable iris template generation (Chapter 3):

• In cancelable iris biometric system, rotation-invariant IrisCodes have been utilized as

feature computed using 1-D log Gabor filter.
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• Consistent bit vector is used to generate decimal vector instead of original row vector

to attain performance improvement over the original IrisCodes.

• The entries in the decimal vector are mapped uniquely to a random look-up table.

Cancelable iris template is generated by selecting check bits from mapped entries in

the look-up table.

• Comprehensive experimental evaluation on CASIA V-3.0 Interval [51], CASIA V 1.0,

and ICE2005 [52] has been performed to test the efficacy of the method.

• The necessary criteria of template protection i.e. non-invertibility, revocability, and

diversity are achieved for cancelable iris transformation.

Research highlights in cancelable fingerprint template generation (Chapter 4):

• To generate cancelable fingerprint template, the ridge features are evaluated with ref-

erence to ridge-based co-ordinate system to cope with rotation, translation and scale

deformations in the input fingerprint image which ensures that the proposed transfor-

mation would not lean upon prior alignment with the singularities.

• The Cantor pairing function followed by random projection is utilized to generate non-

invertible cancelable fingerprint template.

• Rigorous experimental evaluations are performed over public benchmark FVC 2002,

FVC 2004, and FVC2006 databases to validate the robustness of the method.

• The required constrains of template security i.e. non-invertibility, revocability, and

diversity are achieved for cancelable fingerprint generation scheme.

Research highlights in score-level fusion for cancelable multi-biometric verification

(Chapter 5):

• A two-level fusion mechanism has been proposed to integrate cancelable (protected)

scores utilizing mean-closure and rectangular area based weighting methods.

• The exhaustive experimentations on three virtual databases has been performed to eval-

uate the performance.
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Research highlights in hybrid fusion scheme for cancelable multi-biometric verification

(Chapter 6):

• A hybrid fusion framework has been developed for combining multiple protected bio-

metric traits (iris and fingerprint) to aid security and performance improvement.

• Extensive experiments on three virtual databases have been performed to evaluate the

performance of the hybrid fusion mechanism.

1.7 Common experimental environment

The proposed work is implemented using MATLAB 7.8.0 (R2010b) of MathWorks, Inc,

USA. The machine specification includes DELL Precision Tower 5810, RAM 64 GB, Intel

E5-1600 processor with Windows10 operating system.

The efficiency of the proposed method is evaluated by different performance measures

such as False Accept Rate (FAR), False Reject Rate (FRR) and Equal Error Rate (EER).

As we evaluate our method on publicly available benchmark databases, failure-to-enroll rate

(FTE) and failure-to-acquire rate (FTA) are not considered. Hence, FAR, FRR, and GAR

terms can also be used as False Match Rate (FMR), False Non-match Rate (FNMR), and

Genuine Match Rate (GMR) interchangeably in our work. These terms are defined in the

following:

FAR/FMR =
Comparison decision of ‘match’ for imposters

Total comparisons from different subjects
(1.1)

FRR/FNMR =
Comparison decision of ‘non-match’ for genuine users

Total comparisons from same biometric subjects
(1.2)

EER = Point|FAR=FRR (1.3)

GAR/GMR = 1− FRR (1.4)

1.8 Organization of the thesis

This dissertation is structured based on a traditional background with coherent literature re-

view on iris and fingerprint modalities, proposed methods with independent experimental
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studies, and to conclude our investigation in the domain of template protection and verifica-

tion on the basis of unimodal and multimodal biometric modalities.

The dependency among the thesis chapters is illustrated in Fig. 1.7. For example, reading

Chapter 5 is required before reading Chapters 6. Following the guidelines given in Fig. 1.7

Chapter 7

“Conclusions and future 

research directions”

Chapter 5

“Score-level fusion for 

cancelable multi-biometric 

verification”

Chapter 6

“Hybrid fusion scheme for 

cancelable multi-biometric 

verification”

Chapter 1

“Introduction”

Chapter 2

“Related work”

Chapter 3

“Cancelable iris template 

generation”

Chapter 4

“Cancelable fingerprint 

template generation”

Introduction, related works, and conclusions

Proposed contributions

Preceeding block is required

Figure 1.7: Dependency among thesis chapters
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and assuming a background elaborated in chapter 1, one can optionally read the chapter 3,

4, 5, and 6 independently. This thesis comprises seven chapters including this introductory

chapter. The rest of the thesis is organized as follows.

Chapter 2 : Related work

This chapter describes the existing methods for different template protection schemes for iris

and fingerprint biometric modalities. We also discuss about different fusion mechanism for

cancelable multibiometric systems.

Chapter 3 : Cancelable iris template generation

We describe the proposed canclable iris biometric template generation scheme based on 1-D

log Gabor features and look-up table mapping based transformation. Experimental evalua-

tions are also provided on different iris databases in this chapter.

Chapter 4 : Cancelable fingerprint template generation

The proposed cancelable fingerprint template generation scheme based on Cantor pairing

and random projection is described in this chapter. The experimental results achieved from

different fingerprint databases are also reported in this chapter.

Chapter 5 : Score-level fusion for cancelable multi-biometric verification

This chapter describes the proposed score-level fusion performed on cancelable iris and can-

celable fingerprint biometric modalities. Alongwith, we provide the experimental results of

secure multi-biometric verification method.

Chapter 6 : Hybrid fusion scheme for cancelable multi-biometric verification

In this chapter, we describe the proposed hybrid (score and decision) level fusion technique

applied over cancelable iris and cancelable fingerprint biometric modalities. We also present

experimental evaluations performed onto three virtual databases to validate the potential ro-

bustness of the method.

Chapter 7 : Conclusions and future research directions

This chapter concludes our study in the domain of biometric template protection for uni-

modal and multibiometric systems and discusses few potential future research directions.
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Chapter 2

Related work

Several security breaches have been reported in last two decades against the common use

of biometric-based authentication for different applications. As a consequence, biometric

template protection has gained a great interest among the research communities, and several

works have been done for iris and fingerprint modalities. The researchers started working

on fingerprint template protection in 90’s. Initially, the protected template had been derived

from key binding or key generation schemes using fuzzy schemes (e.g. fuzzy commitment,

fuzzy vault, and secure sketches). Thereafter, approaches on iris template protection were

proposed by different research communities in late 90’s. Multibiometric recognition methods

alongwith the protected multibiometric approaches were also introduced for more secure and

optimal performance extensively thereafter.

This chapter surveys existing work related to contributions made in this thesis. It covers

cancelable iris template generation, cancelable fingerprint template generation, and cance-

lable multimodal verification methods. The organization of this chapter is as follows. First,

a literature review on cancelable iris biometric verification is presented in Section 2.1. Sec-

tion 2.2 reviews various approaches on cancelable fingerprint template generation. Section

2.3 encompasses the detailed description of different techniques for multimodal cancelable

biometric based verification. Finally, a summary of existing work is provided in Section 2.4.

2.1 Cancelable iris biometric template generation

In the last few years, several approaches have been proposed to address various underly-

ing concerns in protecting biometric templates by the biometric research community. The
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approaches related to biometric template security presented in the literature can be classi-

fied into two categories namely, cancelable biometric [26, 54–62] and biometric cryptosys-

tem [30,32,33,63,64]. In the following, we discuss the existing techniques for both of these

two categories for iris biometric.

In literature, Zuo et al. [54] proposed four different non-invertible transforms namely

GRAY-COMBO, BIN-COMBO, GRAY-SALT, and BIN-SALT. GRAY-COMBO method

performs circular shift operation on Gabor features and random addition of rows. BIN-

COMBO utilizes similar transformation on the iris codes with random shifting and XOR

operations. Random patterns are added to the Gabor features in GRAY-SALT method and

XORed with original iris code in BIN-SALT method.

Du et al. [55] applied a key on the original iris template which rearranges the bit positions

to achieve irreversibility. The feature point map is created from the arranged bit positions.

The average euclidean distance between the overlapping positions are evaluated to compute

match scores.

A well-known approach for cancelable biometric is biohashing which derives a uniformly

distributed random sequence using a hash key [26, 56, 57]. In biohashing, biometric input

is mixed with token and discretized into a binary string. In non-invertible transform based

approach, instead of storing the original biometric, the biometric data is modified using a

one-way function and stored into the database to ensure security and privacy of the actual

biometric trait.

Ouda et al. [58] derived BioCode by mapping randomly generated seed with biometric

features evaluated using biohashing algorithm [26]. First, iriscodes are generated based on

the widely used Daugman’s method [65]. Next, position of significant bits are recorded by

aligning adequate number of different iriscodes from the same subject. Next, the position

vector is secretly encoded using a random seed. Finally, the random bit sequence is stored

as a protected template. These transformations produce lower recognition performance for

noisy biometric data.

Hammerle-Uhl et al. [59] applied two different transformations i.e. block re-mapping

and image warping onto iris texture evaluated by applying the method proposed in Ma et

al. [66]. In the first transformation, the blocks in the iris texture are mapped randomly. In

other transformation, the texture is again mapped based on a mesh grid mesh superimposed
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over it. A user-specific key is utilized to distort the texture by offsetting each vertex in the

original mesh by some amount. In their another work, Hammerle-Uhl et al. [60] applied

block permutation onto the source iris texture obtained using wavelet transform . These

method [59, 60] were reported with significant performance degradation.

Rathgeb et al. [61] proposed block permutation on iris textures to protect the iris template.

However, they improved the performance by applying bloom filter to generate an alignment-

free cancelable iris template [67]. The method [67] suffers against the claim of unlinkability.

Recently, Lai et al. [62] proposed a non-invertible transformation for iris template pro-

tection namely Indexing-First-One (IFO) hashing inspired by Min-hashing [68]. In their

method, first, Hadamard product operator is applied on two distinct permutations of IrisCode.

Next, the IrisCode is divided into equal sized windows. Further, they record the first occur-

rence of bit ‘1’ of multiple random tokenized permuted IrisCode in each window to derive a

cancelable template.

In contrast, the schemes such as fuzzy vault [33], fuzzy commitment [32], and secure

sketches [29] have been introduced for cryptosystem based template protection. Dodis et

al. [29] applied a hash function on error-tolerant biometric input to attain non-invertibility.

In this approach, two functions are proposed, namely, fuzzy extractor and secure sketches.

Fuzzy extractor applies a hash function on biometric input to generate a random string. This

random string is utilized as a key. In contrast, secure sketch uses this random string to

reconstruct the original template.

Juels and Wattenberg [32] proposed a state-of-the-art scheme for biometric cryptosystem

known as fuzzy commitment. This approach applies a function on the codeword and binary

biometric input to generate the template. The codeword is prepared with error-correcting

codes to eliminate bit-errors. In verification, the codeword is evaluated for the query biomet-

ric data and matched using error-correcting codes. Lately, Juels and Sudan [33] introduces

an encryption method namely Fuzzy Vault. In their method, the secret message are fed to a

polynomial say P (X) and its coefficients. The values related to polynomial are evaluated for

different X . Each value in X are selected such that it denotes the biometric original feature.

The set of pairs of values i.e. (X ′, Y ′) are merged with a set of chaff points (CP
F ) to derive

a cancelable template (i.e. (X ′, Y ′) ∪ CP
F ) at the encryption end. At the decryption end,

error-correcting codes are applied to extract the (X ′, Y ′) out of ((X ′, Y ′) ∪ CP
F ).
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Bringer et al. [30] applied fuzzy commitment scheme [32] with an improved error-

correcting mechanism. In this approach, a matrix is formed with two different binary Reed-

Muller codes. Next, a 2-D iterative min-sum decoding is performed to retrieve a 40-bit

cryptographic key. Wu et al. [63] proposed an iris cryptosystem based on key generation.

The iris feature vector is corrected with Reed-solomon codes. Then, a hash function is ap-

plied to generate a cipher key. Reddy and Babu et al. [64] derived a key using password

based transformation to encrypt the fuzzy vault [33].

A summary of various template protection schemes related to iris biometric are reported

in Table 2.1.

Table 2.1: Summary of different iris template protection techniques

Author Applied scheme Dataset used Remarks

C
an

ce
la

bl
e

bi
om

et
ri

c

Zuo et al.

[54]

GRAY-COMBO,

BIN-COMBO,

GRAY-SALT,

and BIN-SALT

MMU1

database
High EER

Du et

al. [55]

Random re-mapping,

Non-invertible

transform

ICE 2005

IUPUI remote

High EER for

IUPUI database

Ouda et al.

[58]

BioEncoding

Non-invertible transform
CASIA v1.0

Vulnerable to corre-

lation attacks

Hammerle-

Uhl et

al. [59]

Block remapping

and

Image warping

CASIA-v3-

Interval
High EER

Hammerle-

Uhl et

al. [60]

Wavelet transforms

1. Parameterised filters

2. Wavelet packets

CASIA-v3-

Interval
User-specific key

Continued to next page
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Table 2.1 – continued from previous page

Author Applied scheme Dataset used Remarks

Rathgeb et

al. [61]

Bloom filter

based

feature transformation

CASIA-v3-

Interval

Left eye

(1332 subjects)

Do not provide un-

linkability

Lai et

al. [62]

Indexing-first-one hashing

Non-invertible transform

CASIA-v3-

Interval

Privacy invasion for

less-sized hashed

code

B
io

m
et

ri
c

cr
yp

to
sy

st
em Bringer et

al. [30]
Fuzzy commitment ICE 2005 EER very high

Wu et al.

[63]
Fuzzy vault CASIA v1.0

Hash encoding with

error-correction

Reddy and

Babu [64]
Hardened fuzzy vault

CASIA v1.0

MMU1 Database
-

2.2 Cancelable fingerprint biometric template generation

In literature over last few years, a number of researchers have introduced different trans-

formations to generate the cancelable template. Different methods concerning cancelable

biometric based transformation [22–26, 28, 35, 42, 43, 69–80] and biometric cryptosystems

[31, 81–85] have been proposed in recent years. We discuss the existing literature of cance-

lable biometric in the following.

First, Ratha et al. [35] introduced the notion of cancelable biometric with three different

types of transformations (Cartesian, polar, and functional) to provide privacy and security

to the original biometric information. The Cartesian transformation method maps the fin-

gerprint minutiae into cells of fixed size. The minutiae positions in the cells are permuted

to derive the cancelable template. In polar transformation method, the minutiae positions

are mapped onto a polar coordinate space. Further, the coordinate space is divided into sec-
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tors, and sector positions are shuffled based on a key to generate the cancelable template.

Functional transformation method alters the minutiae positions and orientation based on a

parametric Gaussian function.

Boult et al. [69] proposed secure biotokens for fingerprint template protection. The

method constructs a minutiae pair table which contains distance, relative orientation, and

orientation of the line connecting two minutiae points. The features are then divided into

quotient and modulus part. The quotient part is encrypted using RSA algorithm and modu-

lus part is concatenated with the encrypted quotient to form a cluster. In verification stage,

minutiae pair tables of the query and stored templates are traversed to construct clusters and

to compute the comparison scores.

Lee et al. [70] proposed an alignment-free protected fingerprint template generation

scheme using minutia orientation. They applied two different changing functions (i.e., po-

sitions and respective orientations) which are used to secure the minutiae information. A

user-specific PIN is used for input to both changing functions. The stored template can thus

be regenerated and revoked by altering the input parameters of the changing functions in the

situation of compromise.

In BioHashing based approaches [26, 28], first, the original biometric template is ex-

ploited to inner product with the projection matrix. Next, a bit string is generated after dis-

cretization using a threshold determined experimentally. Later, Biohashing has been applied

over other different biometric modalities for template protection.

Yang et al. [71] proposed a non-linear dynamic random projection scheme to increase

the computational complexity against the inversion attack. Instead of conventional random

projection utilized by BioHashing [26, 28], the projection matrix is dynamically constructed

based on an index vector. From each index, a set of random vectors is used for projection.

An index vector is created so that the imposter has no clue about the selected columns from

the projection matrix.

Lee et al. [72] presented a method to derive cancelable fingerprint template based on 3-D

array mapping. In this work, a minutia from the minutiae set is assigned as the reference,

and remaining minutiae are aligned with respect to the reference minutiae. Then, the aligned

minutiae points are mapped into a 3-D array based on the positions (x-y co-ordinate) and

orientations of the minutiae points. The cells in the 3-D array are marked as 1, which include
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minutiae points. The array is sequentially traversed to derive a bit-string. The derived bit-

string is exploited to random permutation utilizing a user-specific PIN and minutiae type.

Wang et al. [73] proposed a template protection mechanism where many-to-one mapping

is applied onto the pair-minutiae based bit-string evaluated using the method proposed by Jin

et al. [86]. Next, discrete Fourier transform (DFT) has been applied to derive a complex vec-

tor. Then, a user-specific PIN is exploited over the complex vector to generate the protected

template. Wang et al. [24] proposed another method for cancelable fingerprint template de-

sign using circular convolution. The procedure adopted till bit-string generation is identical

to it’s earlier method [73]. Then, a random sequence is derived by utilizing a user-specific

PIN. Bit-string and random sequence are exploited to DFT, and product of both DFT’s are

computed. The cancelable template is stored by applying inverse-DFT and removing the first

(p− 1) points from the output.

Das et al. [42] constructed a graph structure based on the minimum possible distance

from core/delta point to remaining minutiae points. Hash values with minimum distances in

the graph structure are stored as a protected template. Correspondence search algorithms [42]

are used for verification of query template.

Liu et al. [43] proposed a template protection scheme which derives a protected fixed-

length template viz., random local region descriptor (RLRD). In this scheme, a random ref-

erence point is selected initially. Next, Tico’s sampling structure [87] is utilized to generate

uniformly distributed sampling point structure around the random reference. The order of

the sampling points is decided through a random seed. Finally, a protected template is de-

rived as the angular width between the reference and sampling points. Further, gray-code

encoding of sine and cosine of angular width is performed to generate a bit-string.

Wong et al. [75] proposed a multi-line code (MLC) for minutiae-based fingerprint tem-

plate protection which is an extension of Wong et al. [74] work. In this method [74], the

minutia set is divided into angular partitions with respect to a straight line drawn at the ref-

erence minutiae. Next, few sample points with equal distance to each other are taken with

uniform distribution on the straight line. Circles are constructed on each of the sample points,

and minutiae points falling in each lower region (semi-circle) are counted. A binary string

is derived considering 1 if the count is greater than 0, and 0 otherwise. The result is stored

as the cancelable template. In their extended work [75], the mean distance from minutiae to
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the line is computed in each semicircle along the lines. The quantization is performed over

the mean distances. The binary string is derived and permuted with a user-specific PIN to

generate the cancelable template.

Ahmad et al. [76] proposed a cancelable fingerprint template design scheme using rel-

ative minutiae information in the polar coordinate system as described in [88]. In their

method, the pair minutiae points greater than a predefined distance are selected first. Next,

invariant features (distance, angle between line-segment to reference axis, and angle between

minutiae orientation to line-segment) are employed to many-to-one sector mapping for tem-

plate protection.

Farooq et al. [77] proposed a triangular transformation which derives a binary represen-

tation of minutiae features. The method utilizes the minutiae triplet features: length of each

side, the angle subtended between each side, each minutiae orientation in the triplet, and the

height of triplet. These features are quantized into 24 bits to derive a 224-bit binary repre-

sentation. Further, three transformations (mutation, random permutation, and encryption by

MD5 or SHA-1) have been performed to derive the protected template.

Sutcu et al. [78] introduced a geometric design which represents minutiae information

into a fixed length string. The method computes mean of minutiae x and y coordinate as

centroid. Next, a circle is constructed centered at centroid and divided into an arc of equal

angular width. Then, a straight line is drawn in between each minutiae pair, and intersection

with the circumference is marked. The number of intersection mark is collected sequentially

for each arc to derive the transformed template.

Wang et al. [23] proposed a scheme which utilizes DFT for pair-minutiae bit string.

In their work, the feature extraction is followed from the method proposed in [86]. Next,

DFT is exploited to derive a complex sequence. Further, the complex sequence is fed to

Finite-Impulse-Response (FIR) with a user-specific key to derive the protected template.

The method performs optimally yet weak against attack via record multiplicity (ARM). In

their future work, Wang et al. [79] conceived the same methodology till complex sequence

generation. Next, the partial Hadamard based transformation is applied to protect original

pair minutiae bit-string.

Sandhya et al. [80] proposed two different transformation which applies quantization

over Delaunay triangle’s features. Then, the quantized features are mapped to a 3-D array.
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Next, the 3-D array is traversed in row-major oder to produce fixed length 1-D bit string.

Finally, DFT is employed over 1-D bit string to derive protected template. In another work,

Sandhya et al. [89] presented a protection method by integrating local minutiae structure and

distance structure. The bit-strings derived are combined using a user-specific PIN to derive

a protected template.

Cappelli et al. [90] introduced a state-of-the-art Minutiae Cylinder Code (MCC) algo-

rithm which frames a 3-D cylindrical structure around minutiae neighborhood considering

each minutia as a reference. Each cylinder of height (2π) and radius (r) is tessellated into a

number of cells. Each cell stores the minutiae position and orientation in the neighborhood

of each minutia taken as a reference at a time. A cylinder which contains less valid informa-

tion is discarded. Two cylinders are verifiable if direction difference between two minutiae

is less than a certain value. MCC is a fixed radius local minutiae construct which provides

notable recognition performance.

Ferrara et al. [22] then proved that few genuine minutiae points (approximately 25.4%)

could be correctly revealed by calculating likelihood between two cylinders. Later, a novel

representation namely Protected-MCC (P-MCC) is proposed where a non-invertible trans-

form has been applied onto MCC template incorporating binary-KL projection which pro-

vides a greater level of security and privacy. To overcome the non-revocability concern

of P-MCC, Ferrara et al. [25] proposed a two-factor protected Minutiae Cylinder Code (2P-

MCC) scheme which performs curtailed permutation onto cylinders in P-MCC using a secret

key. This 2P-MCC method has a simpler implementation based on scrambling the bits using

a secret key. Also, it allows a optimal trade-off between performance and security.

The current state-of-the-art concerning biometric cryptosystem is based on Fuzzy Vault

and Fuzzy Commitment schemes. These two schemes, fuzzy vault and fuzzy commitment

are proposed by Juels and Sudan [33] and Juels and Wattenberg [32], respectively. Fuzzy

vault scheme involves the union of minutiae encoding using chaff points and polynomial

projection whereas fuzzy Commitment stores biometric feature along with hash of identifiers

and parity bit-string.

Li et al. [81] proposed a fingerprint based cryptosystem which utilizes fuzzy vault

scheme. In their work, they employed orientation minutiae descriptor [87] and local minutiae

structure [91] (relative distance, radial angle, and minutiae orientation) as invariant features.
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Chaff points are merged with local structure and Huffman encoding is applied over descrip-

tor. Further, both transformed descriptors are integrated to form a protected template.

Li et al. [82] proposed a cryptosystem where two stage fuzzy vault is applied over pair-

polar minutiae descriptor considering each minutiae point as a reference. In the first stage,

a cryptographic key is binded with the pair-polar structure by dividing the feature string and

cryptographic key. Next, Shamir’s secret sharing [92] is applied in the second stage. Finally,

the protected template contains the union of these two outputs.

Yang et al. [83] considered Voronoi neighbor structures (V Ns) over minutiae points.

They utilize only distinct triangles in the Voronoi structure. Next, V Ns are mapped into a

three-dimensional (3D) array to generate fixed length binary string. Finally, template protec-

tion is achieved by using PinSketch [31] over bit string.

Jin et al. [84] derived cancelable template by extracting the invariant features and ap-

plying non-invertible transformation using their previous work [93]. The features involve

minutiae quadruples. Next, the derived transformed template is divided into equal-sized

blocks. Then, cryptographic key is blended with each block and finally concatenated each

block to derive final cancelable template.

Arakala et al. [31] introduced a novel scheme which first evaluate minutiae descriptor

and applied PinSketch scheme for fingerprint authentication. The enrollment process con-

tains three operations including XOR, PinSketch, and pairwise hash operations. First, the

minutiae positions are XORed with a random codeword generated using Bose, Chaudhuri,

and Hocquenghem (BCH) codes. Next, it is fed to the PinSketch where syndrome based

error-correction has been applied. Finally, the pairwise hash function using a random seed

is applied to generate the hashed output. Hashed output, XORed output, and PinSketch

encoded output is stored as a protected template.

Imamverdiyev et al. [85] evaluated Gabor filter-based FingerCode, a local binary pattern

(LBP), and a local direction pattern (LDP) based features from fingerprint. Next, reliable

bits are selected from the evaluated bit patterns from these three techniques. Then, Fuzzy

Commitment Scheme is applied over the reliable bit-string to derive the protected template.

Recently, Akdogan et al. [94] introduced two novel biometric key agreement protocols

namely, Secure Key Agreement-Pure Biometrics (SKA-PB) and Secure Key Agreement-

Cancelable Biometrics (SKA-CB) to handle the unordered set of fingerprint features.

28



CHAPTER 2. RELATED WORK

We summarize the existing cancelable fingerprint generation and biometric cryptosystem

schemes in Table 2.2.

Table 2.2: Summary of different fingerprint template protection techniques

Authors Applied scheme Dataset used Remarks

C
an

ce
la

bl
e

bi
om

et
ri

c

Ratha et

al. [35]

Cartesian, polar and

functional

transformation

IBM 99 optical

database

Rely on core/delta

point

Boult et

al. [69]
RSA encryption

DB1 & DB2 of

FVC2000, FVC2002

and FVC2004

High EER for all

datasets

Lee et al. [70]
Changing functions for

position and orientation
FVC2002 DB1

Performance degrades

for stolen-token PIN

Jin et al. [28] Biohashing FVC2002

Privacy invasion if

unique seed is

compromised

Yang et

al. [71]

Non-linear dynamic

random projection
FVC2002 DB2

Susceptible to ARM

attack

Lee et al. [72] 3-D array mapping FVC2004 User-specific PIN

Wang et

al. [73]

Random projection

based mapping
DB1-DB3 of FVC2002 User-specific PIN

Wang et

al. [24]

Curtailed circular

convolution
FVC2002 DB1-DB3 User-specific PIN

Das et

al. [42]

Minimum distance

graph from core/delta

DB1 & DB2 of

FVC2002

Performs poor for

low-quality fingerprint

Liu et al. [43]
Local region structure

around core/delta
DB1-DB3 of FVC2002

Rely on core/delta

point

Wong et

al. [74]
Line-code generation

DB1 & DB2 of

FVC2002, DB1 of

FVC2004

EER very high; Large

storage required

Continued to next page
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Table 2.2 – continued from previous page

Authors Applied scheme Dataset used Remarks

Wong et

al. [75]

Binarized line-code

generation

DB1 & DB2 of

FVC2002 and

FVC2004

High computation cost

Ahmad et

al. [76]

Pair-polar co-ordinate

transformation
FVC2002 DB1-DB3

High EER for

FVC2002 DB3

Farooq et

al. [77]

Minutiae triplet features;

Bit-string generation
FVC2002 & FVC2004 High computation cost

Sutcu et

al. [78]

Geometric

transformation
Synthetic test dataset

Prone to security

threats

Wang et

al. [23]

Parametrized FIR filter

applied onto bit-string

features

DB1-DB3 of FVC2002 User-specific PIN

Wang et

al. [79]

Partial Hadamard

transform
DB1-DB3 of FVC2002 User-specific PIN

Sandhya et

al. [80]

3-D array transformation

on Delaunay triangle

features

FVC2002 & FVC2004

Performs poor for

low-quality

fingerprints

Sandhya et

al. [89]

Local and distant

structures; Bit-vector

quantization

FVC2002 & FVC2004 Quantization errors

Ferrara et

al. [22]

Binary K-L projection

onto MCC templates

FVC2002, DB2 of

FVC2006
Hill-climbing attack

Ferrara et

al. [25]

Random permutation on

PMCC templates

FVC2002, DB1 of

FVC2004, DB2 of

FVC2006

-

Continued to next page
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Table 2.2 – continued from previous page

Authors Applied scheme Dataset used Remarks

B
io

m
et

ri
c

cr
yp

to
sy

st
em

Arakala et

al. [31]

Fuzzy extractor;

Minutiae descriptor

FVC2000, Private

database

Quantization errors;

Prone to security

threats

Li et al. [81]
Fuzzy vault, minutiae

local descriptor

DB1 & DB2 of

FVC2002
Large storage required

Li et al. [82]
Fuzzy vault, Pair-polar

minutiae structure

FVC2002, DB2 of

FVC2004, DB2 and

DB3 of FVC2006

Large storage

required, Low

performance

Yang et

al. [83]

Secure sketch; Modified

Voronoi structure

FVC2000 DB1,

FVC2002, DB2 of

FVC2004

Fake local structure

due to Voronoi

distortion

Jin et al. [84]

Chaffing and

winnowing; Graph based

Hamming embedding

FVC2002, DB2 of

FVC2004

Low performance,

Prone to different

attacks

Imamverdiyev

et al. [85]

Fuzzy commitment;

Reliable bit extraction
FVC2000 Discretization errors

Akdogan et

al. [94]
Secure key agreement

Verifinger sample

database
High computation cost

2.3 Multimodal cancelable biometric system

In multimodal cancelable biometric system, multiple protected modalities are utilized for

user authentication. In recent years, different methods have been proposed for cancelable

multibiometric based authentication [95, 96] to achieve performance enhancement and tem-

plate protection simultaneously. For multimodal biometric system, fusion can be performed

at five different levels, namely, sensor, feature, decision, rank, and match-score levels [19].

We discuss the current state-of-the-art work on multimodal biometrics and multimodal can-

celable biometrics for three possible levels of fusion [97]: (1) fusion at feature level, (2)

fusion at score level, and (3) fusion at decision level, in the following.
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2.3.1 Feature level fusion

Fusion at feature level refers to integrate different feature strings obtained from either mul-

tiple sensors for the same biometric trait, multiple instances of the same biometric trait,

multiple units of the same biometric trait or multiple biometric traits. Here, verification is

performed on the basis of this combined feature vector into the genuine or impostor category.

Lately, several methods such as [89, 98, 99] utilized a user-specific PIN to combine features

from different biometric modalities. The methods proposed in [95, 96, 100, 101] applied

AND/OR rules to perform feature integration. In contrast, cryptographic techniques such as

Fuzzy vault, Fuzzy Commitment, and Secure-sketch based schemes have also been applied

to derive multibiometric templates in literature [102, 103]. Othman et al. [104] acquired

two fingerprint impressions from two different fingers to create a new protected identity.

Camlikaya et al. [105] incorporated feature level fusion over voice and fingerprint by eval-

uating mel frequency cepstral coefficients (MFCCs) from voice and minutiae points from

fingerprint. The binary feature coefficients from voice are mapped to x-y coordinate posi-

tions by dividing each binary feature descriptor of a users into groups of 16 and using each

16 bits to generate one point (X,Y) in the 2-dimensional space. Next, the minutiae infor-

mation is embedded into the computed voice features for privacy preservation. Rathgeb et

al. [67] proposed a feature level integration scheme which evaluate iriscodes by applying

two different feature extraction mechanisms [50, 66]. First, the iriscodes obtained from dif-

ferent biometric feature vectors are mixed together based on a user-specific key. Further, the

mixed bit-string are mapped to bloom filter to derive a protected bit-string. In recent years,

Rathgeb et al. [106] proposed Bloom filter-based integration scheme to combine face and

iris features. However, ongoing research has been shifted to other fusion mechanism such as

score/decision fusion due to the dependency over user-specific PIN and low performance in

comparison to other fusion mechanism.

2.3.2 Score level fusion

Score level fusion combines match scores obtained from different classifiers/matchers. The

verification is performed based on the fused or combined score value. In the last few years,

approaches incorporating score level fusion [47–49,107–125] have been extensively investi-
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gated. However, works on score fusion for protected modalities have been scarcely reported.

Existing score level fusion follows three different schemes. These include transformation-

based, density-based, and classifier-based fusion schemes [19]. Here, we have discussed

these score level fusion approaches since we have utilized these methods for comparison to

our method.

2.3.2.1 Transformation based approaches

In these approaches, first, match scores are normalized to a common domain (e.g. in the

interval [0,1]). Next, the fused score is derived by weighting different match scores, and this

combined score is utilized for authentication. The approaches proposed in [107–116], have

utilized the transformation based approaches for match-score level fusion.

Toh et al. [107] utilized weighted-sum rule-based fusion for hand geometry, fingerprint,

and voice biometric. Four learning and decision scenarios have been investigated. The

authors employed a model which requires a single training step for the verification. The

experiments carried out show approximately 50% improvement over equal error rate (EER).

Snelick et al. [108] proposed an adaptive normalization procedure which is utilized to

increase the separation between genuine and imposter distributions in the range [0,1]. This

procedure is carried out using three functions: Two-Quadrics (QQ), Logistic, and Quadric-

Line-Quadric. Next, different fusion techniques such as simple-sum, min-score, max-score,

matcher weighting, and user weighting are applied for fusion onto face and fingerprint bio-

metric modalities for 1000 subjects.

Jain et al. [109] analyzed the performance of existing normalization techniques and fu-

sion methods for face, fingerprint, and hand geometry-based multimodal biometric system.

The authors performed experimentation on a 100 user database. Further, they reported that

tanh normalization followed by the simple sum of score fusion method gives better perfor-

mance in comparison to other normalization techniques.

Lobrano et al. [110] introduced a new index named Score Decidability Index (SDI) which

computes the coefficients of the linear combination for each classifier and pattern. SDI de-

notes the confidence with which a score value belongs to positive or negative distributions.

Next, SDI values for different classifiers for a single pattern are exploited to averaging oper-

ation to derive fused score. For integration, mean-rule fusion method is utilized for fusion.
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Poh et al. [111] proposed a novel normalization procedure which first, categorizes the

user scores based on joint density computation. Next, F-norm is applied to estimate group-

specific mean by maximum-a-posteriori (MAP) computation. Further, experimentations are

performed on face, iris, and fingerprint modalities. In their another work, Poh et al. [126]

applied a Gaussian Mixture Model-based fusion classifier. Next, B-ratio for each possible

combination is evaluated and OR-switcher is utilized for fusion.

Hanmandlu et al. [113] utilized fuzzy triangular membership function for normalization.

Next, they applied Einstein product t-norm on hand geometry, palmprint, and hand vein

modalities. In their another work, Hanmandlu et al. [112] first, normalized the scores in

the interval of [0,1] using min-max normalization technique. Next, they applied different

variants of t-norm (such as Frank, Yager, Hamacher, Einstein product, and schweizer-sklar)

to claim the potential usefulness of the t-norm based integration.

Wang et al. [114] applied Aczél-Alsina (AA) t-norm [114] to fuse match score infor-

mation for dual iris and face biometric modalities expanding the interval between genuine

and imposter distribution. In their method, combined features from dual iris and combined

features from face (thermal face, visible face) are evaluated using 1-D log Gabor filter [50]

and Gabor wavelets, respectively. Next, scores are computed and are then integrated using

AA t-norm for verification.

Peng et al. [115] proposed constructed a virtual database of multiple finger biometric

sources named: finger vein, fingerprint, finger-shape, and finger-knuckle. Before fusion,

matching scores of the four biometric features are normalized into the range [0,1]. Then,

t-norm based score-level fusion is applied for authentication. The authors claimed that

Sugeno–Weber t-norm outperform other t-norms.

Kabir et al. [116] proposed two different score normalization techniques based on the

overlap region between the genuine and impostor scores. Next, a novel confidence-based

weighting technique based on the confidence value of the matching scores is applied which

considers the mean-to-maximum of genuine scores and mean-to-minimum of impostor

scores. Further, the evaluations are carried out onto three biometric traits, fingerprint, palm-

print, and earprint.

A summary of transformation based multibiometric score fusion techniques are reported

in Table 2.3.
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Table 2.3: Summary of different transformation based score fusion techniques

Authors
Fused modalities/
Representations/
Features

Fusion scheme/
Methodology

Remarks

Toh et
al. [107]

Hand geometry, finger-
print and voice

Weighted-sum rule Selection of optimal
threshold is required

Snelick et al.
[108]

Adaptive normalization
using two-quadratic,
logistic and Quadric-
Line-Quadric

simple-sum, min-
score, max-score,
matcher weighting,
and user weighting
schemes

Not suitable for open
environment

Jain et
al. [109]

Existing normalization
techniques

Sum rule Performance relies
on kernel type and
width

Lobrano et
al. [110]

Score Decidability In-
dex (SDI)

Mean rule High FAR value cor-
responding to low
EER

Poh et
al. [111]

Face, fingerprint and
iris

Group-specific score
normalization

Deterministic parti-
tioning of clients

Poh et
al. [126]

Gaussian mixture
model

OR switcher Implicit Gaussian
assumption on the
score distribution

Hanmandlu
et al.
[112, 113]

Fuzzy triangular mem-
bership; Min-max nor-
malization

Different Variants of
t-norm

Low performance,
High EER

Wang et al.
[114]

Dual iris features from
1-D log gabor and face
features from Gabor
wavelets

Aczél-Alsina (AA) t-
norm

Optimal parameter
selection required

Peng et al.
[115]

Finger-vein, finger-
shape, fingerprint,
finger-knuckle

t-norm High EER value

Kabir et al.
[116]

Fingerprint, palmprint
and earprint modalities

Overlap-based an-
chor normalization;
Confidence-based
weighting

Prior information on
genuine, imposter,
score distribution is
required

2.3.2.2 Classification based approaches

In these approaches, scores obtained from different matchers for the same subject are con-

catenated to form a feature vector. Next, a classifier is utilized to differentiate between
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genuine and imposter users. The approaches proposed in [47,48,117–122] utilized the Clas-

sification based approaches for match-score level fusion.

Ma et al. [47] proposed an improved classifier using a tree model in a random forest.

Each tree in a forest represents a classification axiom. The tree grows until the terminal node

with the decision is reached based on the splitting rule. Beginning with Tree 1, we iterate the

procedure for N th tree in the forest. Next, number of votes are counted for the two classes.

The class with higher number of votes is the verification output.

Tronci et al. [48] proposed a method which dynamically selects the matching score to

provide a better separation between genuine and imposter. The selector provides a better

separation in terms of area under ROC curve (AUC) providing smaller errors than individual

matchers. The experiments are performed onto fingerprint modality.

In literature, many authors have applied DS theory [127–129] based fusion to combine

modalities. DS theory combines evidences by computing the basic belief assignment (BBA)

of each individual’s score. Singh et al. [118] applied DS theory scheme on four different

classifier outputs for fingerprint: minutiae-based verification, ridge-based verification, fin-

gercode based verification, and pore-based verification. For each fingerprint image, each of

the four classifier assigns a label true i.e. 1 to proposition i if i ∈ T , and remaining classes

are assigned a label false i.e. 0. Next, the respective BBA are computed and combined using

DS rule for verification.

Nguyen et al. [117] applied DS theory based fusion on match scores obtained from face,

fingerprint, and iris. The authors evaluated three mass values corresponding to genuine class,

imposter class, and uncertainty. Uncertainty mass is evaluated considering quality score and

recognition performance of the particular biometric modality.

Miao et al. [119] proposed a fusion mechanism based on three kinds of bin-based classi-

fiers: continuous, discontinuous, and pair-wise. These bin-based classifiers maps the match

scores into a high-dimension space to reveal the hidden info associated with match scores.

Further, high dimension match scores are integrated using ensemble learning methods such

as AdaBoost. The authors performed experimentation on face and iris modalities.

Recently, Kumar et al. [120], Mezai et al. [121], and Sadhya et al. [122] have proposed the

approaches concerning transformation-based score fusion. Kumar et al. [120] investigated

ACO to evaluate weights for different biometric modalities taking part in the fusion. The four
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fusion rules are considered for combination i.e. sum, product, exp, and tanh. Further, the

appropriate weights for these four rules are evaluated for score fusion. Mezai et al. [121] per-

formed score level fusion utilizing Denoeux model [130] to transform the match scores into

belief assignments. Finally, DS theory and proportional conflict redistribution (PCR) rules

of combinations are applied to integrate the belief assignments. Sadhya et al. [122] consid-

ered four soft biometric traits for combination i.e. height, weight, age, and gender. Further,

they applied Bayesian classifier with modified conditional probability function. Gaussian

probability function and log based weighted fusion are used to achieve better performance.

The classification-based score fusion approaches are summarized in Table 2.4.

Table 2.4: Summary of different classification based score fusion techniques

Authors
Fused modalities/
Representations/
Features

Fusion scheme/
Methodology

Remarks

Ma et al. [47] Random tree forest Voting scheme Requires exhaustive
training

Tronci et al.
[48]

AUC features Dynamic score
selection

Exhaustive searching re-
quired

Singh et al.
[118]

Basic belief assign-
ment

DS theory Large amount of training
time required

Nguyen et al.
[117]

Genuine mass,
imposter mass, un-
certainty mass with
quality score

DS theory Performance degrades
for low quality images

Miao et al.
[119]

Ordinal iris+LBP
face

Bin-based clas-
sifiers

Insufficient training
samples may lead to
incorrect decision

Kumar et al.
[120]

ACO based weight
estimation

Sum, product,
exp, tanh rules

Misclassification due to
overlap region

Mezai et al.
[121]

Belief assignment DS theory with
PCR rules

Incorrect selection of
confidence parameters
degrades the perfor-
mance

Sadhya et al.
[122]

Minutiae fea-
tures+SURF face
features+BMI for
soft biometric

Bayesian classi-
fier; Conditional
probability
function

-
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2.3.2.3 Density based approaches

In these approaches, scores from multiple matchers are concatenated to form a feature vec-

tor. Next, match-score densities are evaluated to form a set of training scores. The ap-

proaches proposed in [49, 123–125] have employed the classification based approaches for

match-score level fusion. The existing approaches in literature utilize kernel density estima-

tor (KDE) or a mixture of Gaussians (MOG) for density estimation.

Nanni et al. [123] utilized MOG [131] estimation using expectation-maximization (EM).

Next, support vector machine (SVM) and AdaBoost of neural network classifier are applied

on fingerprint, palmprint, hand geometry, and face biometric traits. Likelihood ratio test

along with a random subspace of different classifiers is applied for integration.

Nandakumar et al. [49] used a Gaussian mixture model for genuine and imposter den-

sity estimation. Next, likelihood ratio fusion rule is applied to match scores and estimated

densities. The integration is performed for face, iris, fingerprint, and speech modalities.

Dass et al. [125] proposed a modified kernel density estimator in which the marginal

density is computed as a mixture of continuous and discrete components. Next, the joint

density is estimated using copula functions. Further, fusion is performed by combining the

marginal densities using product rule. Experimental evaluations are carried out on MSU-

multimodal and NIST-multimodal databases.

Tao et al. [124] introduced a method for multibiometric score fusion which involves

computation of likelihood ratio under Naive Bayes approximation. Likelihood ratio has

been computed directly by ROC curves of individual classifiers involved in the fusion using

a limited number of operational points. The authors carried out their evaluations on 2-D and

3-D face, face video, and speech biometric modalities.

A summary of different density-based methods are presented in Table 2.5.

2.3.3 Decision level fusion

Information fusion at decision level occurs where each classifier/matcher independently ad-

duces its decision. The classifier/matcher can make out either positive or negative class

for accepting or rejecting a user in a context of biometric based authentication systems.

In the last decade, several methods for decision level fusion applied over single biomet-
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Table 2.5: Summary of different density based score fusion techniques

Authors
Fused modalities/
Representations/
Features

Fusion scheme/
Methodology

Remarks

Nanni et al.
[123]

Mixture of Gaussian Sum rule Insufficient decision if
limited number of sam-
ples

Nandakumar
et al. [49]

Gaussian mixture
model

LR fusion rule Complex density estima-
tion

Dass et
al. [125]

Kernel density esti-
mator

Product rule Incorrect model leads to
deficient fusion rule

Tao et
al. [124]

LR from ROC curves Naive LR test -

ric trait have been extensively investigated. These methods include AND/OR rule [132],

majority voting [133–135], Behavior-Knowledge Space method [136, 137], Bayesian clas-

sifier combination [138], fuzzy integrals [139, 140], and Dempster-Shafer theory of evi-

dence [128, 141, 142]. However, work on decision fusion for cancelable modalities have

been scarcely reported.

A very few methods have been reported in the literature under decision level cancelable

multibiometric verification. Kelkboom et al. [95] applied AND/OR rule-based fusion for the

protected modalities. Gomez-Barrero et al. [96] proposed a novel framework for template

creation, template encryption, and verification after decision fusion using OR rule of fusion.

The ‘AND’ rule agrees upon if and only if all the classifiers categorize the input in the same

class. In contrast, the ‘OR’ rule assign the input to the class if at least one of the classifiers

categorizes the input for the same class. These two combination methods are the simplest

among all methods of decision level integration for different classifiers.

2.3.4 Hybrid fusion

Hybrid fusion involves two or more fusion schemes to overcome the limitations of the

individual fusion schemes if applied in combination. In literature, only few researchers

[143–147] have proposed hybrid multibiometric systems which are utilized for comparison

to our method and are described in the following.
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Tao et al. [143] introduced a unique way of hybrid fusion by integrating multiple Receiver

Operating Characteristics (ROC) curves. First, ROCs for different modalities are derived by

their match scores. Next, the integration is performed using AND and OR rules with the

optimal operating points and thresholds. Next, the optimal thresholds are applied while

fusing to compute overall detection rate. This method is evaluate on face databases.

Azom et al. [144] applied hybrid feature level and score level fusion mechanism onto

face and iris biometric modalities. First, the features from face and iris are extracted by

applying PCA, LDA, LBPH, spPCA, and mPCA methods. Next, feature level integration is

performed for different features for iris and face biometrics individually. Next, score fusion

is performed onto match scores obtained from LDA for face and LBPH for iris. Next, sum

rule is applied for hybrid fusion.

Grover et al. [145] proposed a hybrid fusion approach where the error rates are integrated

for different threshold points using the PSO algorithm. First, Frank T-norm has been applied

onto the scores of left and right finger-knuckle-prints. Next, hybrid PSO [148] is utilized on

fused left and fused right finger-knuckle-print scores. The error rates for different threshold

values are converted into the fuzzy sets using triangular membership functions. Further,

global fuzzy error rates are computed by utilizing total distance criterion (TDC).

Razavi et al. [146] proposed an hybrid rank and decision fusion method to integrate vein

patterns from both hands. First, the binarized statistical image features (BSIFs) algorithm

is used to extract features. Next, true positive identification rank has been evaluated based

on the CMC curve by sorting match scores. Simultaneously, a ‘top rank-decision matrix’ is

constructed for rank of each identifier to calculate the value of importance. Further, identifi-

cation is performed using computed weight and importance value.

Recently, Kabir et al. [147] proposed three different hybrid fusion methods based on

feature and score level fusions. In their first method, feature level fusion is applied on the

features extracted from different biometric modalities initially. Next, features corresponding

to the lowest EER are encoded to the fused output for hybrid integration. In their second

method, the genuine and imposter scores are separated from fused feature set and lowest-

EER feature set. Next, confidence for genuine and imposter scores are evaluated to compute

the weights. Further, score fusion is performed for user verification. In third, sum rule is

applied on scores obtained from the fused feature set and the lowest-EER feature set.
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Table 2.6: Summary of different hybrid fusion techniques

Authors
Fused modalities/
Representations/
Features

Fusion scheme/
Methodology

Remarks

Tao et al.
[143]

ROC curves; Operating
point and threshold

AND rule & OR rule Low performance

Azom et
al. [144]

PCA, LDA, LBPH, sp-
PCA and mPCA features

Sum rule Large feature vector;
More execution time

Grover et
al. [145]

Topothesy-fractal di-
mension features

Frank t-norm for score
fusion and PSO for de-
cision fusion

Exhaustive empirical
evaluations

Razavi et
al. [146]

BSIFs features Top-rank-decision ma-
trix; Importance value
estimation

Best suited for identi-
fication only

Kabir et al.
[147]

Earprint, palmprint and
fingerprint features

Lowest EER-based
feature fusion;
Confidence-based
weighting for score
level and sum rule for
decision fusion

High FAR value

A summary of different hybrid fusion methods for multibiometric verification are re-

ported in Table 2.6.

2.4 Summary

In this chapter, we present a survey on cancelable template generation techniques with iris,

fingerprint, and multimodal traits under feature transformation and biometric cryptosystem

mechanism. Cryptographic methods are not suitable for cancelable templates as they reform

the template and generate a poor matching rate. Hence, we have focused on feature trans-

formation mechanism for cancelable template generation in our work. From the survey of

cancelable iris template generation schemes, we can observe that existing methods underper-

form due to rotational inconsistencies caused by tilt head while capturing the image. Even

for genuine subject, it may result in poor intra-class Hamming distance causing performance

degradation. The different attacks such as hill-climbing, correlation or stolen-token attacks

can be launched for illicit use of biometric data which reduce the reliability of the system.

In literature, several template protection methods are reported for fingerprint biometric. In
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existing techniques, the alignment, translation, and scale deformations present in the input

fingerprint samples can degrade the performance. To manage these deformations, majority of

the existing approaches utilize the core and delta points (singularities) of an input fingerprint

for registration. However, it is not possible to identify the singular points from fingerprint

images of all subjects. Moreover, the accurate detection of core point from an arch type or a

poor quality fingerprint image is a challenging task. Few approaches in the literature utilize

fixed-radius transformation. These approaches may cause performance degradation if the

minutiae points are on the edge of the radius. Due to noise or local distortion these minutiae

could be considered inside the radius for first sample and outside the radius for second sample

for the same fingerprint. Additionally, a number of approaches failed to yield a perfect, non-

revocable, and secure cancelable template. The template can be reconstructed against dif-

ferent attacks such as Attack-via-record-multiplicity (ARM), pre-image, and cross-matching

attack. Finally, under cancelable multi-biometric, there exist three possible level of fusion.

Most of the feature level multimodal protection approaches involve concatenation, random

projection or transformation based on a user-specific PIN for privacy protection. These ap-

proaches lead to a minor performance improvement over the unimodal biometric system.

Moreover, if a protected multi-biometric template gets compromised, there is no possibility

to prevent the loss of original biometric information. For score level integration methods,

the limitation lies in the complex density estimation for density based methods. Also, it

may suffer from the local minimum problem. Few classifier based approaches provide an

incorrect decision in scenarios where sufficient training samples are absent. However, score

level fusion is favored owing to the factors such as ease of fusion and freedom to choose any

feature extraction and matching algorithms. Despite many benefits, many commercial firms

provide access only on the basis of the final decision or recognition output. Further, if the

involved matchers are non-homogeneous or do not have the same scale, score level fusion

becomes a challenging task. Hence, there is a need of a hybrid fusion involving score level

as well as decision level fusion which would overcome the limitations of the score as well as

decision fusion if a combination of both fusion mechanism is employed.
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Chapter 3

Cancelable iris template generation

Biometric-based recognition systems have overcome major issues of traditional human au-

thentication systems. However, security theft and privacy invasion are two passive issues that

still persist in effective deployment of biometric-based authentication systems. To overcome

these issues, we propose a novel cancelable iris template generation method which employs

a mapping between a decimal vector and a randomized binary look-up table. Our work con-

sists of a number of tasks as shown in Fig. 3.1. First, iris images are pre-processed using

Masek’s [50] and Daugman’s [65] techniques, and IrisCode features are extracted in form of

0-1 matrix using 1-D Log-Gabor filter [50] with phase quantization from the pre-processed

iris images. Thereafter, rotation-invariant IrisCode is generated from the original IrisCodes,

and the rotation invariant IrisCode is transformed into a row vector. In the next step, we find

the consistent bits from the row vectors and generate the consistent bit vector which is used

in decimal encoding. Finally, a look-up table is created to map the decimal encoded vector

and to generate the cancelable template. These steps are discussed in this chapter.

The rest of this chapter is organized as follows. In Section 3.1, we describe the pre-

processing and IrisCode extraction mechanism applied over input iris image. Section 3.2

talks about the invariant feature extraction from the IrisCodes which includes rotation-

invariant code generation, row vector formation, and consistent bit extraction. Cancelable

template generation technique are presented in Section 3.3 which is composed of two steps,

i.e. decimal encoding and look-up table mapping. Section 3.4 provides the experimen-

tal evaluations and comparison with the existing approaches. The security analysis of our

method is discussed in Section 3.5. Finally, Section 3.6 summarizes the chapter.
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Figure 3.1: Block diagram of the proposed cancelable iris template generation
method

3.1 Pre-processing and IrisCode extraction

The pre-processing includes iris segmentation followed by iris normalization and image en-

hancement. Segmentation is performed to extract the iris region and to remove the eyelids,

eyelashes and other noises from the eye image to avoid performance degradation. In our

approach, circular hough transformation [50] is applied to detect the iris and pupil circles

using the parameters: radius and center co-ordinates. First, iris boundary is detected from

the eye image and then, pupil boundary is located from the detected iris region instead of

the whole eye image, since the pupil is always within the iris region. Eyelids are detected

from the image using parabolic curve parameter instead of the circle parameters [50]. Due

to illumination variations and the different imaging conditions, the radial size of the pupil

may change accordingly. Therefore, the iris region is normalized using Daugman’s rubber

sheet model [50, 65] to compensate for these variations. Normalization process maps each

point in the iris region to a polar coordinate. Thereafter, local histogram analysis [50] based

enhancement technique is applied to the normalized iris image. This reduces the effect of

non-uniform illumination and produces a well-distributed texture image. Reflection regions

are characterized by high intensity values close to 255 to avoid low contrast. A simple thresh-

olding operation [50] is performed to remove the reflection noise. The details of techniques

involved in pre-processing can be found in the report [50]. Fig. 3.2 shows the enhanced

normalized iris image.
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Figure 3.2: Enhanced image after normalization

Normalized iris image is transformed into a 0-1 form of binary matrix by convolving

1-D Log-Gabor filter [50] to the normalized image. Each row in the normalized iris image

is considered as a 1-D signal for convolution. The frequency response of 1-D Log-Gabor

function is represented in Eq. 3.1.

G (f) = exp

−
(

log
(
f
f0

))2
2
(

log
(
σ
f0

))2
 (3.1)

where, f0 and σ represent center frequency and bandwidth of the filters, respectively. The

function produces real and imaginary components which are phase quantized to get IrisCode

in the form of 0-1.

3.2 Invariant feature extraction

It is quite difficult to match iris image with rotational inconsistencies caused by tilt head

while capturing the image. Even for genuine subject, it may result in poor intra-class Ham-

ming distance [149] causing performance degradation. Hence, it is desired to compute in-

variant features from the extracted IrisCodes.

3.2.1 Rotation-invariant code generation

To employ rotation-invariance, we perform 8-bit left and 8-bit right rotation for each IrisCode

of a particular subject. For this purpose, the whole circular iris pattern is considered to have

512 columns. Hence, shifting of one column is equivalent to 360/512=0.703125 degree to a

maximum of 8 columns [65] generating 5.625 degree rotation. Next, we consider ‘V’ number

of IrisCodes per subject to achieve invariance. The value of V is determined empirically

(for details see Section 3.4.3). We randomly choose one IrisCode as reference from all V
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IrisCodes. Hamming distances are calculated between the reference IrisCode and 17 other

IrisCodes which are derived from each remaining IrisCode by shifting 8-columns in both

directions one at a time. The IrisCode having minimum Hamming distance is further utilized

to form row vector and consistent bit extraction. Here, the rotation-invariance is employed

to achieve superior performance with respect to original IrisCodes [Please see Table 3.3].

It may be noted that we are not storing any reference IrisCode as this would cause a direct

leakage of target IrisCode, if the database has been compromised. In the verification stage,

the verifiable template is exploited with 8 bit left and right rotations. The minimum distance

is calculated using Eq. 3.2.

min_dist = min
k
{Icode(r)⊕ shift (Icode(q), k)} (3.2)

where, min_dist represents the Hamming distance between reference IrisCode (Icode(r))

and the given Iriscode (Icode(q)) with k number of shifts. Here, k varies from -8 to 8. k=-8

represents 8 bits left shift and k=8 represents 8 bits shift to right direction.

3.2.2 Row vector formation

In row vector formation, the rotation-invariant iris samples are stored in row vectors by

merging the next row to the previous one since it is easy to apply any transformation on 1-D

vector instead of 2-D matrix because we need to traverse in one direction only in the case of

1-D vector. The row vector (Rv) is formed as:

Rv [j + i× col_dim] = Icode (i, j) (3.3)

where, col_dim is the width of column, and Rv is the output row vector for IrisCode (Icode).

For example, a row vector of 1×24, which is obtained from the IrisCode of 4×6 is shown in

Fig. 3.3. Furthermore, any transformation can be applied on the row vector.

3.2.3 Consistent bit extraction

After generating the row vector from all rotation-invariant IrisCodes, the consistent bits are

extracted by considering significant bits in the row vector. Consistent bits are those bits in
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IrisCodes which are less likely to change. The consistent bit vector (Cb) is derived after

aligning and summing up V IrisCodes in order to examine the occurrence of corresponding

bits. The consistent bit vector contains same number of bits as in row vector. Hollingsworth

et al. [150] presented a mathematical proof for inconsistent bits and its impact on perfor-

mance. The model observed that the probability (p) of a bit flip does not affect the False

Match Rate (FMR). However, bit flip rate affects the False Non-Match Rate (FNMR) per-

formance. Hence, we empirically tested our approach with different values of p to improve

the FNMR. The bit indices that have higher probability of occurrence across various samples

of the same IrisCodes are collected in Cb. Moreover, the bits in the original IrisCodes are

protected using probability constraint.

In this work, a bit is taken into account if the probability of occurrences is greater than

or equal to the threshold pth, across the ‘V’ row vectors as defined in Eq. 3.4 and Eq. 3.5:

Cb (i) =

 1 for p (i) > pth

0 elsewhere
(3.4)

p (i) =

∑V
v=1Rv (i)

V
(3.5)

where, V is total number of samples of a subject and p (i) is the probability of ith bit in

the samples of a particular subject. We have considered V = 4 and p = 0.75 in our method

[Please see Section 3.4.3]. 
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Figure 3.3: Example of creating row vector
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3.3 Cancelable template generation

Cancelable template generation involves two steps, i.e. decimal encoding and look-up table

mapping. First, decimal vector is derived from the invariant features. Next, a randomized

mapping is performed between decimal vector and look-up table. We discuss these steps in

the following subsections.

3.3.1 Decimal encoding

It is difficult to apply any transformation function into the entire consistent bit vector as it

comprises of 32768 bits. Therefore, consistent bit vector is partitioned into fixed size blocks.

The value of block-size (m) is considered as multiple of 2 to the power to get consistent

words of m bits. If it does not equal to powers of 2 then the partition will not be a perfect

and some bits will be left over.

The decimal vector is derived from the partitioned consistent bit vector. Each partitioned

word is converted into decimals. The conversion of a word from binary to positive integer

seizes the right most bit as the least significant bit. For example, we consider the value of m

= 4 for a given row vector of size 24 bits. Therefore, the row vector is divided into 6 words,

each having 4 bits as shown in Fig. 3.4. The size of decimal vector will be 2m including

positive integers in the range of 0 to 2m − 1.

0 00111 1 01010 1 01101 0 10101

Figure 3.4: Partitioned vector

The decimal vector will comprise large values of positive integers corresponding to large

value of m. The words in the consistent bit vector are mapped to the corresponding decimal

values. The mapping for given consistent bit vector is illustrated in Fig. 3.5.

3.3.2 Look-up table mapping

A binary look-up table (LUT ) of size R×C is generated with random values 0 and 1 for

each user. Here, R and C represent the size of decimal vector and the size of each word,

48



CHAPTER 3. CANCELABLE IRIS TEMPLATE GENERATION

0 00111 1 01010 1 01101 0 10101

0 54321 6 1110987 12 151413

Figure 3.5: Mapping of word to decimal vector

respectively. The size of the table (i.e. number of rows and columns) depends on the value

of m. The LUT consists R= 2m and C=m number of rows and columns, respectively. The

LUT is filled randomly as defined here:

LUT (i, j) = rand (0, 1) , for i = 0, 1, ..., 2m − 1 and j = 0, 1, ..., (m− 1) (3.6)

where, LUT (i, j) represents the (i, j) position in the look-up table. For example, if we

have word length 4, then the table must have at least 24 = 16 rows. To differentiate among

the different words, we map the decimal vector to a corresponding word utilizing a look-up

table. The corresponding word is positioned at the right most bit position. Fig. 3.6 illustrates

the mapping procedure.
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Figure 3.6: Mapping from decimal vector to look-up table
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More than one word can be mapped to the same positive integer which prevents the

attacker to employ reverse mapping. There is a possibility that all entries of a particular row

or more than one row are either 0 or 1. In this situation, the use of these entries is vulnerable

to privacy invasion attacks, as this makes imposter’s task easy. Therefore, look-up table

should maintain approximately same number of 0’s and 1’s in a randomized manner.

The mapping is performed between the decimal vector and the corresponding row of the

LUT . Each row in LUT consists of m bits. We can choose d bits (≤ m) to generate the final

template. These bits are referred to as check bits. For example, if d = 2 as shown in Fig. 3.6,

then 2 bits from the 2nd and 3rd positions are selected from the mapped entries in the LUT .

It may be noted that these 2 bits can be chosen from any position in the LUT . Therefore, the

final template consists of 12 bits if we choose 2 bits from each word as depicted in Fig. 3.7.

Different templates can be derived using different values of m, but look-up table is kept

fixed for every m. If we select all bits from each block i.e. d=m, the number of matching

will be less across all bits in the stored and verifiable templates. Hence, performance will

degrade. We have evaluated our method with different values of d for a fixed value of m

(please see Section 3.4.3, Table 3.2) and observed that performance degrades when m=d.

Finally, matching is performed in the transformed domain by measuring the dissimilarity

between two templates. We have computed Hamming distance between two templates to

measure the dissimilarity. Hamming distance (HD) is sum of non-equivalent bits (exclusive-

OR) between the stored and query templates as defined in Eq. 3.7:

Hamming Distance (HD) =
1

N

N∑
i

Si ⊕Qi (3.7)

where, Qi and Si are the ith bits of the query and stored templates, respectively. N is the

total number of bits in the template.

0 1 1 0 1 0 1 0 1 0 0 1

Figure 3.7: Final template
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3.4 Experimental results and analysis
In this section, we present the details of experimental design and results to illustrate perfor-

mance of the proposed method and the effect of the different parameters as well as compari-

son with the existing approaches.

3.4.1 Database

We have chosen three widely used iris databases (CASIA-V 1.0, CASIA IrisV3-Interval, ICE

2005) for evaluation of our proposed method. The CASIA-V 1.0 [151] database consists of

756 images of 108 eyes. Each subject has 7 images captured in two sessions; 3 in first

and 4 in second session. The CASIA-iris V3 Interval [51] database includes 2639 images

captured from 249 different subjects. The prime motive behind using these databases is to

compare our proposed method with the existing approaches in [55,58–60] since their results

are reported on the same database. The ICE 2005 database [52] from National Institute of

Standards and Technology (NIST) consists of 2953 images composed of 244 subjects. The

results obtained from this database are compared with [55].

3.4.2 Experimental design

In our experiments, we have considered left and right eyes as different subjects because iris

pattern is different for left and right eyes. We require 4 images per subject to create rotation

invariant template at the time of enrollment and 1 image for verification. Hence, we consider

the subjects which have at least 5 images. The experiment is performed on 348 subjects

containing 177 subjects of left eye and 171 subjects of right eye iris patterns for CASIA-V3-

Interval [51] database. To evaluate imposter score, iris template of each subject is matched

against the corresponding templates of other subjects, yielding 1197019 different inter-class

comparisons. To evaluate genuine score, each iris pattern is matched with other iris patterns

of the same subject resulting a total of 7223 different intra-class comparisons. For ICE 2005

dataset [52], the experiment is performed on 210 subjects containing 109 subjects of left

eye and 101 subjects of right eye iris patterns resulting into 6560 intra-class comparison and

1386127 inter-class comparison. The experiment performed on CASIA-V 1.0 [151] database

outputs a total of 432 genuine comparisons and 80892 imposter comparisons.
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To evaluate our method, each database is randomly divided into two partitions, keeping 4

samples in the first partition and the rest in the second partition. The first partition is utilized

for enrollment and the second partition for verification. We have conducted a number of

experiments using different parameter values. We repeatedly perform each experiment 10

times as the enrollment and test samples are chosen randomly. The average performance

for 10 trials is reported in the chapter. We have used CASIA-V3-Interval [51] database to

choose the values of different parameters. We have also evaluated our method with CASIA-

V 1.0 [151] and ICE 2005 [52] databases using the chosen parameter values.

The efficiency of the proposed method is evaluated by different performance measures

such as FAR, FRR, and EER. These terms have been already defined in Eq. 1.1-1.4 in

Chapter 1. The values of these performance metrics are evaluated from the genuine and

imposter scores. Genuine score refers to matching an iris pattern of a subject with other

patterns of the same subject, whereas imposter score is derived by comparing an iris pattern

of each subject against the iris patterns of all other subjects. The effectiveness of a biometric

system can be illustrated graphically by plotting a Receiver Operating Characteristic (ROC)

curve with GAR against the FAR.

3.4.3 Validation of parameters

The proposed method uses four parameters to generate the different cancelable templates.

These parameters are: number of samples used for rotation-invariance (V), block-size (m),

number of check bits (d) and different look-up tables. In this section, we highlight the impact

of the different parameters on the performance of our approach. We have validated all these

parameters with respect to CASIA-V3-Interval [51] database.

• Number of samples (V) used for rotation-invariance:

Before formation of row vector, the derived IrisCodes are aligned to eliminate rota-

tional deviation caused due to head tilt while acquisition. We consider ‘V’ number of

samples of the same user to achieve rotation-invariance. From the rotation-invariant

IrisCode, we generate row vector followed by consistent bit vector, which considers the

different probability values (p). To validate the parameter V and p, we have conducted

a number of experiments with different values of V=2,3...,6 and p=0.33, 0.4,...,0.83.
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Table 3.1: EER for number of samples used for aligning IrisCodes

V
EER

p=0.33 p=0.4 p=0.5 p=0.6 p=0.66 p=0.75 p=0.8 p=0.83 p=1

2 - - - - - - - - 3.12

3 - - - - 2.03 - - - 2.89

4 - - 1.93 - - 0.43 - - 2.03

5 - 0.82 - 0.48 - - 0.57 - 2.18

6 1.73 - 1.04 - 0.43 - - 0.73 3.03

The performance is measured with respect to EER and results are reported in Table

3.1. It has been experimentally observed that EER reduces for V >3. For high values

of V , the EER does not deviate much. Hence, we have considered V =4. The results

reported in Table 3.1, show that we achieve the minimum value of EER for p= 0.75.

However, EER increases when we consider p=1, that means all bits of a particular po-

sition in four row vectors are same. The reason of getting higher EER is that number

of consistent bits are less for p=1. Therefore, it has been concluded that masking out

inconsistent bits using p=0.75 improves the recognition accuracy firmly.

• Block size (m):

The row vector is divided into fixed size blocks of size m. Different values of m

produce different Hamming distances for the same subject; therefore, the parameter m

has an impact on the efficiency of the proposed method. Moreover, a change in m may

result in the generation of different biometric templates. To validate the parameter m,

we have evaluated the proposed method with m = 2, 4, 8, 16 and 32, and measure the

performance with respect to ERR. We can also choose different values of d for each m.

Table 3.2 shows the EER for different values of m and d. From Table 3.2, we observe

that the EER is high for m=2 because of less variation in bits of different words. This

leads to very low separability in intra-class comparisons. For m=4, less value of EER

is obtained as variability in bits increases for different words. We also observe that for

higher values of m, ERR is less as the bit difference is more.

The ROC curves for different values of m with d=2 are shown in Fig. 3.8. Fig. 3.8

shows that the EER obtained for d=2 are 2.08%, 1.73%, 1.49%, 1.47%, and 1.47% for
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Table 3.2: EER for different values of m and d

Block size(m) Number of check bits(d) EER
2 2 2.08

4
2 1.73
4 1.01

8
2 1.49
4 0.91
8 1.09

16

2 1.47
4 0.43
8 0.82

16 1.04

32

2 1.47
4 0.44
8 0.80

16 1.03
32 1.09

m=2, 4, 8, 16, and 32, respectively on CASIA-V3-Interval dataset [51]. It has been

observed that there is not much difference in EER for m = 16 and m = 32. Therefore,

we conclude that m=16 is the best value to preserve the performance.

• Check bits (d):

Final cancelable template is generated by selecting d bits from the mapped entries

of the look-up table. The parameter d is responsible for security and revocability as

various cancelable templates can be generated by varying the value of d (see Table

3.6). The ROC curves for different values of d with m=16 are shown in Fig. 3.9. The

EER obtained for m=16 are 1.47%, 0.43%, 0.82%, and 1.04% for d=2, 4, 8, and 16

on CASIA-V3-Interval database [51], respectively. It has been observed from Fig. 3.9

that d=4 is the best value to preserve the performance. Therefore, it can be concluded

that the best recognition accuracy is obtained for m=16 and d=4.

• Effect of different look-up table:

The look-up tables are constructed using randomly generated 0-1 values. Sometime

it may happen that table is biased for either 0 or 1 that makes the proposed approach

non-revocable. A modification in the look-up table leads to alter the random bits for
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Figure 3.8: ROC curves for m = 2, 4, 8, 16, and 32, respectively

deriving a new template. We have chosen two sets of different look-up tables. Both

sets contain different look-up tables for different subjects, however the look-up table

of a subject in the first set is different from the look-up table of the same subject in

other set. First, we have evaluated the performance with the m=16 and d=4 using first

set of look-up tables. Then, we have performed the same experiment using second set

of look-up tables. The ROC curves for the two experiments are shown in Fig. 3.10(a)

and Fig. 3.10(b). We observe EER of 0.43 and 0.46 with the first and second set of

look-up tables, respectively. Therefore, it is clear that change in the look-up table will

less affect the overall performance.

The performance is evaluated by tuning all the three parameters m, d, and LUT for

CASIA V3 Interval database. The tuned values of parameters are further utilized to evaluate

the performance for other two databases. The EER corresponding to the tuned parameters

are used for comparison with state-of-the-art.
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Figure 3.9: ROC curves for m = 16 and d = 2, 4, 8, and 16 respectively
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Figure 3.10: ROC curves for m = 16 and d = 8 for two different look-up tables

3.4.4 Baseline comparison

Baseline comparison refers to the comparison of performances before and after cance-

lable transformation. In this experiment, first we compute the performance using original

IrisCodes. Next, we extract the consistent bit vector and compute the performance. Then,

we apply the proposed approach to derive cancelable template. Matching between query and
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stored templates is performed in the transformed domain. Table 3.3 shows the EER obtained

from the original (unprotected) IrisCode, consistent bit vector, and cancelable template for

different databases. From Table 3.3, the EER for original Iriscodes and consistent bit vector

depicts the significance of rotation-invariance. We have evaluated the performance for ro-

tationally aligned IrisCodes which shows an EER of 0.28, 0.37 for CASIA V 1.0, EER of

0.39, 0.43 for CASIA V-3.0 Interval, and 0.53, 0.79 for ICE 2005 databases without applying

cancelable transformation and after applying cancelable transformation, respectively as de-

scribed in Table 3.3. The reported results in Table 3.3 shows that performance is degraded by

0.09%, 0.093%, and 0.329% for CASIA-V 1.0, CASIA-V3-Interval, and ICE 2005 databases

with respect to consistent bit vector, respectively. Therefore, we conclude that performance

degradation produced by the transformation is very low and the cancelable transformation

preserves the recognition performance.

Table 3.3: Baseline comparison

Dataset
EER

Original Iriscode

without

rotation-invariance

Without cancelable

transformation with

rotation-invariance

With cancelable

transformation with

rotation-invariance

CASIA-V 1.0 3.95 0.28 0.37

CASIA-V3-Interval 4.11 0.39 0.43

ICE 2005 4.39 0.53 0.79

3.4.5 Comparison with other state-of-the-art methods

We have analyzed performance of the proposed method for different values of parameters and

observed that the best accuracy of EER=0.43% is achieved corresponding to the parameter

values m=16 and d=4. The objective of the approaches reported in [30,55,58–60,63,64,67]

is same with our work. Hence, we compare our work with these approaches only.

The approaches in [30, 63] used CASIA-V 1.0 [151] database and the approaches in

[58–60, 64, 67] used CASIA-V3-Interval [51] database. ICE 2005 [52] database is used by

Du et al. [55]. The summary of the results of the existing approaches and our proposed

approach are reported in Table 3.4. Form Table 3.4, we observe that the best result reported

in existing literature is EER=0.84 and EER=1.06 for CASIA-V3-Interval [51] and ICE 2005
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[52] databases, respectively whereas our approach gives EER of 0.37, 0.43, and 0.79 for

CASIA-V1.0 [151], CASIA-V3-Interval [51], and ICE 2005 [52] databases, respectively.

From the reported results, it is evident that our approach performs better for CASIA-V3-

Interval [51] and ICE 2005 [52] databases, respectively over the existing approaches.

3.5 Security analysis

A cancelable biometrics system needs to satisfy the four security constraints of revocability,

irreversibility, and diversity by preserving the recognition accuracy. In this section, we an-

alyze our method against these requirements. The analysis of different well known attacks

against templates generated by our algorithm is also presented in this section.

3.5.1 Non-invertibility analysis

The term, irreversibility refers to the computational hardness in recovering the true IrisCodes.

Recall that a randomized look-up table is maintained to map decimal entries and certain

digits are selected from the mapped entries to generate a cancelable template. Moreover,

Table 3.4: Performance comparison with existing methods

Methods
EER

Remarks
CASIA-V 1.0 CASIA-V3-Interval ICE 2005

Bringer et al. [30]
6.65/0

FRR/FAR
- -

fuzzy commitment scheme,

EER very high

Wu et al. [63]
5.55/0

FRR/FAR
- -

BC(Hash encoding with

error-correcting codes)

Reddy and

Babu et al. [64]
- 9.8/0 FRR/FAR - Hardended fuzzy vault

Hammerle-Uhl et al. [59] - 1.3 - block transformation

Ouda et al. [58] - 1.3 -
Non-invertible

transformation

Du et al. [55] - - 1.06
For IUPUI database

2.95 EER

Hammerle-Uhl et al. [60] - 0.84 -
EER 0.76 for

partial dataset

Rathgeb et al. [67] - 2.6 -
Non-invertible

transformation

Proposed method 0.37 0.43 0.79
Non-invertible

tranformation
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our approach does not allow the storage of any parameter except the look-up table for each

subject. Therefore, an imposter would need to learn the entire procedure to have any chance

of compromising the security of the iris template. From the security frame of reference,

acquiring the consistent bit vector of an IrisCode is as severe as recovering the true IrisCode

itself since it contains the most significant bit information. Therefore, we apply a probability

constraint for the evaluation of the consistent bit vector from the IrisCode. In addition to

this, utilization of different values of m, different Look-up tables, and selection of different d

bits ensure robustness of the approach. In this section, we analyze three different scenarios

to test the irreversibility of the method.

3.5.1.1 Compromised look-up table and protected template

In this case, we assume that an attacker is able to reveal the stored look-up table and pro-

tected template of a user. From the size of the look-up table and protected template the value

of m and d may be computed. Now, to reconstruct the original IrisCode, the attacker has

to compute the mapped locations in the look-up table from the protected template. For this

purpose, an attacker can divide the protected template (PT ) into L number of bit sequences

of the length of d bits where L = LenPT/d as shown in Fig. 3.11. LenPT is the length

of the protected template. Next, each bit sequence would be searched in each row of the

look-up table to find the mapped location. The number of attempts required to find a match

corresponding to a bit sequence in a single row is mCd and mPd when d bits are taken from

the look-up table to generate the protected template in order and without any order, respec-

tively. We denote this number of attempts as Mr. There are 2d possible bit sequences in

the protected template and 2m number of rows in the look-up table. Hence, the attacker re-

quires 2d × 2m ×Mr number of attempts to find mapped locations for all bit sequences of

the protected template from all rows of the look-up table. It may be noted that the substring

matching cannot be utilized as the positions of d bits may not necessarily be consecutive.

For example, if the length of the original template is 32768; the value of m and d are 16 and

4, respectively then the size of the protected template is 8192, and the number of attempts to

find possible mapped locations for all bit sequences of the protected template is 1908 million

and 45801 million when d bits are selected in order and without any order, respectively to

generate the protected template. Further, each bit sequence of the protected template can be
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found in multiple rows of the look-up table which could be considered as a set of possible

mapped entries of that bit sequence. Figure 3.11 shows that the set of possible mapped lo-

cations is {1, 3, 7} as the 2nd bit sequence is found in the 1st, 3rd, and 7th rows in the look-up

table. Similarly, the attacker can generate L number of sets of possible mapped locations

corresponding to all bit sequences of the protected template. We assume that the number

of possible mapped locations for the ith bit sequence is Ni. Hence, the total number of at-

tempts to generate the original decimal vector from the sets of possible mapped locations is

NMT = N1 ×N2 × · · · ×Ni × · · · ×NL.

As a result, the number of computations required to derive the decimal vector from the

compromised look-up table and protected template is 2d × 2m × Mr + NMT . Moreover,

even if the attacker derives the consistent-bit vector from the computed decimal vector; it

would be hard to retrieve the original template as the attacker does not know the positions of

consistent bits out of 32768 bits.

0 1 0 0 0
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2

3
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6

7

1 0 0 1

1 0 0 0

0 1 1 0

0 0 1 0

0 1 0 0

1 0 0 0

1 1 0 1
Protected 

Template

d bits

1

d bits

2

…

d bits

i L

…

d bits

1 1

Look-up Table

Figure 3.11: Mapping from protected template to look-up table

3.5.1.2 Compromised protected template and value of m

Assume that an attacker infiltrates the protected template and the value of m. In this scenario,

an attacker has to reconstruct the look-up table and derive the decimal vector to obtain the

original IrisCode. The reconstruction of the look-up table is computationally hard as the

number of attempts required to reconstruct the original look-up table is 22m×m because there

are 2m ×m number of cells in the look-up table and the value of each cell is either 0 or 1.

Now, there are 22m×m possible look-up tables and the attacker has to derive the decimal vector

corresponding to each look-up table. The number of computations required to generate dec-
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imal vector for single look-up table is 2d× 2m×Mr +NMT as discussed in Section 3.5.1.1.

Therefore, the total number of computations required to derive the decimal vector from the

compromised protected template, and value of m is 22m×m ×
(
2d × 2m ×Mr +NMT

)
. For

example, we assume that the size of the look-up table is 16 × 4, and 2 bits are selected in

order as well as without any order from the look-up table to generate the protected template.

We also assume that the size of the protected template is 8 bits which contains 4 mapped lo-

cations, and each set has 2 entries. The number of attempts required to generate the decimal

vector is 7.4× 1021 when the bits are selected in order and 1.4× 1022 when the bits are not

selected in any particular order. These values are comparable with those of Du et al. [55] and

Hammerle-Uhl et al. [59] methods.

3.5.1.3 Compromised look-up table

In this case, we assume that an attacker reveals the stored look-up table but no information

about the protected template. In this situation, the value of m is known to the attacker.

However, the attacker would not be able to reconstruct the original template as the look-up

table comprises random 0-1 entries. From random 0-1 entries, it is impossible to retrieve any

information about the true IrisCode.

3.5.2 Revocability analysis

It is necessary that a new template must be issued if the stored template is

stolen/compromised. The new template should be uncorrelated to the previously compro-

mised templates though they are derived from the same biometric information. It is a nec-

essary requirement for a biometric template protection scheme to generate numerous trans-

formed templates from the same iris and they should differ with other templates to prevent

cross-mating of templates across various applications.

1820 templates can be generated for the same sample of each subject corresponding to

m=16 and d=4. We have selected 100 different templates randomly from this combination

and matched with the original enrolled templates to obtain pseudo-imposter distribution.

The mean and variance of genuine, imposter, and pseudo-imposter distribution for different

values of m is shown in Table 3.5. Table 3.5 indicates that mean and variance for pseudo-
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Table 3.5: Mean and variance of imposter (µi & σi), pseudo-imposter (µpi & σpi)
and genuine distributions (µg & σg) for different values of m

Block size(m) µi σi µpi σpi µg σg

2 0.4834 0.0019 0.3980 0.02783 0.1132 0.0043
4 0.4802 0.0018 0.3893 0.02871 0.1241 0.0052
8 0.4789 0.0016 0.3741 0.02889 0.1534 0.0059

16 0.4770 0.0015 0.3692 0.03112 0.1784 0.0072
32 0.4698 0.0013 0.3591 0.03156 0.1837 0.0080

imposter distribution is near to the imposter distribution and far from genuine distribution.

This signifies that the derived templates are dissimilar to enrolled templates for the same iris

pattern. Although, the templates are generated from same iris pattern, they are uncorrelated

with each other. Therefore, claim of revocability is preserved.

3.5.3 Diversity analysis

It is essential for a template protection mechanism that numerous derived templates should

not match over various applications to avoid cross-matching. To evaluate this criterion, we

employ different combination of m and d from the mapped row of Look-up table. The

selection of d bits from the mapped instances in Look-up table can derive many templates

for a particular subject. Table 3.6 shows the possible number of templates generated using

different values of d. Further, we can also generate different templates by choosing different

Look-up tables.

The parameters illustrated in Section 3.4.3 shows that multiple templates can be gen-

erated for a single subject; they can still significantly be distinguished from the original

Table 3.6: Total number of possible templates for different values of m and d

Block size(m)
Possible templates

d = 2 d = 3 d = 4
2 2C2=1 - -
4 4C2=6 4C3=4 -
8 8C2=28 8C3=56 8C4=70
16 16C2=120 16C3=560 16C4=1820
32 32C2=496 32C3=4960 32C4=35960
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template which means an individual can enroll different templates of the same subject at

different physical applications without cross-matching. Therefore, the experiments validate

the property of diversity.

3.5.4 Other attacks

We also analyze the possibility of different types of attacks namely Attacks via Record Mul-

tiplicity, pre-image, cross-matching, distinguishing and annealing attacks to validate the ro-

bustness of the proposed work:

3.5.4.1 Correlation attack

To avoid correlation attack, the proposed approach uses different values of m and d to derive

multiple templates across various applications. If an imposter is able to reveal the two tem-

plates of the same user, it would not be possible to link the ith bit in two templates derived

using different values of m and d. It is also possible to permute the bits in derived template or

it can be XORed with a random sequence before deploying it to a new application. This ran-

dom sequence will be dependent on the value of m. For example, if m=4, random sequence

will have 8192 bits, which is computationally hard to invent for an imposter.

3.5.4.2 Hill-climbing attack

The primary idea behind hill climbing attack is to consecutively modify a biometric input to

verification system in order to reconstruct the original IrisCode. The attacker observes the

matching score returned by the system at each attempt and tries to maximize the matching

score. The process of attempts with modified input continues until no significant improve-

ment in matching score is observed. In our approach, consistent bit vector is considered after

aligning the different IrisCodes. The bits which are less likely to change across different

IrisCodes of the same subject are treated as consistent bits. For example, if we have four

IrisCodes 0110, 0010, 0101, and 0100, then the consistent bit vector we consider is 0100.

Here, the attacker needs to know the position of consistent bits to launch the hill-climbing

attack. The consistent bits are selected based on probability constraint. Hence, the attacker

has to match all possible bit vectors to obtain the desired score for verification. Moreover,
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the attacker has to apply all possible combination of parameters (m and d) to derive the

cancelable template which is hard to invent.

3.5.4.3 Stolen-token scenario

This is a scenario where the same token i.e. look-up table is utilized for template genera-

tion for all subjects. The stolen token, combined with his own biometric input is utilized

for verification. If the attacker gets access to the block size (m) and check bits (d), it will

be impossible to reconstruct the original template as look-up table comprise of random 0-1

entries. This will avoid the condition of stolen-token and aid more revocability to our ap-

proach. Under stolen-token (same key) scenario, the experimental results are provided in

Section 3.4. Our method achieves, an EER close to 0%, in case of different-key scenario.

3.6 Summary

In this chapter, we have presented a novel cancelable iris template generation method which

is able to derive a new and unique template from the original biometric template in case the

stored transformed template is compromised. Further, the approach also satisfies the four

design criteria of irreversibility, revocability, diversity, and accuracy. The proposed method

utilizes look-up table mapping to protect the original IrisCodes. Our approach uses 1-D

Log-Gabor filter to generate iris code which is further partitioned into a number of fixed

size words. The proposed method generates cancelable templates by mapping the decimal

vector into look-up table. The significant performance improvement is achieved by our ap-

proach as it involves consistent-bit vector over rotation invariant IrisCodes for enrollment.

We achieve 0.37%, 0.43%, and 0.79% EER for CASIA-V1.0, CASIA V3-Interval, and ICE

2005 databases, respectively which indicates that our approach performs better than the exist-

ing approaches after applying the transformation. If the cancelable template is compromised,

the parameters utilized in our experiment or the look-up table entries can be altered to derive

another unique protected template.
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Chapter 4

Cancelable fingerprint template

generation

In fingerprint-based authentication, computation of invariant features from the minutiae

points results in significant performance improvement over the original minutiae informa-

tion. In addition, a non-invertible, diverse and revocable template protection mechanism is

essential to maintain secrecy. In this work, we propose a novel cancelable fingerprint tem-

plate generation method based on ridge feature transformation. Ridge-based features are

computed for the nearest neighbor structure drawn for each reference minutiae point. Next,

the Cantor pairing function is applied to encode the ridge features, and the logarithm function

is used to uniformly distribute the paired features. Finally, the random projection is utilized

to derive a non-invertible protected template. Figure 4.1 displays the overall design flow for

the proposed method which consists of different tasks involved in our approach. The rest of

the chapter is organized as follows. In Section 4.1, we describe the techniques utilized for

pre-processing and minutiae extraction. Our proposed two steps feature extraction process is

presented in Section 4.2. Section 4.3 narrates the cancelable template generation mechanism.

The matching procedure between the stored and query templates is described in Section 4.4.

Section 4.5 demonstrates experimental results obtained with different databases as well as

compares the proposed method with the existing cancelable template generation approaches.

Section 4.6 provides the security analysis of our method. Finally, Section 4.7 summarizes

this chapter.
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Figure 4.1: Block diagram of the proposed cancelable fingerprint template gener-
ation method

4.1 Pre-processing and minutiae extraction

Fingerprint images may have different levels of contrast throughout the image. Pre-

processing is performed to enhance the quality of input fingerprint image subsequently re-

ducing the noise. In literature, different methods have been proposed to reduce noise and

detect minutiae points from input fingerprint image. In this work, the pre-processing and ex-

traction of minutiae points are performed by following the method presented in [152]. The

extracted minutiae points are denoted as follows:

Vup = {mi}ni=1

mi = (xi, yi, θi)
(4.1)

where, Vup represents the set of untransformed (raw) minutia points detected from the input

fingerprint and n is the total number of minutiae points in Vup. The ith minutiae point is

denoted bymi where (xi, yi) and θi are the coordinate positions and orientation, respectively.

Also, a thinned fingerprint image is obtained during preprocessing step which is further used

for the invariant features extraction.
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Figure 4.2: Ridge feature extraction

4.2 Invariant feature extraction

There is an utmost need of evaluating invariant features to achieve optimal performance. The

proposed feature extraction involves two steps: nearest neighbor structure construction and

ridge feature computation. These steps are described in the following subsections.

4.2.1 Nearest neighbor structure construction

We use minutiae information to create the nearest neighbor structure on the thinned finger-

print image. First, one of the minutiae point from Vup is selected as a reference minutia. Next,

a nearest neighbor structure is formed in the vicinity of reference minutiae point considering

the ridge-based co-ordinate system as depicted in Fig. 4.2(a). In ridge-based co-ordinate

system, reference axis coincides with the orientation of the selected reference minutiae. Fur-

ther, we divide the fingerprint region into ‘s’ sectors of equal angular width around reference

minutia in an anti-clockwise direction. In each sector, the nearest neighbor minutiae point is

identified by selecting the minimum distance from the reference minutiae point. This pro-

cedure is followed for all minutiae points in Vup. It may be noted that if there is no minutia

located in any of the sectors, we assign the nearest neighbor to be 0 in that sector. Further,

we do not take into account the sectors with no minutiae point at the time of comparison. We

consider eight sectors (s = 8) in our method as shown in Fig. 4.2(a). In Fig. 4.2(a), m2 is the

nearest neighbor of reference minutiae m1 in sector 3.
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4.2.2 Ridge feature computation

Accuracy of the fingerprint-based verification system could be affected by translation, rota-

tion, and scale deformations produced while acquisition. Hence, it is necessary to compute

invariant features from the input fingerprint image. In this work, we consider ridge count and

average ridge orientation between the nearest neighbor minutiae and the reference minutiae

in each sector as invariant features. To compute these features, first, the reference minutiae

and the nearest neighbor minutiae points are identified. Then, we compute the number of

ridges along the straight line between these two minutiae in the thinned image and denote

the ridge count in the jth sector as rcj . Figure 4.2(a) shows a descriptive example where

ridge count between the nearest neighbor minutiae point (m2) and the reference minutiae

point (m1) is 2. To compute ridge orientation, a tangent is drawn at the intersection point

of the line and ridge. Next, we measure the angle subtended by the tangent and straight

lines between two minutiae points for each ridge crossing the straight line. For example, the

orientation (θk11 ) of the first ridge in the first sector as shown in Fig. 4.2(b) is evaluated as:

θk11 = θr11 − θ1

where, θ1 denotes the slope of line connecting nearest neighbor minutiae to reference minu-

tiae point in the first sector. θr11 is the angle subtended by tangent line from the first ridge

crossing and reference axis. In a similar manner, we calculate the orientation θk21 for the

second ridge in the first sector and compute the mean ridge orientation for the first sector.

The mean ridge orientation for the jth sector, denoted as roj is calculated using Eq. 4.2.

roj = round

(θr1j − θj)+
(
θr2j − θj

)
+ ........+

(
θ
rNRj
j − θj

)
NRj

 (4.2)

where,NRj represents the total number of ridges between the reference and nearest minutiae

point in the jth sector. Similarly, we find ridge count and mean ridge orientation for all

minutiae and store it as
〈
〈rcij, roij〉sj=1

〉n
i=1

, where s is the number of sectors and n is the

total number of minutiae points.
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4.3 Cancelable template generation

After invariant feature extraction, we generate cancelable fingerprint template which includes

two steps, i.e. Cantor pairing and random projection. These steps are discussed in the fol-

lowing subsections.

4.3.1 Cantor pairing function

The Cantor pairing function [153, 154] is utilized to uniquely encode two natural numbers

into a single natural number. Let N = 0, 1, 2, 3,.... be the set of positive integers, and N ×N

be the set of all ordered pairs of non-negative integers. A bijection from N × N to N is

called the Cantor pairing function which is defined as in Eq. 4.3.

Consider a function: π : N× N→ N

such that:

π(k1, k2) :=
1

2
(k1 + k2)(k1 + k2 + 1) + k2∀ (k1, k2) ∈ N2 (4.3)

The motive of applying Cantor paring function is to encode the evaluated ridge features

i.e rc and ro into one. This pairing maps multiple features into one from which it is hard to

find the original ridge features. For each minutiae point, we compute the paired output of

ridge features (rc and ro) for each sector and store in a 2D matrix as defined in Eq. 4.4.

CP (i, j) = 1
2

(rcij + roij) (rcij + roij + 1) + roij

∀ i ∈ [1, n] and j ∈ [1, s] (4.4)

where, rci,j and roi,j represent the ridge features (i.e. ridge count and mean ridge orientation)

between the nearest minutiae in the jth sector corresponding to the ith reference minutiae.

CP (i, j) is paired output of ridge features of the jth sector with respect to the ith reference

minutiae. Next, we apply pointwise logarithm operation onto the paired output, CP . Here,

the motivation to apply the logarithm operation is to obtain a uniform distribution of CP

which is utilized to minimize EER. Log function is defined in Eq. 4.5 and the base (b) of

log function is chosen empirically (for details see Section 4.5.3). For instance, if an input
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fingerprint image comprising n minutiae points is divided into ‘s’ sectors, the matrix CP

would result into n × s entries. After applying the log function, we obtain the log template

(L) of size n× s.

L (i, j) = logb
(
CP (i, j)

)
(4.5)

4.3.2 Random projection

In order to derive non-invertible and revocable cancelable template, we apply random pro-

jection on log template (L). A random projection matrix (R) of size s × t where t < s is

derived using a random seed κ. Moreover, each of the entries ofR is computed from a Gaus-

sian independent and identical distribution (i.i.d.) with mean equal to zero. Now, each row

of log template (L) is projected onto random projection matrix (R) to derive the cancelable

template (CT ) of size n× t as shown in Eq. 4.6 where, rank(R)=r.

CT = L · R (4.6)

A system of linear equations claims a unique solution when ranks of the coefficient ma-

trix as well as the augmented matrix are same. Further, if rank becomes lower than the

unknowns present (i.e. r < t), the linear system leads to infinite solutions [Please see Ap-

pendix A.1]. Hence, R is one of those infinite solutions of Eq. 4.6. This random projection

based transformation guarantees the privacy and security of the proposed method. An im-

poster has no clue about L even if the protected template gets compromised. Further, if we

consider the worst case of stolen CT and R, it would be hard to retrieve L from infinitely

many possible solutions (Please see Section 4.6.1). The user’s original information cannot

be compromised even if an adversary obtains the stored fingerprint template because of the

randomness present in theR.

4.4 Matching

The comparison between enrolled and query templates is performed in the protected domain

to maintain secrecy. We compute local and global similarities to evaluate overall comparison

score. We use Dice coefficient to measure the local similarity between the enrolled and query
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templates as utilized in [75]. Finally, the likelihood of the enrolled and query templates being

the two fingerprint of the same subject is measured to compute the global similarity score.

4.4.1 Local similarity score

Let us consider, the enrolled and query protected templates are denoted by CT
n×t and QT

m×t,

respectively where m and n represent the number of minutiae in the query and enrolled

templates, respectively. To evaluate the local similarity score, each row of CT is cross-

matched with all rows in QT by computing the inner product of CT (i, :) and QT (j, :) where

i ∈ 1, 2, · · · , n and j ∈ 1, 2, · · · ,m. We obtain a similarity matrix sim(i, j) ∈ Rn×m after

applying the Eq. 4.7.

sim (i, j) =
2CT (i, :) ·QT (j, :)

‖CT (i, :)‖2 + ‖QT (j, :)‖2
(4.7)

where i ∈ [1, n] and j ∈ [1,m].

The ith row of CT and the jth row of QT are considered as verifiable

iff sim(i, j) = max ([sim(i, 1), sim(i, 2), ....., sim(i, n)]) and sim(i, j) = max

([sim(1, j), sim(2, j), ....., sim(m, j)]) are valid simultaneously. Therefore, each of

the entries in similarity matrix is re-evaluated to eliminate double comparison in the

following manner:

Let,

ΓCT = [ΓCT (1), . . . ,ΓCT (i), . . .ΓCT (n)]

where, ΓCT (i) = max(sim(i, 1), . . . , sim(i,m)

and

ΓQT = [ΓQT (1), . . . ,ΓQT (i), . . . ,ΓQT (m)]

where, ΓQT (j) = max(sim(1, j), . . . , sim(n, j)

be the maximum scores acquired for all minutiae in CT and QT , respectively. Next,

we construct a binary mask A ∈ {0, 1}n×m, which records the positions of the coinciding

maxima;

A(i, j) = δ(ΓCT (i) == ΓQT (j)) (4.8)
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where δ(·) returns 1 when the nested condition is true and 0, otherwise. Hence, the filtered

similarity matrix is represented by Eq. 4.9:

Ŝ = sim� A (4.9)

where, � represents element-wise multiplication.

4.4.2 Global similarity score

To perform overall comparison score between CT and QT , the likelihood of CT and QT

being two instances of the same fingerprint is measured. From the similarity matrix (Ŝ)

obtained in Eq. 4.9, we calculate the comparison score (S) with the following equation:

S =

∑n
i=1

∑m
j=1 Ŝ(i, j)

min(m,n)
(4.10)

Algorithm 1 describes the overall comparison procedure.

4.5 Experimental results and analysis

In this section, we present the details of experimental design and results to illustrate the

performance of the proposed method. We also analyze the effect of the different parameters

as well as comparison with the existing approaches.

4.5.1 Database selection

We have conducted our experiments on publicly available fingerprint databases FVC2002,

FVC2004, and FVC2006, and each database contains four sets namely, DB1, DB2, DB3,

and DB4 since most of the authors of biometrics research community utilize FVC databases

[53]. Further, FVC databases contain variety of images including rotated fingerprints, scaled

images due to pressure, images from elderly people, and poor quality images with dry and

moistened fingerprints. Each set of the first two databases comprises of 100 subjects with 8

images per subject. Each set of the FVC2006 database includes 140 subjects with 12 images

per subject.
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Algorithm 1 Comparison

Input: Cancelable template (CT
n×t), Query template (QT

m×t)
Output: Comparison score (match_score)

Initialize : sim(n,m)← 0, S(n,m)← 0
1: for i = 1 to n do
2: RM

1 ← CT [i]
3: for j = 1 to m do
4: RM

2 ← QT [j]
5: // Evaluate similarity score as described in Eq. 4.7
6: sim[i, j] = InnerProduct(RM

1 , R
M
2 )

7: end for
8: end for
9: ΓCT ← [ΓCT (1), . . . ,ΓCT (i), . . .ΓCT (n)]

where, ΓCT (i) = max(sim(i, 1), . . . , sim(i,m)
10: ΓQT ← [ΓQT (1), . . . ,ΓQT (i), . . . ,ΓQT (m)]

where, ΓQT (j) = max(sim(1, j), . . . , sim(n, j)
11: for i = 1 to n do
12: for j = 1 to m do
13: S[i, j] ← (ΓCT [i] = ΓQT [j]) // Re-evaluate similarity score to avoid double com-

parison as described in Eq. 4.8
14: end for
15: end for
16: Ŝ = sim� S
17: match_score(S) = sum(sim(:))

min(m,n)
// Evaluate Eq. 4.10

4.5.2 Experimental design

In accordance with the ISO standard [37], we have incorporated FMR, FNMR, EER, and

GMR metrics to evaluate the performance of our method as defined in Eq. 1.1-1.4 in Chapter

1. The computation of these performance metrics involves the evaluation of genuine and

imposter scores. Genuine score refers to the comparison of a fingerprint impression of a

subject with the other impressions of the same subject, whereas imposter score is derived by

comparing a fingerprint impression of each subject against the fingerprint impressions of all

other subjects. Also, we have used standard FVC protocol and 1VS1 protocol to compute

the performance of our method. These protocols are discussed as follows:

• In 1VS1 protocol, the first fingerprint image of each subject is compared with the

second fingerprint image of the same subject to compute FNMR. To measure FMR,

the first image of each subject is compared with the first image of the other subjects.

This results to measure 100 genuine and 100C2 =4950 imposter scores for each of the
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FVC2002 and FVC2004 databases. For each set of FVC2006 database, 140 genuine

and 140C2=9730 imposter scores are computed.

• In the FVC protocol, each fingerprint image of a subject is compared with the re-

maining fingerprint images of the same subject to compute the FNMR and to evaluate

the FMR, the first fingerprint image of each subject is compared with the first finger-

print image of different subjects. This results in providing 8C2 × 100=2800 genuine

and 100C2=4950 imposter scores computation for each set of FVC2002 and FVC2004

databases. For each set of FVC2006, 12C2 × 140=9240 genuine and 140C2=9730 im-

poster scores are computed.

4.5.3 Validation of parameters

The proposed method utilizes two parameters to derive the protected fingerprint template.

These parameters are: number of sectors (s) in the nearest neighbor structure [see section

4.2] and log-base value (b) [see section 4.4]. In this section, we highlight the impact of these

parameters on the performance of our approach. We have validated these parameters with

respect to dataset DB1 of FVC2002, DB3 of FVC2004 and DB1 of FVC2006 using FVC

protocol since they have good quality images.

1. Number of sectors (s): After conducting the pre-processing steps, we divide a input

fingerprint image into s number of sectors with an equal angular width in the ridge-

based co-ordinate system. To validate parameter the s, we have performed exhaustive

testing considering different angular widths with 15◦ interval. We have considered s =

24, 12,. . . , and 4 corresponding to angular width 15◦, 30◦, . . . , and 90◦, respectively.

To carry out this experiment, we have considered log-base value (b) as 1.2. The per-

formance is measured with respect to EER, and results are reported in Table 4.1. It has

been observed that the method yield best result for s = 8 on dataset DB1 of FVC2002,

DB3 of FVC2004, and DB1 of FVC2006. Further, the performance of the method is

degraded for the smaller values of s as the transformation becomes sensitive to noise.

We also observe that the EER increases for higher values of s as there are more sectors

with 0 minutiae points. Hence, we have considered s = 8 for all other experimental

evaluations here.
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Table 4.1: EER for different number of sectors in the nearest neighbor structure

Angular
width

Number of
sectors (s)

EER (in %)
FVC2002

DB1
FVC2004

DB3
FVC2006

DB1
15 24 5.03 7.89 11.32
30 12 3.91 6.75 8.03
45 8 1.75 3.97 5.14
60 6 2.17 4.64 6.38
90 4 3.81 5.44 7.19

2. Log-base value (b): We apply the log function onto the paired output derived using

Cantor pairing function to obtain the uniform features distribution. We have conducted

a number of experiments by considering the different values of b = 1.1, 1.2, 1.3,..., 2

and measured the performance in terms of EER for dataset DB1 of FVC2002, DB3 of

FVC2004, and DB1 of FVC2006 as reported in Table 4.2. The experimental evaluation

illustrates that the method performs the best on b = 1.2. We observe that small value of

b amplifies the distribution of paired output reducing EER. Further, EER gets increased

as the discrimination between features of the different subjects gets reduced for higher

values of b. Therefore, we consider b = 1.2 to evaluate the performance of our method.

Table 4.2: EER for different values of b

Log-base
(b)

EER (in %)
FVC2002

DB1
FVC2004

DB3
FVC2006

DB1
1.1 2.13 4.03 6.84
1.2 1.75 3.97 5.14
1.3 2.43 4.87 7.04
1.4 4.07 5.13 8.93
1.5 5.51 6.83 9.94
1.6 6.91 8.03 11.53
1.7 8.12 10.23 13.18
1.8 10.03 11.89 14.91
1.9 11.36 13.97 16.12
2 12.89 14.64 17.9
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4.5.4 Performance evaluation

To measure the performance of our method, we have conducted two sets of experiments.

We evaluate the performance under the same key and different key scenario in the first and

second set of experiments, respectively. Each experiment is conducted 10 times, and the

average performance of 10 trials is reported in this chapter.

4.5.4.1 Same key scenario

This scenario represents the practical situation where an imposter illicitly accesses the ran-

dom projection matrix (R). We have evaluated this scenario by assigning the sameR to each

user present in the database.

FVC2002: For FVC2002 database, the ROC curves are displayed in Fig. 4.3 for FVC

and 1VS1 protocols. Out of all datasets of FVC2002, the method exhibit low EER on DB1

and DB2 for both protocols due to the presence of more number of good quality images as

compared to other datasets of FVC2002. In case of DB2 dataset, we obtain an EER of 0

due to less number of intra-class comparisons for 1VS1 protocol. Further, 1st and 2nd images

of a subject in FVC2002 DB2 are acquired in the same session and have less variation and

distortion than the other six images. However, images in DB3 and DB4 dataset of FVC2002

contain relatively poor quality images with less number of minutiae points as compared to

dataset DB1 and DB2. As a result, we achieve high EER for DB3 and DB4 datasets under

both protocols.

FVC2004: For FVC2004 database, the ROC curves are shown in Fig. 4.4 for both pro-

tocols. The method provides a high value of EER on DB2 for both protocols as the first two

images of the DB2 dataset are heavily distorted. In addition, the small overlap area corre-

sponding to the images of stored and the query template is another reason for less accuracy

on DB2 of FVC2004. For example, if we consider the images of stored and query tem-

plate, as 96_1.tif and 96_2.tif, the genuine matching attempt fails. This is because 96_1.tif

contains the region below the core point, whereas 96_2.tif contains region above the core

point. Since the proposed system relies on minutiae neighborhood, the lack of correspond-

ing minutiae pair due to limited overlapping area from the stored and query template pair
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Figure 4.3: ROC curves for FVC2002 under FVC and 1VS1 protocols
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Figure 4.4: ROC curves for FVC2004 under FVC and 1VS1 protocols

causes comparison trial to fail. The method performs better on DB4, in comparison to other

datasets of FVC2004 database in both protocols. Nevertheless, we achieve high EER for all

four datasets of the FVC2004 database since all the users were requested to put deliberate

perturbations at the time of acquisition [53].
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FVC2006: For FVC2006 database, the ROC curves are shown in Fig. 4.5 for FVC as

well as 1VS1 protocols. All these four datasets (DB1, DB2, DB3 and DB4 of FVC2006)

are selected among the heterogeneous populations (i.e., manual workers and elderly people)

allowing the most difficult fingerprints according to quality index with explicit distortions

such as large amounts of rotation and displacement, wet/dry impressions, etc. The dataset

DB1 contains small sized poor quality images with missing minutiae. Therefore, the method

produces high EER on the DB1 dataset. The method performs optimally on the DB2 dataset

for both protocols due to the presence of relatively good quality images. Datasets DB3 and

DB4 consist of more number of poor quality images in comparison to DB2. Therefore, it is

observed that the performance of the method degrades heavily for DB3 and DB4 datasets of

FVC2006 database.

Further, we also observe that the proposed method performs better with 1VS1 protocol

compared to standard FVC protocol. The reason lies in the number of genuine verification

attempts. In case of 1VS1 protocol, the first two images of the same user are utilized, whereas

all eight images from each user are utilized in the genuine verification for the standard FVC

protocol. However, we achieve high EER for 1VS1 protocol as compared to FVC protocol

for the DB3 and DB4 datasets of the FVC2006 database since the first two images are noisy

and involve non-overlapping regions.
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Figure 4.5: ROC curves for FVC2006 under FVC and 1VS1 protocols
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4.5.4.2 Different key scenario

In the second set of experiment, we assign the different projection matrices to different users

by altering the seed value and test our method for both the protocols. For FVC2002, our

method performs ideal for all datasets (EER = 0) with both protocols. Moreover, we achieve

an EER of 0 for DB1 and DB2 datasets of FVC2004. DB3 and DB4 datasets consist of

more number of poor quality images with very few or missing minutiae in comparison to

datasets DB1 and DB2. For DB3 and DB4 dataset, the method gives EERs of 0.08 and 0.03,

respectively. For FVC2006, we achieve an EER close to 0 for DB1, DB2, DB3, and DB4

using FVC and 1VS1 protocols. Therefore, it is evident that the performance of the method

in the different key scenarios is almost ideal for all datasets.

4.5.5 Baseline comparison

To perform a fair comparison, the verification performance of the proposed cancelable bio-

metric system is analyzed with respect to the baseline biometric system (i.e., original ridge

features). Further, a comparison process relying on the original minutiae should be taken

into account, since the employed ridge-based representation is already part of the process

generating the proposed protected templates. Therefore, we compare the performance of

the method under three scenarios i.e. original minutiae comparison, original ridge features

comparison, and protected templates comparison. In this experiment, first, we compute the

performance for original minutiae comparison based on adaptive image enhancement method

proposed by Bartunek et al. [155]. The approach involves publicly available Bozorth3 minu-

tiae matcher [156] from NIST to evaluate the performance. Next, we compute the perfor-

mance using original ridge features of the query and stored templates. Further, we apply

the proposed approach to derive cancelable template and compare the stored and query tem-

plates in the transformed domain. Table 4.3 reports the EERs obtained from this experiment

for different databases. It has been observed that the proposed ridge-based computation out-

performs the original minutiae comparison since Bozorth3 does not perform well for poor

quality fingerprint images with fewer minutiae points. Further, Bozorth3 is not robust against

the alignment and scale deformations present between the stored and query templates. There-

fore, it is evident that the proposed method performs better than the Bozorth3 matcher.
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For FVC protocol, the reported results in Table 4.3 exhibit that there is a minor degra-

dation of 0.19%, 0.15%, 0.05%, and 0.07% in the performance for DB1, DB2, DB3, and

DB4 of FVC2002, 0.053%, 0.07%, 0.033%, and 0.04% for DB1, DB2, DB3, and DB4

of FVC2004, and 0.04%, 0.14%, 0.037%, and 0.32% for DB1, DB2, DB3, and DB4 of

FVC2006, respectively with reference to original ridge features. The performance degra-

dation occurs due to cancelable transformation. For 1VS1 protocol, the reported results in

Table 4.4 indicate that the performance is degraded by 0%, 0.85%, 0.08%, and 0.09% for

DB1, DB2, DB3, and DB4 of FVC2002, 0.05%, 0.11%, 0.04%, and 0.05% for DB1, DB2,

DB3, and DB4 of FVC2004, and 0.048%, 2.0%, 0.09%, and 0.17% for DB1, DB2, DB3,

and DB4 of FVC2006, respectively with reference to original ridge features. Therefore, we

can conclude that performance degradation produced by the transformation is very low.

Table 4.3: Baseline comparison for FVC protocol

Dataset
EER

Original minutiae
comparison

Without cancelable
transformation

With cancelable
transformation

DB1 DB2 DB3 DB4 DB1 DB2 DB3 DB4 DB1 DB2 DB3 DB4
FVC2002 2.8 2.3 6.5 3.9 1.47 0.89 3.81 3.49 1.75 0.98 4.02 3.74
FVC2004 9.6 5.9 6.2 6.6 4.14 6.12 3.84 3.03 4.38 6.59 3.97 3.16
FVC2006 5.2 1.39 2.91 1.27 4.93 0.12 1.57 0.37 5.14 0.14 1.63 0.49

Table 4.4: Baseline comparison for 1VS1 protocol

Dataset
EER

Original minutiae
comparison

Without cancelable
transformation

With cancelable
transformation

DB1 DB2 DB3 DB4 DB1 DB2 DB3 DB4 DB1 DB2 DB3 DB4
FVC2002 0.91 1.02 4.3 3.89 0 0.07 3.13 2.77 0 0.13 3.39 3.02
FVC2004 4.65 6.30 4.72 3.95 3.81 5.19 3.69 2.89 4.02 5.77 3.88 3.04
FVC2006 4.87 1.04 2.65 2.83 3.62 0.03 1.83 0.88 3.8 0.09 2.02 1.03

4.5.6 Comparison with other state-of-the-art methods

The approaches in [23, 69–71, 73, 76, 79] utilized FVC 2002 database to evaluate the perfor-

mance of their method using standard FVC protocol. Further, Wong et al. [74] also evaluated
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the performance on DB1 of FVC2004. In addition to each dataset of FVC2002, Ferrara et

al. [22,25] evaluated their methods on DB1 of FVC2004 and DB2 of FVC2006. The authors,

Yang et al. [71] and Wang et al. [23] evaluated the performance on DB2 of FVC2002 with the

1VS1 protocol. Ferrara et al. [22, 25] also evaluated their methods on DB2 of FVC2006 and

each datasets of FVC2002 database for 1VS1 protocol. Therefore, we compare our method

with these current state-of-the-art approaches [22, 23, 25, 69–71, 73, 74, 76, 79] in the liter-

ature. Table 4.5 and 4.6 summarize the comparison of different state-of-the-art methods in

terms of EER on different FVC datasets for 1VS1 and FVC protocols, respectively. From

Table 4.5, we observe that the best result reported in existing literature is EER = 0, 0.02,

3.43, 3.37, and 0.03 for FVC2002DB1, FVC2002DB2, FVC2002DB3, FVC2002DB4, and

FVC2006DB2, respectively, whereas our approach yields EER of 0, 0.13, 3.39, 3.02, and

0.09 for FVC2002DB1, FVC2002DB2, FVC2002DB3, FVC2002DB4, and FVC2006DB2,

respectively. From Table 4.6, we observe that the best result reported in existing liter-

ature is EER = 1, 0.99, 5.24, 4.84, 10.36, and 0.17 for FVC2002DB1, FVC2002DB2,

FVC2002DB3, FVC2002DB4, FVC2004DB1, and FVC2006DB2, respectively, whereas

our approach gives EER of 1.75, 0.98, 4.02, 3.74, 4.38, and 0.14 for FVC2002DB1,

FVC2002DB2, FVC2002DB3, FVC2002DB4, FVC2004DB1, and FVC2006DB2, respec-

tively. However, we can observe that the performance of the proposed method for the DB2

dataset of FVC2002 and FVC2006 is slightly lower than [22] in 1VS1 protocol, and the EER

of FVC2002DB1 is lower than that of Wang et al. [79], but it is comparable.

The proposed method outperforms existing methods due to the improvements in invari-

ant feature evaluation, feature encoding, and random projection based transformation. We

evaluate ridge features (i.e. ridge count and mean ridge orientation) in comparison to the

pair-minutiae distance [76], relative orientation based methods [70, 76], and the geometrical

transformation based techniques [74]. In our method, ridge features are utilized to cope up

scale, translational, and rotational deformations in comparison to the other existing litera-

ture described in Section 2.2 of Chapter 2. The methods proposed by Yang et al. [71] and

Boult et al. [69] applied quantization over feature string. Hence, a small perturbation may

output a different index or regions. Our approach performs better as it involves ridge-based

co-ordinate system to evaluate features. In our method, logarithm and random projection

transformations lead to superior performance over other techniques since these reduce the

81



4.6. SECURITY ANALYSIS

intra-class variation and seize substantial discrimination among templates of different users.

In addition, it involves simpler (less complex) transformation in comparison to DFT based

approaches [23, 73, 79] in literature. The methods proposed in [22, 25] are vulnerable to

annealing attack [157]. Our method performs better than the methods proposed by Ferrara

et al. [22, 25] since it overcomes the scenario of annealing attack [157] [See Section 4.6.4].

Hence, it is evident that the proposed transformation outperforms the existing methods.

Table 4.5: Performance comparison with existing methods for 1VS1 protocol

Datasets
Methods

Yang
et al. [71]

Ferrara
et al. [22]

Wang
et al. [23]

Proposed
method

FVC
2002

DB1 - 0 3 0
DB2 0.72 0.02 2 0.13
DB3 - 3.43 7 3.39
DB4 - 3.37 - 3.02

FVC
2006

DB2 - 0.03 - 0.09

Table 4.6: Performance comparison with existing methods for FVC protocol

Datasets
Methods

Ahmad
et al. [76]

Wang
et al. [73]

Lee
et al. [70]

Wong
et al. [74]

Yang
et al. [71]

Boult
et al. [69]

Ferrara
et al. [22]

Ferrara
et al. [25]

Wang
et al. [23]

Wang
et al. [79]

Proposed
method

FVC
2002

DB1 9 3.5 3.4 4.69 - 2.1 1.88 3.3 4 1 1.75
DB2 6 4 - 5.03 4.53 1.2 0.99 1.8 3 2 0.98
DB3 27 7.5 - - - - 5.24 7.8 8.5 5.2 4.02
DB4 - - - - - - 4.84 6.6 - - 3.74

FVC
2004

DB1 - - - 10.36 - - - 6.3 - - 4.38

FVC
2006

DB2 - - - - - - 0.17 0.3 - - 0.14

“− ” indicates that the author(s) have not reported the results or results are reported for partial dataset, in their work.

4.6 Security analysis

The security of the derived protected template is guaranteed when an adversary has no infor-

mation about the transformation. If an adversary unveils any information about cancelable

transformation, the security of the proposed system is guaranteed by three factors: non-

invertibility, revocability, and diversity. In this section, we analyze our method with respect

to these three contexts.
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4.6.1 Non-invertibility

The term, non-invertibility refers that it should be computationally infeasible to derive the

original fingerprint template from the protected template. Note that a randomized projec-

tion matrix (R) is utilized to generate a cancelable template from the log template (L). To

meet the non-invertibility requirement, we have adopted a reference architecture proposed

by Breebaart et al. [39]. Figure 4.6 shows the reference architecture where the protected

template (CT ), random projection matrix (R), and the parameters (s, b) can be presumed as

pseudo-identity, auxiliary data, and supplementary data, respectively.
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Figure 4.6: Reference architecture for the creation, storage, and verification of the
protected template

In the reference architecture, the protected template (CT ) is derived at the enrollment

phase. The biometric sample, ridge features, and the parameter (s, b) are destroyed after

the successful verification of the query protected template with the stored template. Due

to privacy preservation, protected template may be / parameters may be either issued for

a limited period or may require revocation when compromised. Moreover, the biometric

characteristics may get affected due to aging effects. Hence, it requires renewal after a

validity period regulated through watch list. The protected template CT along with the R

and supplementary data (s, b) are stored in the database. During verification, a protected

query template (CT ′) is generated from the issued R, biometric sample, and the parameters

(s, b). Next, the stored protected template (CT ) and the query protected template (CT ′) are

forwarded to a comparator/matching server via the communication interface to verify the

identity. In this section, we analyze the criterion of non-invertibility with three different
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architectural components i.e. database, matching server, and communication interface for

information exchange.

4.6.1.1 Compromised database

In this scenario, an attacker can reveal the database i.e. protected template (CT ) and the

random projection matrix (R). On the possession of this information, the attacker would not

be able to retrieve the log template (L) since the size of R is s × t where t < s and the en-

tries of Rs×t are independent and identically distributed (i.i.d.) Gaussian random variables.

Evaluation of Ln×s from CT
n×t results to find a solution for underdetermined system because

it is hard to find s unknowns from t linearly independent equations where t < s. Further,

it has also been proved in Du et al. [158] that if the projection matrix follows the condition

t ≤ s
2

and entries in R are i.i.d., it is very hard to find the L from CT . Moreover, even if the

attacker achieves supplementary information (s, b), it would be infeasible to unveil the L as

analyzed in the third scenario i.e. compromised communication interface.

4.6.1.2 Compromised matching server

Let us assume that an attacker unveils matching server i.e. the stored protected template

(CT ) and query protected template (CT ′). Next, an attacker tries to evaluate L by correlating

the information contained in CT and CT ′ . In this situation, an attacker would not be able to

retrieve L since he does not have any information about theR.

4.6.1.3 Compromised communication interface

In this scenario, an attacker may have control over communication interface between the

database and matching server. In this situation, the adversary would be able to estimate the

stored protected template (CT ), query protected template (CT ′), and the random projection

matrix (R). On the possession of these information, the attacker may utilize CT and R, or

CT ′ andR to retrieve the log template (L). This situation is identical to the first scenario i.e.

compromised database. Further, the attacker may correlate CT and CT ′ to evaluate L. This

situation is same as the second scenario i.e. compromised matching server.

Further, we assume that the attacker unveils the approximate L by applying known key

distinguishing attack. In this situation, the imposter tries to estimate CP or approximate CP

using the value of parameter b. However, it would not be possible to retrieve the original
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CHAPTER 4. CANCELABLE FINGERPRINT TEMPLATE GENERATION

ridge features since inversion involves the computation of a square root which gives one to

many correspondences as defined in Eq. 4.11-4.14.

w =

⌊√
8 CP + 1− 1

2

⌋
(4.11)

t =
w2 + w

2
(4.12)

ro = CP − t (4.13)

rc = w − ro (4.14)

where, rc, ro, and CP represent the ridge count, mean ridge orientation, and transformed

paired output, respectively. w and t are intermediate values in the calculation and bc is the

floor function. Hence, it would be very hard to invert CP to attain original ridge features.

Therefore, it can be stated that our method preserves the criterion of non-invertibility.

4.6.2 Revocability

The term revocability refers to the design of a new protected template if stored template gets

leaked. The newly generated template should be adequately dissimilar to the compromised

one. In this work, a new protected template can be issued just by altering R. To ensure the

potent revocability, the biometric templates that are derived by applying differentRs for the

same user in different applications, should not be able to verify each other. Here, the random

projection is motivated by the Johnson-Lindenstrauss (JL) lemma described in [159]. The

lemma states that:

L1: For any 0 < ε < 1 and an integer k, let t be a positive integer such that t ≥ t0 = O

(ε−2log k). For any set B of k points in <s, there exists a map f : <s → <t such that: for all

u, v ∈ B,

(1− ε) ‖u− v‖2 6 ‖f(u)− f(v)‖2 ≤ (1 + ε) ‖u− v‖2 (4.15)

where, u and v are two randomly derived vectors in the s-dimensional Euclidean space,

u, v ∈ <s. For inner-product based similarity, it states that:
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u.v
‖u‖.‖v‖ = Au.Av

‖Au‖.‖Av‖ ±O(ε)

This lemma provides a proof that the similarity between any two vectors can be preserved

up to a factor of ε when these vectors are projected onto a random t-dimensional subspace.

Such type of mapping can be performed by utilizing a matrix containing orthonormal

columns as described in Lemma 5.2 of [160]. The lemma states that:

L2: Let R be a matrix of size s × t where t < s. Each of the entries of R are i.i.d.

Gaussian random variable with zero mean and variance 1
s
, rij ∼ s(0, 1

s
), i=1,· · · ,s , j=1,· · · ,

t. Let W = RTR and W ′
= RRT ; then,

E(wi,j) =

1, i = j

0, i 6= j

V ar(wi,j) =


2
s
, i = j

1
s
, i 6= j

(4.16)

E(w
′

i,j) =


t
s
, i = j

0, i 6= j

V ar(w
′

i,j) =


2t
s2
, i = j

t
s2
, i 6= j

(4.17)

where, wi,j and w′
i,j are elements of W and W ′ , respectively.

The output here confirms that E[RTR] = I , where I denotes an identity matrix. The el-

ements ofRTR are centered around their mean with very small variance. This suggests that

vectors with random directions are close to orthogonal (i.e. RTR ≈ I). Further, it is obvious

that if rij ∼ s(0, 1
s
), then, E[‖rj‖2] = E[

∑s
i=1 r

2
ij] = 1 and V ar[‖rj‖2] = V ar[

∑s
i=1 r

2
ij] =

2
s
, where rj denotes individual columns ofR. This mathematical proof ensures that columns

inR are saturated around 1 which signifies that the vectors inR are nearly orthonormal. For

revocable template generation, we evaluate the probability of false match when biometric

data of same user is exploited with different random projection matrices, denoted as Pfm.

Therefore, the revocability i.e. probability of a protected template being revocable can be

defined as: Pr = 1 − Pfm. The higher value of Pr corresponds to better revocability. In

general, zero Pfm cannot be obtained if we apply random projection directly onto L. Fur-

ther, this probability can be reduced by adding an extra vector d ∈ <s, di >> th to the L,
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L′ = L + d, where th denotes threshold of verification system [161]. In a similar manner,

the biometric templates with Pr ≈ 1 could be derived, if different random projection matri-

ces are exploited on the original template of the same user nullifying the record multiplicity

attack [162]. In this work, we achieve Pr= 0.982 corresponding to a threshold, th=0.65.

We also verify this security aspect empirically by generating 100 different protected tem-

plates using 100 different projection matrices from the same finger. Next, we perform

a comparison of these 100 templates with the originally enrolled template to obtain the

pseudo-imposter scores. We achieve mean and variance of (0.7519; 0.018), (0.3982; 0.177),

and (0.3563; 0.189) for genuine, imposter, and pseudo-imposter distributions, respectively.

These values indicate that mean and variance for the pseudo-imposter distribution are at a

distant to genuine distribution and near towards the imposter distribution. Moreover, we

obtain FMR = 0, which depicts that all queries are rejected. This signifies that the derived

templates are dissimilar to the enrolled templates for the same finger. Although, the templates

are generated from the same finger pattern, they are uncorrelated to each other. Therefore,

the claim of revocability is preserved.

4.6.3 Diversity

The characteristics of diversity state that it should derive numerous templates and these de-

rived templates should not provide positive biometric claim over other applications to avoid

cross-matching. In our method, multiple fingerprint templates can be derived by choosing

the different projection matrices (R) with the different seed values (κ). In addition, the two

parameters illustrated in Section 4.5.3; the number of sectors (s) and log-base value (b) can

be utilized to derive numerous templates. The derived protected templates are sufficiently

different from the raw fingerprint template which indicates that a user can enroll itself with

different templates in different applications without any cross-matching. Hence, it has been

confirmed that the method validates the property of diversity.

4.6.4 Other attacks

We also analyze the possibility of different types of attacks namely Attacks via Record Mul-

tiplicity, pre-image, cross-matching, distinguishing and annealing attacks to validate the ro-

bustness of the proposed work:
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4.6.4.1 Attack via Record Multiplicity (ARM)

This is a scenario where the attacker employs multiple stolen protected templates with or

without associated parameters to generate original template [163]. If the attacker is able to

reveal enough protected templates and their corresponding random projection matrices, the

series of linear equations can be solved to obtain the approximate entries of log template.

Further, if the projection matrix follows the conditions t ≤ s
2
, and entries in R are i.i.d., it

is very hard to find the L from CT . If adversary is able to retrieve the CT and correspond-

ing Rs from different applications, he can append Rs column-wise such that [R1 R2 · · ·

Rn] = s. Further, the adversary solves linear system of equations to obtain the original log

template, L. In spite of this effort, he would not be able to generate the actual L because

different applications utilize different samples of the same subject where the intra-variance

is present among the features. Hence, L would not be exactly same for different samples

of the same subject. Moreover, it would be very unlikely that the attacker is able to reveal

different protected templates alongwith the corresponding R for the same user from differ-

ent applications. Further, even if the attacker is able to compute approximate L, he has to

compute CP by inverse log operation using b value. From paired output CP , the attacker

has to evaluate Eq. 4.11-4.14 to compute ridge features. As inversion of paired output, CP

results into multiple values, it would be very hard to evaluate original ridge features (rc, ro).

Therefore, it is evident that our approach is resilient enough against ARM attack when a user

enrolls himself by different impressions of same fingerprint. However, if the user uses same

biometric impressions for different applications, the proposed technique may not resist over

ARM attack. This limitation would be looked in the future.

4.6.4.2 Pre-image attack

In this attack, the attacker can utilize multiple protected instances to derive a pre-image in-

stance. Knowledge of security can also be challenged using feature order with different

projection matrices to create a fake template. Biohashing based methods [26–28,164] derive

binary string by projecting feature vectors with user-specific random numbers. In contrast,

the bit-string could be easily exploited to disclose original minutiae information. Moreover,

the projection matrix in Biohashing is not only a square matrix but also have orthonormal

row vectors i.e. Rproj ·RT
proj=I, where RT

proj is the pseudo-inverse of Rproj , and I is the iden-
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tity matrix. This makes the Biohashing methods vulnerable to pre-image attack. However,

the proposed random projection based transformation is different to the methods involving

Biohashing. Here, the random projection is utilized to hide the log template among infinitely

many possible solutions. Also, our method does not depend on the order of feature com-

ponents while generating the original as well as the protected template. Further, any value

could not be investigated from two projected feature vectors in any position due to a dif-

ference in the size of enrolled and query templates. Hence, pre-image attack could not be

utilized to derive the original template in our method.

4.6.4.3 Cross-matching attack

The cross-matching attack refers to the scenario where an adversary is able to compromise

the databases stored in different applications. The protected templates each from different

applications are analyzed to restore the original template. However, the random projection

transformation described in Eq. 4.6 avoids any possibility of cross-matching attack across

different applications.

4.6.4.4 Distinguishing attack

In distinguishing attack [165], an imposter tries to utilize the same protected template cap-

tured from different applications to derive the original template by correlating the informa-

tion. To prevent this, different protected templates can be utilized in different applications.

However, the attacker can retrieve different protected templates (CT ) along with the known

random projection matrices (R) from different applications in the known-key distinguishing

attack. In this situation, the attacker would be able to unveil log template (L). Further, he

may estimate the paired output (CP ) or approximate CP using the value of b or approx-

imately equal to b. However, it is not possible to derive original ridge features since the

Cantor pairing function is irreversible as defined in Eq. 4.11-4.14.

4.6.4.5 Annealing attack

In this attack [157], the protected template is divided into multiple regions, and some regions

of a sample template are paired with some regions of the reference template to evaluate

similarity score. If the similarity score exceeds the threshold, the vicinity corresponding to
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sample’s region is included in the gummy template. This step is repeated until it outputs a

gummy template including all matched vicinities. Our approach is robust against this type

of attack due to the following reasons:

1. Our approach evaluates the nearest neighbor minutiae point for each minutiae point

causing different radii to different minutiae points. Hence, it is very hard to map the

gummy template with the original template which is derived from the multiple regions

with the variable radius.

2. Ridge features are utilized for neighboring minutiae in each sector instead of relative

distances or the directional difference between minutiae pairs. Here, the measured

ridge features are invariant to inter-ridge distances and locations of minutiae points.

4.7 Summary

In this work, we have proposed alignment free cancelable fingerprint template generation

technique. The proposed technique does not rely on detection of singular points. We divide

the input fingerprint image into a number of sectors of equal angular width considering each

minutia as a reference and use the nearest neighbor minutiae in each sector to compute trans-

formation invariant ridge count and mean ridge orientation features from each sector. Cantor

pairing function is applied to encode these features uniquely. Further, the pointwise loga-

rithm operation is exploited to yield uniformly distributed features. Finally, a random projec-

tion is adopted to derive a non-invertible and revocable cancelable template. Experimental

evaluation performed over four datasets of FVC2002, FVC2004, and FVC2006 databases

depicts that the significant performance improvement is achieved as compared to the current

state-of-the-art techniques. Moreover, the security analysis of our work confirms that our

approach fulfills the desired characteristics of template protection schemes and preserves the

recognition performance too.
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Chapter 5

Score-level fusion for cancelable

multi-biometric verification
Integration of scores from multiple biometric modalities has become promising to alleviate

the limitations of unibiometric systems such as sensitivity to outliers, erroneous authentica-

tion caused by intra-class variability and low verification performance due to poor quality.

As a multimodal biometric system is able to attain performance improvement, template secu-

rity schemes aim to protect original biometric data. The compositions of these two schemes

achieve a win-win scenario for the template protection and performance enhancement. In

this work, we propose a two-level score level fusion approach for integrating the scores ob-

tained from cancelable templates of different biometric modalities. As a result, we achieve a

significant improvement in overall recognition performance providing secure authentication

for the different application. At the first level, scores from multiple matchers are combined

using a novel mean-closure weighting (MCW) technique to achieve the desired score for a

particular biometric modality. The proposed solution is based on the region of uncertainty

between the genuine and imposter distribution. Further, the derived scores from different

modalities are integrated using a novel rectangular area weighting (RAW) technique at the

second level to obtain the overall fused score. The block diagram of the proposed fusion

framework is illustrated in Fig. 5.1. The remainder of this chapter is organized as follows.

Section 5.1 briefly describes the existing methods utilized to compute match scores. The

proposed score level fusion scheme is described in Section 5.2. Section 5.3 narrates the ver-

ification of identity based on the combined scores. Section 5.4 demonstrates and analyzes

experimental results as well as compares the proposed method with some existing score-level
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Figure 5.1: Block diagram of the proposed score level fusion framework

fusion approaches. Security analysis of the proposed cancelable mulibiometric verification

is described in Section 5.5. Finally, Section 5.6 summarizes the chapter.

5.1 Match score computation

In this section, we present the distance/similarity metrics utilized to compute match scores

for cancelable iris and fingerprint biometric. The computation of match scores involves the

comparison between cancelable enrolled and cancelable query template. The scores com-

puted from individual biometric systems represent either dissimilarity (distance) or similar-

ity measure. Therefore, it is needed to convert all the scores alike in nature. In this work, we

transform all the scores into similarity measure following the common practice.

5.1.1 Cancelable iris match scores computation

The comparison between cancelable enrolled and cancelable query template is performed to

evaluate match scores for iris biometric. To derive cancelable iris template, we apply the

same methodology proposed in chapter 3. For convenience, we briefly describe this method.

First, iris images are pre-processed using Masek’s [50] and Daugman’s [65] techniques.

Then, IrisCodes are extracted in the form of a 0-1 matrix using 1-D Log-Gabor filter [50]
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with phase quantization from the pre-processed iris images. Thereafter, 8-bit left and right

shifting is performed to derive rotation-invariant IrisCode and the rotation invariant IrisCode

is transformed into a row vector. Next, the decimal vector is derived by partitioned the row

vector into fixed size blocks. Then, a Look-up table is created to map the decimal-encoded

vector and to generate the cancelable template. Finally, matching between the protected

enrolled and protected query iris template is performed in the transformed domain to measure

the match score. First, we compute the similarity in Hamming domain for its simplicity in

the evaluation. Hamming distance (HD) is the sum of non-equivalent bits (exclusive-OR)

between the stored and query templates. The Hamming similarity is computed by subtracting

normalized Hamming distance from one, as defined in Eq. 5.1:

Hamming similarity (Hs) = 1− 1

N

N∑
i

Ei ⊕Qi (5.1)

where, Qi and Ei are the ith bits of the query and enrolled templates, respectively. N is the

total number of bits in the template.

Next, Jaccard similarity is evaluated between the protected query and protected enrolled

iris template. Jaccard similarity is the overlap of bits in E and Q except the ill condition

i.e. 0-0 overlap as defined in Eq. 5.2. Jaccard similarity is computed to elude the ill match

condition (0-0 match) between the protected query and protected enrolled templates.

Jaccard similarity (Js) =
N11

N01 +N10 +N11

(5.2)

where,

N11: Number of positions where E, Q both have a value of 1,

N01: Number of positions where value in E is 0 and Value in Q is 1,

N10: Number of positions where value in E is 1 and Value in Q is 0.

5.1.2 Cancelable fingerprint match scores computation

Cancelable enrolled and cancelable query fingerprint templates are compared to calculate

match scores for fingerprint biometric. To derive cancelable fingerprint template, we apply
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the method as proposed in chapter 4. For reader’s clarity, we describe the method briefly.

First, the input fingerprint image is preprocessed to obtain the thinned image and to extract

the minutiae information. Next, we form a nearest-neighbor structure around each minu-

tiae point using the ridge-based co-ordinate system and compute the ridge features from the

thinned image and minutiae information. Thereafter, we apply cantor pairing function to

encode the ridge features uniquely. Finally, the random projection is applied to the paired

output to derive the protected template. In the verification stage, the same procedure is fol-

lowed to generate the protected template from the query fingerprint.

Matching between enrolled and query templates is performed in the transformed domain

to maintain security. We adopt the inner product based similarity measures since similarity

computation requires measuring the likelihood between the rows in the protected enrolled

template (E) to the rows in protected query templates (Q). First, we utilize Dice coefficient

to measure local similarity (Ls_dice) between each row of the enrolled and that of query

templates as utilized in [75] as defined in Eq. 5.3.

Ls_dice (i, j ) =
2E(i, :) ·Q(j, :)

||E(i, :) ||2 + ||Q(j, :) ||2
(5.3)

Further, we apply cosine similarity (Ls_cos) between each row of the enrolled and that

of query templates to compute the normalized dot product as defied in Eq. 5.4.

Ls_cos (i, j ) =
E(i, :) ·Q(j, :)√

||E(i, :) ||2
√
||Q(j, :) ||2

(5.4)

Next, we re-evaluate each element in local similarity matrix to avoid double matching.

For this purpose, we acquire those positions where the maximum scores inE(i, :), andQ(j, :)

coincides to obtain the filtered similarity matrix. Next, global similarity score is obtained

by summing up the entries in filtered matrix and dividing by a minimum of the minutiae

points in E and Q. Finally, the likelihood of the enrolled and query template being the two

fingerprints of the same subject is measured to compute the global similarity scores.
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5.2 Score level fusion

In general, there is a need for score normalization so that the match scores are transformed

into a common interval (e.g. in the interval of [0,1]). But, normalization is not required in this

work because the methods utilized in score computation generate the scores in the interval of

[0,1]. However, the proposed work can be extended to the situations where the scores from

different biometric modalities follow different distribution range or scores derived through

different matchers may have a different range instead of [0,1]. In these situations, we can

utilize the RHE normalization [166] to guarantee a meaningful score integration since it is

found to be sensitive to outliers. RHE minimizes the score-sets to be normalized because

of the fact that raw scores have richer information content than the normalized score. In

the following, we have proposed a novel mean-closure weighting (MCW) mechanism fol-

lowed by rectangular area weighting (RAW) method for optimal weight estimation. The

proposed model achieves the optimal weights for different matchers corresponding to each

of the regions present in the FMR/FNMR curve including the uncertainty region. Further,

the fused score is utilized for multimodal verification. In this work, we evaluate the scores

from protected iris and protected fingerprint biometric to explore the potential significance

of cancelable multimodal biometrics with respect to security, privacy and performance im-

provement over the unimodal biometric system.

5.2.1 Mean-closure weighting (MCW)

Let us consider, Hamming similarity and Jaccard similarity measure to be matcher 1 and

matcher 2, respectively where the scores from two matchers (sh, sj) are to be integrated.

On the basis of Fig. 5.2, we can indicate five possible regions for different scores of any

matcher. The gray color regions (i.e. R1 and R2) represents the region of confidence where

both the regions are able to classify the scores accurately. Region 3 (R3), region 4 (R4), and

region 5 (R5) falls into the uncertainty where it is very difficult to classify the match scores.

Therefore, it is necessary to assign more weights to the scores lying into the confidence

region (i.e. R1 and R2) and relatively less weights to the scores in the region of uncertainty

while evaluating the fused score. In this work, we estimate the weights on the basis of

mean-closure metric which measures the separation of scores from mean of the matcher’s
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R1 R2

R3

R4

R5

FNMRZero FMRZero

E
E

R

Jaccard similarity

Hamming similarity

Region of uncertainty

Sh Sj

Figure 5.2: Explanatory diagram for region of uncertainty present in FMR/FNMR
curve; FMRZero, FNMRZero, and EER correspond to matcher 1 i.e. Hamming
similarity

genuine and imposter distribution for different users. The ratio of these two decides whether

the user’s score is close to genuine or imposter distribution of matcher 1 or matcher 2. We

represent these notations as (i,m) for every pair of user and matcher. The mean-closure

(Mcmi ) for a of user-matcher pair (i,m) in a multibiometric system is defined as:

Mcmi =

(
µmi (gen)− sm
µmi (imp)− sm

)2

(5.5)

where, µmi (gen) and µmi (imp) represents the mean of genuine distribution and mean of im-

poster distribution, respectively. Here, sm denotes the similarity score. Further, the estimated

weight for each matcher using MC weighting is computed as follows:

wmi =
mcmi∑M
i=1mc

m
i

(5.6)

where, wmi is the weight for matcher m, and M is the number of matchers for a particular

modality. 0 ≤ wmi ≤ 1, ∀i, ∀m, and
∑M

m=1w
m
i = 1,∀i.

Here, the weights are proportional to corresponding mean-closure i.e. more accurate

matcher attains higher weights than those of less accurate matcher for user i. This user-

specific score weighting scheme deals optimal with the scores lying in the region of uncer-

tainty. Applying the weights, we achieve fused scores from different matchers of a modality.
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5.2.2 Rectangular area based weighting (RAW)

In this method, the weights are estimated based on the rectangular area containing a region

of uncertainty for the individual modalities in a multibiometric system. The rectangular area

(RA) is evaluated using Eq. 5.7.

RA = EER× (FMRzero − FNMRzero) (5.7)

where, FMRzero and FNMRzero are the points where FMR and FNMR become zero, re-

spectively as shown in Fig. 5.3.

FNMRZero FMRZero

EER

Region of uncertainity

Figure 5.3: Explanatory diagram for RA containing region of uncertainty

Assuming that the estimated weight for modality k is represented as wk, the estimated

weight for modality N in a multi-biometric system using RAW technique is computed as

follows:

wk =
1

RAk∑N
k=1

1
RAk

(5.8)

where, 0 ≤ wk ≤ 1, ∀k, ∀N . The estimated weights are applied in an inversely proportional

manner for the available scores of the modalities i.e. lower weight for the modality that

provides a larger rectangular area and vice versa.
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5.3 Verification

The verification is performed by employing a threshold (t) to fused score (Fs) as defined in

Eq. 5.9. In this way, a user’s identity can be verified to be a genuine or an imposter.

Result =

Accept; if Fs > t

Reject; otherwise
(5.9)

5.4 Experimental results and analysis

To perform successful multimodal verification, we present a number of experiments to

demonstrate the performance of our proposed score level fusion method. Subsection 5.4.1

describes the databases utilized in our work to integrate scores from different modalities.

Subsection 5.4.2 narrates the experimental settings and performance metrics to quantify the

results for each database. Furthermore, the performance of the proposed method is presented

in Subsection 5.4.3. Subsection 5.4.4 presents the baseline comparison. Also, we compare

the proposed methodology with the other approaches in order to specifically measure the

effectiveness of the proposed approach in Subsection 5.4.5. Statistical evaluation of our

approach is presented in Subsection 5.4.6.

5.4.1 Database

We evaluate the performance of our method onto three virtual databases involving iris and

fingerprint modalities. The virtual databases are created due to the underlying cost and ef-

forts related to multimodal database creation. Most of the multibiometric system proposed

in literature utilize a virtual database constructed by pairing a user from one modality with

a user from another modality. This pairing assumes that biometric traits of a user are inde-

pendent. For iris, we use the CASIA V-3-Interval [51] database maintained by the Chinese

Academy of Science and Multimedia university database (MMU1) [167]. The CASIA V-

3-Interval database contains 2639 high-quality iris images from 249 users collected in two

different sessions while MMU1 comprises of left and right iris images for 46 users. Consid-

ering left iris and right iris as different subjects, we find that there are 117 left and 121 right
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iris subjects from 348 total subjects from 249 users of CASIA V-3-Interval which contain at

least 7 samples per subject. In MMU1 database, we consider a dataset of 92 users with 5 iris

samples assuming left and right iris as a different subject. For fingerprint, we use datasets

DB1, DB2 of FVC2002 [53] database containing a total of 800 images of 100 subjects with

eight samples each.

Virtual_A: The first virtual database comprises of 100 subjects where iris images are ran-

domly selected from 121 right iris subjects of CASIA V-3 Interval and fingerprint from

FVC2002DB1 with 7 samples per subject.

Virtual_B: The second virtual database comprises of 92 subjects where iris images are se-

lected from MultiMedia university version-1 (MMU1) database [167] and fingerprint from

FVC2002DB2 [53] with 5 samples per subject.

Virtual_C: Third virtual database comprises of 100 subjects chosen from 117 left iris subjects

of CASIA V-3 Interval [51] and FVC2002DB2 [53] with 7 samples per user.

The larger context of this work is the hybrid fusion over the three described virtual mul-

timodal databases for verification. The example images of the two modalities for Virtual_A,

Virtual_B, and Virtual_C databases are shown in Fig. 5.4.

5.4.2 Experimental design

Cancelable template for iris and fingerprint are generated and are compared to derive intra-

class (i.e. genuine) scores and inter-class (i.e. imposter) scores. The match scores are

evaluated by adopting the FVC protocol as described in 4.5.2. As a result, the experiment

is performed on 100 subjects resulting into 2100 intra-class comparison and 4950 inter-class

comparisons for Virtual_A database. For Virtual_B database, 920 intra-class comparisons

and 4186 inter-class comparisons are measured to evaluate the performance. We evaluate

2100 genuine comparison and 4950 imposter comparison for Virtual_C database. First, the

match scores from iris and fingerprint from different matchers are integrated by applying the

proposed MCW method. As a result, the fused iris and fused fingerprint scores are obtained.

Next, we apply RAW method to combine these scores. Further, the performance of our

method is evaluated using the four metrics as defined in Eq. 1.1-1.4 of Chapter 1.
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Figure 5.4: First and second rows indicate sample images from CASIA V-3.0
Interval and MMU1 databases; third and fourth rows show the example images
from FVC2002DB1 and FVC2002DB2 databases, respectively

5.4.3 Performance evaluation

We evaluate EER values and ROC curves for unimodal and multimodal databases to estimate

the performance of our method. Further, the performance in term of GMR @ 0.01% FMR is

also calculated since a biometric system deployed in a security application is considered to

be efficient if it has low EER and high GMR at low FMR [168].

Virtual_A: The multimodal biometric performance of Virtual_A is evaluated utilizing the

scores obtained from CASIA V-3 Interval and FVC2002DB1. First, the performance for

individual modalities (i.e. iris and fingerprint) taking part in fusion is evaluated. Next, we

evaluate the performance for the multimodal biometric system. The ROC curve for Virtual_A

multimodal database is shown in Fig. 5.5 which demonstrate the performance for the scores
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Figure 5.5: ROC curves for Virtual_A database

obtained in the unprotected and protected domain. From Fig. 5.5, it has been observed that

the performance of the multibiometric system is better than that of a unimodal biometric

system utilizing the proposed approach for both (unprotected and protected) domains.

Virtual_B: In a similar manner, the Virtual_B database comprising MMU1 iris and

FVC2002DB1 is tested against our method. Figure 5.6 illustrates the ROC curve for the

Virtual_B database. We also demonstrate the ROC curves for individual modalities com-

prising Virtual_B. It can be noticed from Fig. 5.6 that the proposed multibiometric system

outperforms over the unimodal system for scores obtained through original and cancelable

biometric systems.

Virtual_C: In the similar way, the performance of Virtual_C database is evaluated along

with the performance for individual modalities. Figure 5.7 illustrates the performance in the

unprotected and protected domain. The reported results demonstrate the superiority for both

domains over the unimodal biometric system utilizing the proposed approach.

The evaluation carried out onto three virtual databases affirms the robustness of the pro-

posed schemes. Further, we also evaluate the performance of our method in terms of GMR @

0.01% FMR and results are reported in Table 5.1 for the three virtual databases, respectively.

The GMR @ 0.01% FMR would validate the efficacy for secure application’s perspective.

From Table 5.1, it is evident that the performance of the multibiometric system using the
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Figure 5.6: ROC curves for Virtual_B database
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Figure 5.7: ROC curves for Virtual_C database

proposed method is better that that of unimodal systems. The performance for the Virtual_B

database is higher than that of Virtual_A and Virtual_C databases since there is a relative

minimal overlap between the genuine and imposter score distributions. The extent of over-

lap is evaluated by decidability index d′, which is defined as:

d′ =
|µ1 − µ2|√

σ2
1+σ

2
2

2

(5.10)

102
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where, µ1 and µ2 represent the genuine mean and imposter mean distributions, respectively;

and the variances of the genuine and imposter score distributions are represented by σ1 and

σ2, respectively. The value of d′ should be higher if the genuine and imposter distributions

are more separable. We achieve the d′ of 2.74, 3.01, and 2.81 for Virtual_A, Virtual_B,

and Virtual_C databases, respectively. The score distributions for Virtual_A, Virtual_B, and

Virtual_C databases are shown in Fig. 5.8. From Fig. 5.8, it is evident that the proposed

fusion scheme achieves the optimal separation between genuine and imposter distributions

for these three virtual databases.

5.4.4 Baseline comparison

We have also evaluated the performance with respect to the scores obtained using original

biometric templates along with the protected template. From Fig. 5.5, Fig. 5.6 and Fig.

5.7, it is evident that the performance is degraded by 0.29%, 0.47%, and 0.26% for Vir-

tual_A, Virtual_B, and Virtual_C databases, respectively. Therefore, we can conclude that

performance degradation produced by the cancelable transformation is very low.
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Figure 5.8: Distribution curves of the fused matching scores
103



5.4. EXPERIMENTAL RESULTS AND ANALYSIS

5.4.5 Comparison with other state-of-the-art methods

To evaluate the robustness of the proposed fusion approach, we have implemented four

other well-established weighted fusion methods for comparison in addition to the relevant

density and classification based fusion techniques. These existing weighted techniques are

briefed in the following.

EER weighted (EERW): In this method [108], the weights are assigned based on the EER of

the individual matchers. EER is the value at which the FMR and FNMR hold equality. The

weight for modality k using EERW is evaluated as:

wk =
1

EERk∑N
k=1

1
EERk

where, EERk is the EER for matcher k.

d-prime weighted: The d-prime based weighting technique [108] measures the separation

between the genuine and impostor scores. Larger separation between the genuine and the

impostor scores corresponds to the better performance of a biometric system. The d-prime

metric for modality k, d′

k is defined as:

d
′

k =
µGk − µIk√
σGk

2
+ σIk

2

where, µGk and µIk are the mean for genuine and imposter distributions, respectively whereas

σGk and σIk are the standard deviations of the genuine and impostor score distributions, re-

spectively. In d-prime weighted (DPW) technique, the estimated weight of modality k is

defined as follows:

wk =
d

′

k∑N
k=1 d

′
k

Fisher’s discriminant ratio weighted (FDRW) technique: In this technique [169], the weights

of the matchers are estimated based on the separability of the genuine and impostor scores

in a multi-biometric system. The FDR of a biometric system is defined as:
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FDRk =
(µGk − µIk)

2

σGk
2

+ σIk
2

The estimated weight is proportional to the computed value of FDR i.e. a high-

performance biometric authentication system has a high value of FDR. The weight based

on FDRW technique for modality k is computed as:

wk =
FDRk∑N
k=1 FDRk

Mean-to-Extrema weighted (MEW) technique: In this technique [170], weights are estimated

using the mean of the scores distribution and its maxima i.e. the two extremes of the overlap

region. The mean-to-extrema (ME) for a matcher is computed as:

MEk =
(
MaxIk − µIk

)
+
(
µGk −MaxGk

)
For modality k, the weight using the MEW technique is computed using the equation:

wk =
MEWk∑N
k=1MEWk

It has been analyzed that DPW [108], MEW [170], and FDRW [169] techniques only

involve the scores outside the uncertainty region to estimate the weight which results the

performance sensitive to outliers. Furthermore, EER cannot be considered as weight estima-

tion factor since a matcher with a lower EER may have higher FMR than the other one. In

this work, the weights for individual matcher’s are estimated based on the rectangular over-

lap area in order to assign the less weight to the weak matcher. Hence, the performance of

the proposed method is better than that of the EERW [108], DPW [108], FDRW [169], and

MEW [170] methods.

We also implemented few relevant density-based1 and classification-based2 methods to

perform a robust comparative analysis. Table 5.1 reports the EER(%) and GMR @ 0.01%

1https://msu.edu/dingyaoh/WebpageofGUI/FusionTool.htm,
http://www.lx.it.pt/mtf/mixturecode.zip

2http://www.ti3.tu-harburg.de/rump/intlab/
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Table 5.1: Performance comparison with existing methods

Methods
EER GMR @0.01% FMR

Virtual_A Virtual_B Virtual_C Virtual_A Virtual_B Virtual_C
unprotected protected unprotected protected unprotected protected unprotected protected unprotected protected unprotected protected

Density-based methods
Nandakumar

et al. [49]
0.89 1.03 0.77 0.95 0.81 0.99 99.01 98.82 99.23 98.90 99.06 99.89

Nanni
et al. [123]

1.25 1.48 1.03 1.20 1.17 1.41 98.65 98.45 98.91 98.75 98.71 98.49

Tao
et al. [124]

0.98 1.19 1.08 1.31 0.93 1.12 98.90 98.70 98.83 98.69 98.94 98.79

Classification-based methods
Tronci

et al. [48]
1.35 1.62 0.55 0.68 1.29 1.57 98.53 98.30 99.43 99.25 98.60 98.41

Nguyen
et al. [117]

1.52 1.72 0.97 1.28 1.48 1.69 98.39 98.13 98.93 98.70 98.45 98.21

Transformation-based (weighting) methods
EERW
[108]

0.59 0.77 0.21 0.32 0.55 0.71 99.11 98.53 99.63 99.06 99.17 98.62

DPW
[108]

0.52 0.73 0.14 0.29 0.49 0.66 99.29 98.72 99.81 99.29 99.38 98.82

FDRW
[169]

0.89 0.98 0.28 0.42 0.84 0.93 98.60 98.09 99.05 98.78 98.70 98.23

MEW
[170]

0.91 1.09 0.34 0.49 0.87 1.06 98.39 97.90 98.81 98.71 98.46 98.04

Proposed
score fusion

0.49 0.69 0.09 0.17 0.45 0.61 99.59 98.89 99.97 99.64 99.69 98.93

FMR, obtained using the proposed and existing weighting (transformation) [108, 169, 170],

density based [49,123,124], and classification based [48,117] approaches. From Table 5.1, it

has been observed that the proposed multi-biometric system (i.e. cancelable iris - cancelable

fingerprint system), provides lower EER and higher GMRs @ 0.01% FMR than that of the

existing fusion techniques. Also, the best performance in terms of EER (i.e. 0.69%, 0.17%,

and 0.61%) and GMR @ 0.01% FMR (i.e. 98.89%, 99.64%, and 98.93%) are achieved using

the proposed weighting technique for the three virtual multimodal databases additionally

providing secure authentication.

5.4.6 Statistical evaluation of score fusion method

The performance of any biometric system is affected by the size of the database and im-

age comprising the database. ROC curves and verification performance are not enough to

validate the overall performance for the multibiometric system. In the literature, the sta-

tistical significance of the achieved performance is evaluated by a commonly used method

proposed in [171] which utilizes the Half Total Error Rate (HTER) and Confidence Interval

(CI). Hence, we test our method against these two parameters. HTER is computed as:

HTER =
FMR + FNMR

2
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In order to compute CI around HTER, we look for the bound σ × zα/2. Here, σ and zα/2

are defined as [171]:

σ =

√
FMR (1− FMR)

4 ·NI
+
FNMR (1− FNMR)

4 ·NG

zα/2 =


1.645 for 90% CI

1.960 for 95% CI

2.576 for 99% CI

where, NG and NI represents the total number of intra-class comparisons and the total

number of inter-class comparisons, respectively. We evaluate HTER and CI for the three

virtual databases using the FMR and FNMR. The statistical evaluation is carried out at 0.01%

FMR, and results are reported in Table 5.2. From Table 5.2, it has been observed that HTER

lies between 0.02± 0.05 with 95% confidence for all three virtual databases. This validates

the achieved performance in our method. In the runner-up DPW [108] method, the HTERs

for Virtual_A, Virtual_B, and Virtual_C database are 0.73, 0.27, and 0.69, respectively. Also,

the CI around HTER lies in between 0.02 ± 0.08 for these three virtual databases which is

inferior than the proposed method. This confirms the statistical soundness of the proposed

fusion method over the state-of-the-art.

Further, the comparative analysis shows that the proposed fusion method outperforms

over the existing weighting approaches. Also, we obtain a substantial improvement over

recognition performance through the efficient fusion of match scores from cancelable bio-

metric modalities providing secrecy over different applications. As described above, the

substantial improvement over runner-ups i.e. existing fusion methods lies in achieving (i)

Table 5.2: Confidence interval (CI) around HTER of the d-prime weighting
(DPW) and proposed fusion methods

Methods
HTER

Confidence interval (%) around HTER for
90% 95% 99% 90% 95% 99% 90% 95% 99%

Virtual_A Virtual_B Virtual_C Virtual_A Virtual_B Virtual_C
DPW [108] 0.73 0.27 0.69 0.03 0.045 0.059 0.047 0.061 0.078 0.035 0.049 0.063
Proposed
method

0.67 0.13 0.58 0.02 0.038 0.047 0.04 0.049 0.052 0.027 0.044 0.057
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minimal EER amongst all, (ii) highest GMR@ 0.01%FMR (required for security applica-

tions), (iii) no requirement of learning, (iv) deals optimally with the region of uncertainty

and weight computation utilizing all set of scores.

5.5 Security analysis

The cancelable multimodal biometric verification should satisfy the criteria of template pro-

tection as described in Section 1.3 in Chapter 1. These criteria are analyzed in the following

subsections with respect to our method.

5.5.1 Non-invertibility

In the proposed score fusion scheme, the verification is performed between the protected

stored and query templates which is shared between the database and the query user. Further,

the look-up table and random projection matrices are stored at the authentication server.

Also, there is no communication between the templates and authentication server. Hence,

the template cannot be reconstructed since there is no access to the auxiliary information.

Hence, the criterion of non-invertibility gets satisfied.

5.5.2 Revocability

The look-up table and random projection matrices along with the associated parameters can

be modified to generate different cancelable templates and stored in the database for iris and

fingerprint biometric modality. In such a way, the whole database can be again protected

with new cancelable templates. These cancelable templates for would be different enough

from each other for the same or different subjects.

5.5.3 Diversity

In this work, an alteration to look-up table or random projection matrix results to generate

many different templates. This fulfills the criterion of diversity.
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5.6 Summary

In this work, the score level fusion is performed onto the match scores obtained from cance-

lable biometric templates. The proposed two-level fusion method applies MCW and RAW at

the first and second level, respectively. RAW utilizes the rectangular area containing region

of uncertainty for each modality while MCW computes the optimal score for each matcher to

be fused. The weighting techniques incur the minimal computational complexity without the

need of any learning. Experimental evaluations vindicate that the proposed two-level can-

celable multibiometric fusion method attains better performance compared to the cancelable

unimodal biometric systems in terms of EER, d′, and GMR for the three virtual databases.

Further, the comparative analysis shows that the proposed fusion method outperforms over

the existing weighting approaches. Also, we obtain a substantial improvement over recog-

nition performance through the efficient fusion of match scores from cancelable biometric

modalities providing secrecy over different applications.
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Chapter 6

Hybrid fusion scheme for cancelable

multi-biometric verification

Among the five different fusion levels, score level fusion is favored owing to the factors such

as ease of fusion, and freedom to choose any feature extraction and matching algorithms

[172]. Despite many benefits, many commercial firms provide access only on the basis of the

final decision or recognition output. Further, if the involved matchers are non-homogeneous

or do not have the same scale, score level fusion becomes a challenging task. Hence, we have

chosen score level as well as decision level fusion which would overcome the limitations of

the score as well as decision fusion if a combination of both fusion mechanism is employed.

To the best of our knowledge, our method is the first to incorporate the hybrid fusion

for protected multimodal verification utilizing MCW based score level and DS theory-based

decision fusion. The workflow diagram of the proposed hybrid fusion framework for cance-

lable multimodal biometric verification is shown in Fig. 6.1. The block diagram comprises

three major blocks i.e. score computation, hybrid fusion, and verification. Score computation

evaluates score from the different matchers applied on the protected iris and protected finger-

print templates. Hybrid fusion module includes score level followed by decision level fusion

schemes. Score fusion is carried out using MCW to combine different matchers correspond-

ing to each biometric modality whereas decision fusion integrates the decision outcome of

individual modality using Dempster-Shafer (DS) theory of evidence. The organization of

the remaining chapter is as follows. The preliminaries of DS theory are presented in Section

6.1. Section 6.2 briefly describes the match score computation from the protected modalities.
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Figure 6.1: Block diagram of the proposed hybrid fusion framework

The hybrid fusion involving score and decision level fusion methods is presented in Section

6.3. Section 6.4 narrates the verification procedure to classify user either a genuine or an

imposter. Experimental evaluations are presented in Section 6.5, and Section 6.6 discusses

the security analysis. Section 6.7 summarizes the chapter.

6.1 Preliminaries on Dempster-Shafer theory

In Bayesian theory, the probabilities are assigned to each individual proposition form a set

of mutually exclusive propositions. Alternatively, DS theory assigns masses to each combi-

nation of events. Unlike DS theory, the probability theory is unable to discriminate between

ignorance and uncertainty due to sketchy information. Fundamentally, the Bayesian theory

departs DS theory in the aspect of handling ignorance. DS theory does not assign belief to

ignorance or to a falsified hypothesis. The mass is assigned particularly to the subsets for

which we seek to assign belief. This implies neither belief nor disbelief for the evidence to a

certain value. Hence we have utilized DS theory in our work.

Consider, θ be a finite set of all possible hypotheses known as a frame of discernment.

The power set 2θ contains all subsets of θ including a null set (φ) and itself. Each subset in

the power set is referred as a focal element and assigned a value in between [0, 1] on the basis

of their evidence. A value of 1 corresponds to total belief and 0 for no belief. In general,
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the assigned value is named as basic belief assignment (BBA). In DS theory [168], BBA is

assigned to each subset i.e. hypothesis also called as the mass of the individual proposition,

m : 2θ → [0, 1] . (6.1)

If θ = {A,B} then 2θ = {∅, A,B, θ}. The mass function fulfills the following criteria:

∑
ai∈2θ

m (Ai) = 1, m (∅) = 0 (6.2)

where ∅ represents the empty set. The measure of belief is defined by the function

bel : 2θ → [0, 1],

bel (A) =
∑

B⊆A,B 6=∅

m (B) . (6.3)

The bel can also be formally defined as:

belθ,<Y,t [EY,t] (w0 ∈ A) = x (6.4)

This means the degree of belief x for the classifier Y at time t when w0 ∈ A. Here, EY,t rep-

resents the evidential information known to classifier Y at time t. For ease in representation,

we use bel(A) instead of belθ,<Y,t [EY,t] (w0 ∈ A). Next, plausibility (pl) is measured as:

pl : 2θ → [0, 1] , pl (A) = 1− bel(¬A) =
∑

B∩A 6=∅

m (B) (6.5)

If θ defines the set of all possible hypotheses, then the level of uncertainty is denoted by

m (θ). In a hypothesis, beliefs and disbeliefs may not sum to 1 and may attain 0 value. A

value of 0 signifies no evidence present for the hypothesis. The DS theory based aggregation

involves the following steps:

• The measure of belief is evaluated based on the facts from the different sources of

information. As compared to Bayesian theory, the masses are not distributed among

classes.
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• Dempster rule of combination is applied to aggregate belief measure obtained from the

available information and facts.

For different sources of information, (1, 2, · · · , N), Dempster’s rule of combination is

described in Eq. 6.6:

m1,2,··· ,N (A) =

∑
Bi∩···∩Bk=Am1 (Bi) · · · · ·mN (Bk)

1−K
(6.6)

where A,B1, . . . , BN ⊆ θ, and

K =
∑

Bi∩···∩Bk=∅

m1 (Bi) ·m2 (Bj) . . .mN (Bk) (6.7)

where K denotes the conflict present between evidences; 1-K is the normalization factor.

6.1.1 Updation of masses

In a majority of the scenarios, mass updation is required if any new evidence or belief is

encountered. Suppose, E ⊂ θ and Ed be the evidence not present in E. If this new evidence

provides the exact value of Ed, then bel(A) is updated based on the following condition rule:

bel[Ed](A) = bel(A ∪ ¬E)− bel(¬E) (6.8)

After the computation of the masses, the classification is performed onto the training set.

One of the aggregation rules is applied to evaluate total conflicting mass. Next, the winner-

take-all assignment is utilized to compute A(k), which is defined in Eq. 6.9:

m (Ak) = maxAjm (Aj) , j = 1, . . .M + 1 (6.9)

where M + 1 represents is the total number of classes including the class of rejection and

AM+1 = θ.
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6.2 Match score computation

Match score computation requires the matching between cancelable stored and cancelable

query template for iris and fingerprint biometric traits. To derive cancelable templates, we

apply the similar methodology as proposed in chapter 3 and chapter 4, respectively. We

have evaluated Hamming and Jaccard similarity from cancelable iris biometric as described

in Section 5.1.1 of Chapter 5. For cancelable fingerprint biometric, we have computed Dice

and Cosine similarity measure as presented in Section 5.1.2 of Chapter 5.

6.3 Hybrid score and decision level fusion

After match scores evaluation, it is required to normalize the match scores into a common

interval (e.g., in the interval of [0,1]). Here, the normalization is not needed as different

matchers already generate the scores in the interval of [0,1]. Hybrid fusion scheme com-

prises of two techniques: MCW-based score fusion to integrate match scores from different

matchers corresponding to individual biometric modality; DS-theory based decision fusion

to integrate combined match scores from different modality. These techniques are presented

in the following.

6.3.1 Mean-closure weighting (MCW)

In this work, score fusion is carried out on the basis of mean-closure (MC) metric to measure

the separation of scores from the mean of the matcher’s genuine and imposter distribution.

MCW based score fusion technique has been described in Section 5.2.1 of Chapter 5.

6.3.2 Fusion using DS-theory of evidence

In the proposed fusion framework, DS theory [127,128] is applied to combine the matcher’s

decision of individual biometric modalities. For each input image, the matchers assign either

a label accept i.e., 1 to the hypothesis i, i ∈ θ or not accept i.e., 0. Hence, there are two focal

elements for each matcher i and ¬i = θ − i, where i is for confirming the hypothesis and ¬i

is for not accepting a particular hypothesis for mass assignment as shown in Table 6.1. We
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Table 6.1: Basic belief assignment function

Matchers
Basic belief assignments (BBA)

Class: Accept
(Gen)

Class: Not accept
(Imp)

Matcher 1 m1(Gen) m1(Imp)

Matcher 2 m2(Gen) m2(Imp)

compute the corresponding predictive rates for every matcher, which are then used to assign

their BBA. The predictive rate of a matcher Pk for an output class k is the ratio of the number

of users classified correctly to the total number of users classified as class k.

After applying the MCW method to combine score from the different matchers for a

particular modality, we utilize DS theory of evidence to integrate the scores from different

modality to obtain the overall score/decision. For this purpose, we evaluate decision induced

scores from the fused score and apply DS theory framework to obtain a final decision output.

In the proposed method, when the jth matcher classifies the result k ∈ (c+ 1) for the match

score Sj , it is denoted that for all instances the likelihood of k being the correct class is Pk,

and the likelihood of k not being the actual class is (1-Pk). The induced score/decision output

is computed by multiplying Pkj with the respective match score Sj for the jthmatcher. This

score is then utilized as basic belief assignment or mass mj(k) as defined in Eq. 6.10:

mj (k) = Pkj · Sj (6.10)

where j= 1 or 2 corresponds to the two matchers; one for the output achieved through in-

tegrating two different matchers for protected iris modality and other for the output obtained

by integrating both matchers for protected fingerprint templates. In a similar way, mj (¬k);

with m (θ) = 1 indicates the measure of disbelief. After the evaluation of induced score, the

mass of each evidence or classifier is combined iteratively as described in Eq. 6.11:

mfinal = m1 ⊕m2 ⊕m3 ⊕m4 (6.11)

where,⊕ represents the Dempster rule of combination (see Eq. 6.6). Here, we need not have

to deal with the computation cost associated with DS theory [128] since verification involves

only two classes (accept, reject).
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6.4 Verification

The utmost verification decision for a user to be genuine/imposter is attained by employing

a threshold (t) to mfinal as defined in Eq. 6.12. The verification procedure has already been

narrated in Section 5.3.

Result =

Accept; if mfinal > t

Reject; otherwise
(6.12)

6.5 Experimental results and analysis

To perform successful multimodal verification, we present a number of experiments to

demonstrate the performance of our proposed hybrid fusion framework encompassing score

and decision level fusion. Subsection 6.5.1 describes the databases utilized in our work for

experimentation. Subsection 6.5.2 narrates the experimental settings and performance met-

rics to quantify the results for each database. The performance of the proposed method is

evaluated in Subsection 6.5.3. Subsection 6.5.4 presents baseline comparison to compare the

performance of the method under the protected and unprotected scenario. Subsection 6.5.5

validates the achieved performance statistically. Next, we compare the proposed methodol-

ogy with the other approaches in order to specifically measure the effectiveness and robust-

ness of the proposed approach in Subsection 6.5.6.

6.5.1 Database

The performance of the proposed hybrid fusion is evaluated on the three virtual databases.

The description of the three databases (i.e. Virtual_A, Virtual_B, and Virtual_C) has already

been given in Section 5.4.1.

6.5.2 Experimental design

After generation of the protected template for iris and fingerprint, enrolled and query tem-

plates are compared to derive intra-class (i.e., genuine) scores and inter-class (i.e., imposter)
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scores. We adopt the FVC protocol to obtain the match scores as described in Section 4.5.2.

First, the match scores from iris and fingerprint from different matchers are integrated by

applying the proposed MCW method. As a result, the fused iris and fused fingerprint scores

are obtained. Next, we evaluate induced score (decision output) from the computed match

scores. Finally, we apply the DS theory of evidence to combined induced scores. The final

decision output is compared with a predefined threshold to verify the user’s identity. Fur-

ther, the performance of our method is evaluated using the four performance metrics FMR,

FNMR, EER, and GMR as defined in Eq. 1.1-1.4 in Chapter 1.

6.5.3 Performance evaluation

After the generation of the protected templates for iris and fingerprint, stored protected and

query protected template are compared with each other to calculate match scores. Next,

MCW and DS theory have been applied for score and decision level fusion, respectively. To

carry out the experimental evaluation, we perform training onto one set of each database. For

each experiment, half of the total subjects are considered to train fusion retaining another half

to test the performance of the proposed fusion framework if new evidence is encountered. For

each experiment, the training set is required first to find the parameters for decision fusion.

In decision-level fusion, the parameters refer to the masses of the respective hypothesis. The

masses have been computed for each induced score/decision output from different modality.

These computed masses are combined using Eq. 6.6. Final verification decision is obtained

by comparing the fused decision/score with a pre-defined threshold (see Eq. 6.12). We

evaluate EER values and ROC curves for unimodal and multimodal databases. Further, the

performance in term of GMR @ 0.01% FMR is computed since a biometric system deployed

in a security application is considered to be efficient if it has low EER and high GMR at low

FMR [168].

The multimodal biometric performance of Virtual_A is evaluated utilizing the scores

obtained from CASIA V-3 Interval and FVC2002DB1. First, the performance for individual

modalities (i.e., iris and fingerprint) taking part in fusion is evaluated. Next, we evaluate

the performance of the multimodal biometric system. The ROC curve for the Virtual_A

multimodal database is shown in Fig. 6.2 which demonstrate the performance for the scores

obtained in the unprotected and protected domain. From Fig. 6.2, it has been observed that
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Virtual_A EER=0.55
FVC2002DB1 EER=1.63
CASIA V−3 Interval (right iris) EER=0.84

Virtual_A EER=0.37
FVC2002DB1 EER=1.39
CASIA V−3 Interval (right iris) EER=0.78

Figure 6.2: ROC curves for Virtual_A database
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Virtual_B EER=0.05
MMU1 EER= 0.42
FVC2002DB2 EER=0.89

Virtual_B EER=0.13
FVC2002DB2 EER=0.98
MMU1 EER= 0.47

Figure 6.3: ROC curves for Virtual_B database

the performance of the multibiometric system is better than that of a unimodal biometric

system utilizing the proposed approach for both domains.

In a similar manner, the Virtual_B database comprising MMU1 iris and FVC2002DB1 is

tested against our method. Figure 6.3 illustrates the ROC curve for the Virtual_B database.

We also demonstrate the ROC curves for individual modalities comprising Virtual_B which

clearly shows the superior performance for both of the scenarios.
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Virtual_C EER=0.36
CASIA V−3 Interval (Left iris) EER=0.73
FVC2002DB2 EER=0.89
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Virtual_C EER=0.50
CASIA V−3 Interval (Left iris) EER=0.81
FVC2002DB2 EER=0.98

Figure 6.4: ROC curves for Virtual_C database

Further, the performance for the Virtual_C database comprising CASIA V-3 Interval iris

and FVC2002DB2 is evaluated. The ROC curves for individual modality along with unpro-

tected multimodal is shown in Fig. 6.4. It can be noticed from Fig. 6.4 that the proposed

multibiometric system achieves better performance over the unimodal and unprotected multi-

biometric system for decisions obtained through original and cancelable biometric systems.

In the proposed method, the performance is degraded by 0.32%, 0.60%, and 0.28% for

Virtual_A, Virtual_B, and Virtual_C datasets, respectively under protected scenario as ev-

ident from the Fig. 6.2, Fig. 6.3, and Fig. 6.4. Therefore, we conclude that performance

degradation produced by the cancelable transformation is very low. Further, we also evaluate

the performance of our method in terms of GMR @ 0.01% FMR and results are reported in

Table 6.3 for Virtual_A, Virtual_B, and Virtual_C databases, respectively. From Table 6.3,

it is evident that the performance of the multibiometric system using the proposed method is

better than that of other existing fusion schemes. The performance for the Virtual_B database

is higher than that of Virtual_A and Virtual_C since there is a relative minimal overlap be-

tween the genuine and imposter score distributions. The extent of overlap is evaluated by

decidability index d′, which is defined as:

d′ =
|µ1 − µ2|√

σ2
1+σ

2
2

2

(6.13)
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Figure 6.5: Distribution curves of the fused matching scores

where, µ1 and µ2 represent the genuine mean and imposter mean distributions, respectively;

and the variances of the genuine and imposter score distributions are represented by σ1 and

σ2, respectively. The value of d′ should be higher if the genuine and imposter distributions

are more separable. We achieve approximately equal values of d′ for Virtual_A, Virtual_B,

and Virtual_C databases. The score distributions for all three virtual databases are shown in

Fig. 6.5. From Fig. 6.5, it is evident that the proposed fusion scheme achieves the optimal

separation between genuine and imposter distribution for both the virtual databases.

6.5.4 Baseline comparison

Baseline comparison refers the comparison of verification performance between the pro-

tected multimodal and unprotected multimodal biometric system. In this work, we evaluate

the performance obtained by combined scores from different modalities (fused iris and fused

fingerprint) and final decision output under protected and unprotected scenarios. Further,
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we compare the performance of the proposed hybrid fusion framework with respect to the

above-mentioned verification systems. Figure 6.6 represents the performance achieved in

different scenarios for Virtual_A, Virtual_B, and Virtual_C databases. Each of the figure

comprise of (i) performances obtained by applying MCW over match scores from different

matchers corresponding iris i.e. Score fusion [Protected iris], Score fusion [unprotected iris],

Score fusion [Protected fingerprint], Score fusion [unprotected fingerprint], (ii) Hybrid fu-

sion applied over iris and fingerprint modalities i.e. Hybrid fusion [Protected] and Hybrid

fusion [Unprotected].

Figure 6.6 illustrates that hybrid fusion framework obtains 0.37 and 0.55 of EER under

unprotected and protected scenario, which is superior in comparison to fused iris unprotected

(0.59), fused fingerprint unprotected (1.10), fused iris protected (0.67), and fused finger-

print protected (1.23) for the Virtual_A databases. For the Virtual_B database, the proposed

method achieves an EER of 0.05 and 0.13 under unprotected and protected scenario which

performs better than the results obtained in fused iris unprotected (0.23), fused fingerprint

unprotected (0.69), fused iris protected (0.31), and fused protected protected (0.77) verifi-

cation systems. Similarly, we obtain superior results for Virtual_C database also. Hence, it

has been confirmed that hybrid fusion framework outperforms over individual score fusion

systems for all three databases.

6.5.5 Statistical evaluation of hybrid fusion method

The statistical evaluation of the proposed fusion scheme is affected by database size and the

image quality of the database. Hence, it would not be sufficient to rely upon only ROC curves

and EER. In our work, we have evaluated our method using the statistical test introduced by

Bengio et al. [171] which utilizes half total error rate (HTER) and confidence interval (CI).

The details of this statistical test has already been described in Section 5.4.6.

As per the statistical test, we evaluate HTER and CI for these three databases using

the FMR and FNMR. The statistical evaluation is carried out at 0.01% FMR, and results

are reported in Table 6.2. From Table 6.2, it has been observed that HTER lies between

0.02 ± 0.05 with 95% confidence for the three chimerical databases which validates the

achieved performance from our method.
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Table 6.2: Confidence interval around HTER of the proposed hybrid fusion

Database HTER (%)
Confidence Interval (%)

around HTER for
90% 95% 99%

Virtual_A 0.54 0.02 0.033 0.043
Virtual_B 0.14 0.04 0.039 0.048
Virtual_C 0.52 0.03 0.042 0.050

6.5.6 Comparison with other state-of-the-art methods

To validate the performance of our method, we compare our proposed hybrid fusion scheme

with other recent methodologies in literature. Besides hybrid fusion methods [143, 145], we

include few other recent state-of-the-art fusion approaches based on score level [117, 120,

121, 147, 173] and decision level fusion [95, 122]. As described in performance evaluation,
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Figure 6.6: Baseline comparison for three databases
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it can be observed that the proposed method performs optimally than the other approaches

with respect to EER (see Figure 6.2-6.4). The superior performance is due to the extent of

overlap (d′) i.e. separability between the genuine and imposter distributions, as shown in

Fig. 6.5. This also proves that the proposed method is less sensitive to the outliers since the

separability between distributions is significantly higher than the existing methods.

First, the proposed hybrid fusion method is compared with other existing hybrid deci-

sion fusion schemes proposed in [143, 145]. In case of Virtual_A database, the technique

proposed in [145] performs better than the proposed method, but it involves complex eval-

uation for global error optimization using PSO. The decision fusion methods involve AND

rule and OR rule-based fusion proposed by Kelkboom et al. [95] and Bayesian classifier

fusion proposed by Sadhya et al. [122]. Table 6.3 reports the EER and GMR @ 0.01%

FMR, obtained using the proposed and existing weighting techniques. From the reported

results in Table 6.3, it has been observed that the performance of AND rule and OR rule

combination methods gets degraded in case the individual classifiers does not perform well.

Hence, these two methods are rarely recommended in practice. Additionally, it can be ana-

lyzed from Table 6.3 that the proposed hybrid fusion outperforms the individual score level

methods [117, 120, 121, 147, 173]. The proposed hybrid multi-biometric system (i.e., cance-

lable iris - cancelable fingerprint system), provides lower EER and higher GMRs @ 0.01%

FMR than a majority of the existing techniques. Also, the best performance in terms of EER

(i.e. 0.55, 0.13 and 0.50) and GMR @ 0.01% FMR (i.e. 99.29%, 99.70% and 99.33%)

are achieved using the proposed method for the three virtual multimodal databases. Also, it

is confirmed that the performance is enhanced by (48%,66%), (72%,86%), and (49%,38%)

over unimodal cancelable systems for Virtual_A (iris, fingerprint), Virtual_B (iris, finger-

print), and Virtual_C (iris, fingerprint) databases, respectively.

6.6 Security analysis

In this section, we present a general security model with all the components to perform

exhaustive security analysis for our method and discuss the three major requirements needed

for template protection as described in Section 1. For reader’s clarity, we also describe

each assumption taken into account for the entities associated with the verification procedure

124



CHAPTER 6. HYBRID FUSION SCHEME FOR CANCELABLE MULTI-BIOMETRIC VERIFICATION

Table 6.3: Performance comparison with existing fusion methods

Methods
Performance ( EER,GMR @0.01%)

Virtual_A Virtual_B Virtual_C

unprotected protected unprotected protected unprotected protected

Score level fusion methods

Dwivedi et al. [173] 0.49, 99.59 0.69,98.89 0.09, 99.97 0.17, 99.64 0.45, 99.49 0.61, 99.25

Kabir et al. [147] 0.47, 99.44 0.62, 98.73 0.11, 99.80 0.17, 99.59 0.59, 99.12 0.71, 98.50

Nguyen et al. [117] 0.84, 98.81 1.12, 98.63 0.37, 99.49 0.45, 99.29 0.62, 99.28 0.79, 98.97

Kumar et al. [120] 0.69, 99.18 0.78, 98.91 0.29, 99.58 0.41, 99.34 0.65, 99.30 0.83, 98.81

Mezai et al. [121] 0.95, 98.85 1.19, 98.71 0.87, 98.99 1.10, 98.79 0.73, 99.18 0.89, 99.09

Decision level fusion methods

Kelkboom et al. [95]

[AND rule]
1.52, 98.39 1.72, 98.13 0.97, 98.93 1.28, 98.70 0.78, 99.10 0.95, 98.91

Kelkboom et al. [95]

[OR rule]
1.41, 98.51 1.62, 98.32 0.81, 99.02 1.04, 98.83 0.69, 99.21 0.85, 99.01

Sadhya et al. [122] 1.01, 98.87 1.23, 98.70 0.55, 99.35 0.64, 99.23 0. 53, 99.38 0.67, 99.19

Hybrid fusion methods

Grover et al. [145] 0.34, 99.55 0.52, 99.39 0.09, 99.90 0.15, 99.81 0.42, 99.36 0.60, 99.27

Tao et al. [143] 0.52, 99.32 0.68, 99.07 0.19, 99.76 0.27, 99.61 0.51, 99.41 0.68, 99.24

Proposed fusion 0.37, 99.64 0.55, 99.29 0.05, 99.98 0.13, 99.70 0.36, 99.55 0.50, 99.33

providing a more general perspective of how the multimodal fusion framework deals with

different threats or privacy invasion attempts. An explanatory diagram (see Fig. 6.7 (left))

illustrates the verification procedure adopted for an unprotected scenario for two entities:

Client: The client performs data acquisition, feature extraction, and represents the features

in the form of verifiable templates. Next, it computes the similarity score between the query

and stored template. Finally, user’s identity is verified based on a predefined threshold.

Server: The server maintains the true biometric template for each user present in the database

and shares these templates with the client for verification. To strengthen the privacy of a user,

the server must send client’s biometric data without pulling any other information and protect

the biometric information stored in the database simultaneously.

In contrast, a different security model is utilized for verifying protected biometric tem-

plate is shown in Fig. 6.7 (right). In the protected scenario, all the biometric information

which is either stored or communicated between client and server are transformed (i.e., pro-

tected). Hence, the mentioned entities play the following roles:

Client: The client first acquires the data and extracts the features. Next, it applies a cance-
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Figure 6.7: Unprotected vs. protected biometric verification

lable transformation to derive protected biometric templates and stores it onto DB server.

DB server: It contains the database consisting of only protected templates and shares these

templates with the client for verification.

Authentication server: It comprises the user-specific key and comparator. Also, it computes

the final verification decision by comparing stored and query template.

The following assumptions are taken into account to perform secure authentication in a

multi-biometric framework:

• An imposter may get access to any one of the server but the DB server and authentica-

tion server would not intrigue.

• The client does not know the user-specific key hence it can neither extract the original

template from the protected one nor the similarity score obtained through protected

modalities assuming that the client serves honestly. As a result, there is no invasion

possible of biometric information in the communication link.

• Similarly, the authentication server would not be allowed to access either the original

template or stored protected template avoiding any trace for instigating biometric data.

Also, it is assumed that all involved entities adopt the protocol and thus the score

evaluated by the clients are correct.

Based on the security model illustrated in Fig. 6.8, the privacy-preserving authentication

in a multi-biometric fusion framework should exhibit the following requirements:
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1. The client alone should have access to the original biometric template,

2. Only the protected template should be stored in the DB server. Hence,it can never be

visible to any other entity,

3. The match score/ decision output cannot be transmitted as it may be utilized to launch

inversion/ hill climbing attacks.

To ensure the privacy protection, the authentication system should fulfill the three re-

quirements, i.e. non-invertibility, diversity, and revocability as described in Section 1.3. We

will investigate these three criteria in the following subsections.

6.6.1 Non-invertibility

In our multimodal biometric fusion framework, only the protected template is

shared/communicated between DB server and client to compute the match scores/decision

outputs. Moreover, only the user-specific key is known to the authentication server. The au-

thentication server can never get access to the stored and query protected template. Further,

the client is not allowed to send any information to the extracted original template. Hence,

it would be impossible for the client or any of the servers to trace any information related to
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template information since decisional composite residuosity in an NP-hard problem. There-

fore, we can conclude that our approach meets the requirement of non-invertibility based on

the ISO/IEC 24745 standard [174].

6.6.2 Revocability

To ensure potent revocability, the user-specific key can be altered to derive a new protected

template and stored in the DB server. This way, the whole database could be re-secured with

retransformed templates. This would avoid the impersonation of different users. These trans-

formed templates for same or different subjects would be uncorrelated from each other. No

information could be retrieved from these uncorrelated templates since the scores/decision

outputs from different modalities are computed in the protected domain.

In the proposed scheme, only the server is allowed to access the protected scores/ decision

outputs from different modalities. Hence, inversion attack and Hill-climbing attacks [175]

are impossible to launch for an attacker, since he would not get the desired feedback to

reconstruct the original template.

6.6.3 Diversity

In our approach, either a look-up table or random projection matrix or both of these can

be altered to derive the numerous protected template corresponding to an instance of any

subject. This ensures the criteria of diversity.

6.7 Summary

In this chapter, we have proposed a novel hybrid fusion scheme for protected multi-biometric

template verification based on score and decision level combination. Fusion at decision level

is performed using DS theory of evidence and MCW weighting is employed to combine

scores from different matchers corresponding to each modality. MCW weighting does not

involve any learning incurring minimal computation complexity, and DS theory exhibit a sig-

nification performance improvement thereby avoiding the uncertainty present in the matchers

making ie efficiently applicable in military and government’s security applications. Fusing
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the output of different matchers at the score or decision level allows the freedom to choose

and evaluate any feature extraction or matching algorithm. In our method, score normaliza-

tion is not required at any stage since the utilized matchers provide the scores already in the

range [0,1]. In theory, the experimental evaluation carried out over three virtual databases

depicts that the proposed fusion method will always outperform over the unibiometric au-

thentication, and in practice, it also attain performance improvement better than the existing

hybrid fusion and other conventional fusion schemes for multibiometric verification. Also,

the performance evaluation showed that verification could be carried out in the transformed

domain with no degradation. Further, the security analysis of our work ensures that our

approach fulfills the desired characteristics of non-invertibility, revocability, and diversity

thereby preserving the recognition accuracy.
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Chapter 7

Conclusions and future research

directions

The main objective of our research is to explore efficient cancelable template generation

schemes for iris and fingerprint traits with their utilization for multibiometric verification.

The outcomes of our research are discussed in Chapter 3 to 6 in this thesis. In this chapter,

we summarize some salient features of our research contributions. This research enlightens

over invariant feature extraction, cancelable template generation mechanism, and multimodal

biometric verification using cancelable iris and fingerprint templates. We also manifest over

the performance of the introduced methods and their strength in terms of security and sus-

tainability to different attacks. Finally, we give some future research directions in our area

of research.

7.1 Invariant feature extraction mechanism

In cancelable biometric systems, an important aspect is computation of invariant features.

These features are extracted in such a way that it reduces the rotation, scale, and translation

deformations present at the time of acquisition. At the same time, the feature extraction

mechanism should retrieve a significant amount of information to produce best verification

performance. In the following, we summarize how we have achieved this objective with

respect to iris and fingerprint biometric information.

Majority of the iris template protection techniques consider the IrisCode generation from

iris texture pattern [50, 65, 66]. Among these feature encoding techniques, Ma et al. [66]
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outperform other existing techniques. However, we have utilized 1-D log Gabor filter [50]

due to the low computation cost in comparison to other existing techniques. Further, it also

provides translation and scale invariant features. For rotation-invariance, we perform 8-bit

left and right rotation on IrisCodes. The IrisCode with minimum Hamming distance with the

reference is selected as rotation-invariant IrisCode.

From our study of existing literature [35, 42, 43, 176], we have observed that various fin-

gerprint template protection schemes incorporate core/singular points for registration. How-

ever, the detection of underlying information is not feasible due to partial or poor-quality

fingerprints images. Hence, we have proposed ridge features with reference to a ridge-based

coordinate system where the orientation of the reference minutiae coincides/overlaps with

the reference axis. This alleviates the acquisition associated deformations described above.

In our cancelable multibiometric verification schemes, the match scores corresponding to

cancelable iris and cancelable fingerprint templates are utilized. These templates are derived

by utilizing rotation-invariant IrisCodes and ridge features.

The summary of iris, fingerprint, and multimodal biometric feature representation is pro-

vided in Table 7.1.

Table 7.1: Feature representation of different template protection approaches

Cancelable
biometric

Features Invariant characteristic

Iris 1-D log Gabor filter
Scale

Normalization
of iris images

Translation Iris localization

Rotation
8-bit left, 8 bit right
rotation of IrisCodes

Fingerprint
Ridge features

Ridge count, mean ridge orientation

Scale
and

translation

Ridge features
[Ridge count, and

mean ridge orientation]

Rotation
Ridge-based coordinate

system

Multimodal
score fusion

Match score from cancelable iris,
cancelable fingerprint biometric

Scores from
invariant features

Invariant features from
cancelable iris

and cancelable fingerprint

Multimodal
hybrid fusion

Match score from cancelable iris,
cancelable fingerprint biometric

Scores from
invariant features

Invariant features from
cancelable iris

and cancelable fingerprint
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7.2 Cancelable template generation schemes

Secure template generation is another important concern in protected biometric verification

system. It may be noted that utilization of user-specific key alongwith the associated param-

eters immensely influences the recognition performance. Here, we summarize our investi-

gation to achieve template protection for iris and fingerprint, and multimodal biometric trait.

Most of the existing iris template protection techniques employ different kind of transfor-

mation on iris codes such as logical operations [54], bit distortion based on a user-specific

key [55, 59, 61], and hashing mechanisms [62]. Nevertheless, these methods directly exploit

iris codes to user-specific keys yielding them prone to privacy invasion. On the contrary, we

have derived consistent bits by aligning different rotation-invariant IrisCodes and created a

decimal vector by dividing consistent bit vector. Next, a lookup table is maintained for map-

ping decimal vector entries in a random way. The check bits are selected from the mapped

entries to derive the cancelable iris template. This proposed protection scheme serves the

purpose of securing IrisCodes since there is no relationship between check bits and decimal

vector, and, purpose of performance improvement due to the usage of consistent bit vector.

From the current literature, we observe that few of the fingerprint template protection

approaches [43,78] follow fixed-radius transformation. These approaches may cause perfor-

mance degradation if the minutiae points are at the edge of the radius. Owing to noise or

local distortion, these minutiae could be considered inside the radius for the first sample and

outside the radius for the second sample for the same fingerprint. Further, the approaches

proposed in [76, 78] applied a transformation considering a threshold onto the number of

minutiae points to derive the protected template. Certain methods [72, 74] directly use the

position and direction information of minutiae points to derive a protected fingerprint tem-

plate. However, selection of invariant features from the minutiae points results in significant

performance improvement over the original minutiae information. Further, BioHashing and

its variants [26–28, 177] are proved to be impractical if the unique seed is compromised and

the approaches introduced in [22,25,77] require a large number of computations. In contrast,

we have proposed cancelable fingerprint template generation method based on ridge features

and random projection-based transformation. The applied random projection follows a Gaus-

sian independent and identical distribution (i.i.d.) with mean equal to zero thereby securing
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the original ridge features. To conclude, the ridge-based feature extraction mechanism and

random projection operation addresses the limitations of the existing approaches and outper-

form state-of-the-art.

7.3 Cancelable multimodal biometric verification

Generally, three possible level of fusion i.e., feature, score, and decision are used in multi-

modal biometric verification system. Most of the feature level multimodal protection ap-

proaches [98, 99, 104, 106, 178, 179] involve concatenation, random projection, or trans-

formation based on a user-specific key for privacy protection. The approaches proposed

in [98, 99, 104, 106, 178, 179] lead to a minor performance improvement over the unimodal

biometric system. Moreover, if a protected multi-biometric template gets compromised,

there is no possibility to prevent the loss of original biometric information. Owing to ease

in fusion, score level fusion is the most favored integration technology in literature. Ex-

isting work on score fusion utilize three categories of schemes i.e. transformation, classi-

fication, and density-based fusion. An insufficient number of training samples and com-

plex density estimation are the two critical issues in classification-based [47, 48, 118], and

density-based approaches [49, 123, 125], respectively. Exisitng transformation-based meth-

ods [107–112,115,126,180] do not involve any training except the appropriate normalization

and computation of combination weights. Further, they require exhaustive empirical evalua-

tion. Among the three categories described above, we adopt the transformation-based fusion

to mitigate the limitations of the previous score level fusion approaches and try to improve

the overall accuracy. Also, traditional score fusion methodologies have not considered the

scores from cancelable biometric template yet. Here, we combine match scores from the

protected modalities to achieve performance improvement and secure authentication. Ear-

lier, we have proposed the techniques to derive cancelable iris and cancelable fingerprint

templates. Therefore, we integrate the scores obtained from multiple matchers applied on

cancelable iris and cancelable fingerprint templates in this work. However, the proposed

fusion framework could be extended to other biometric traits also. To the best of our knowl-

edge, our method is the first to incorporate the two-level fusion utilizing novel mean closure

weighting (MCW) and rectangular area weighting (RAW) method to estimate weights for the

protected modalities. MCW decides whether the user’s score is closer to genuine or imposter
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distribution for any matcher. This user-specific score weighting scheme performs better for

the scores lying in the region of uncertainty by assigning more weight to the scores lying

into the confidence region and vice-versa. Next, we apply a novel rectangular area weight-

ing (RAW) method to evaluate the fused scores, where the weights are estimated based on

the rectangular area containing the region of uncertainty for the individual modalities. To

conclude, we can state that the proposed fusion scheme outperforms the existing transforma-

tion, density, and classification-based methods and provides a secure authentication utilizing

multiple biometric modalities.

Despite many benefits, many commercial firms provide access only on the basis of the

final decision or recognition output. Further, if the involved matchers are non-homogeneous

or do not have the same scale, score level fusion becomes a challenging task. Hence, we have

chosen score level as well as decision level fusion which would overcome the limitations of

the score as well as decision fusion if a combination of both fusion mechanisms is employed.

Previously, we have introduced a two-level score fusion scheme which utilizes MCW and

RAW techniques. However, the limitations of our earlier work lie in the aspect of perfor-

mance and security. Moreover, the prior work does not perform well if non-homogeneous

matchers are present for different modalities in any biometric authentication system. In a

nutshell, we extend this work in the following aspect as compared to our previous work.

We have applied the MCW to combine scores from individual matchers corresponding to

one particular biometric modality. Then, DS theory of evidence is employed to combine the

fused scores achieved from different biometric modalities. DS theory based fusion is utilized

to mitigate the uncertainty associated with non-homogeneous matcher’s output. Further, the

proposed hybrid fusion technique can be efficiently applied for verification decision making

in security infrastructure, defense, governments, and industries. To the best of our knowl-

edge, our method is the first to incorporate the hybrid fusion for the protected multimodal

verification utilizing MCW based score level and DS theory-based decision fusion.

7.4 Performance

The performance of a cancelable biometric based authentication system relies on the invari-

ant feature extraction and template protection transformation. The performance has been
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evaluated in terms of the four metric as described in Eq. 1.1-1.4 in Chapter 3. The exper-

imental results of the proposed schemes for unimodal and multimodal biometric traits sub-

stantiate the accuracy of our proposed methods. In Table 7.2, we summarize the proposed

cancelable iris, fingerprint, and multimodal biometric verification techniques.

The consistent bit-based feature computation and lookup table-based transformation al-

lows us to derive a diverse, irreversible, and revocable template sustaining different kinds

of attack without compromising the accuracy. An exhaustive empirical evaluation has been

carried out with different benchmark iris databases. We have achieved an average EER of

0.53 for all iris databases (see Table 7.2 and Fig. 7.1). The method has also been shown to

perform better than the best of the existing approaches [See Section 3.4.5]. The experimental

results indicate that our cancelable iris template generation approach can be applied to any

real time iris biometric-based verification system.

Our cancelable fingerprint template protection approach is capable of achieves a higher

accuracy with the required security measure. We have performed an extensive study with

different benchmark fingerprint databases, and the average results of all fingerprint databases

are reported in Table 7.2 which indicates that the proposed fingerprint template protection

scheme can achieve on the average 2.52 and 3.0 of EER for all fingerprint databases under

1VS1 and FVC protocol, respectively. Hence, we can conclude that the proposed protection

scheme attains optimal performance and outperforms the existing techniques.

Comprehensive evaluation on three virtual user databases shows the effectiveness of our

proposed multimodal cancelable biometric verification approaches. The proposed score fu-

sion approach can achieve an average of 0.49 EER for all virtual databases. In a similar

way, we obtain an average of 0.39 EER and an average of 99.53% of GMR@0.01% FMR

for hybrid fusion approach. Furthermore, we have achieved and an average GMR of 99.15%

and 99.53% at 0.01% FMR for score level fusion and hybrid level fusion, respectively. We

Table 7.2: Average performances of different template protection approaches

Proposed methods EER
Cancelable iris template generation 0.53

Cancelable fingerprint template generation 3.0
Cancelable multimodal biometric verification: Score level fusion 0.49

Cancelable multimodal biometric verification: Hybrid fusion 0.39
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Figure 7.1: Average ROC curves for the proposed schemes

have observed that our multibiometric score fusion approach performs better than the exist-

ing score fusion approaches, and hybrid fusion scheme outperforms existing decision and

hybrid fusion approaches. It is evident from the experimental results that our proposed mul-

timodal cancelable biometric verification approach can be applied to any large-scale appli-

cation. Further, the proposed approaches can handle any number of biometric traits for a

multimodal biometric based verification system.

7.5 Security analysis

In cancelable iris template generation, we have performed a rigorous security analysis with

respect to revocability, irreversibility and diversity, and also tested our method against pos-

sible attacks such as correlation, hill-climbing, and stolen-token attack in this dissertation.

A discussion for the same is provided in Section 3.5 of Chapter 3. In a similar way, the

proposed fingerprint template protection scheme is analyzed with respect to the necessary

criteria of cancelable template generation as mentioned above. Further, the method is also

analyzed against different types of attacks such as pre-image attack, cross-matching attack,

distinguishing attack, and annealing attack. This analysis has been discussed in Section 4.6

of Chapter 4. The security analysis demonstrates that the proposed approaches fulfill the

desired criteria and are robust enough to prevent such attacks.
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For cancelable multibiometric verification methods constituting match scores from can-

celable iris and cancelable fingerprint, the security analysis concerning the necessary criteria

confirms the robustness of the proposed score fusion mechanism. The security analysis is

presented in Section 5.5 of Chapter 5. For the hybrid fusion mechanism, we have assumed

a hybrid fusion security model with different assumption for the entities associated with the

verification procedure. This provides a more general perspective of how the multimodal fu-

sion framework deals with different threats or privacy invasion attempts. The security model

alongwith the discussion over the three requirement is narrated in Section 6.6 of Chapter 6.

The analysis confirms that the authentication system fulfills the three requirements and is

robust enough to sustain different kind of attacks.

7.6 Future directions

Though, we have made significant improvement in the development of biometric template

protection and fusion methods to facilitate the design of a robust biometric verification sys-

tems, this thesis also delivers various future pathways for research. Few of them are indicated

in the following:

1. In the cancelable iris template generation scheme, one limitation of our approach is

that it requires 4 iris images per subject to generate rotation invariant template which

are captured at the time of enrollment. Hence, there is a scope to propose invariant

template generation from a single iris image.

2. We have investigated the log Gabor filter for IrisCode features generation in our can-

celable iris template generation. In future, we would explore on other iris feature

extraction techniques for performance enhancement.

3. In iris template protection scheme, a look-up table mapping based transformation is

introduced. Although the proposed method outperforms against stolen-token scenario,

there is need for secure look-up table generation.

4. We have investigated random projection based transformation with Gaussian inde-

pendent and identical distribution (iid) entries. Introducing a more robust template

protection mechanism can be a future area of research.
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5. In our fingerprint template protection scheme, the proposed transformation may get

affected due to ARM attack if the attacker reveals different protected templates from

different applications. Hence, we are keen to proceed in the direction of handling

ARM attack over random projection based transformation.

6. The performance of the template protection schemes degrades for low quality or partial

biometric images. Therefore, the future scope lies in handling these types of images

for the purpose of biometric template protection.

7. Most of the existing schemes for template protection, including ours, are designed

with the public benchmark biometric databases with the limited number of subjects in

the order of thousands. However, there is no such large database whose sizes are in

the order of millions for the research community. Hence, acquiring a large biometric

database with different biometric traits is a promising research direction.

8. We have explored the multimodal verification schemes using scores and decisions for

protected biometric modalities. The experimentation has been performed on virtual

databases with approximately 100 subjects. In future, it is hoped that the proposed ap-

proach would be tested on large databases containing 1000 subjects with more than two

modalities. Additionally, we aim to validate our method onto benchmark databases

such as WVU multimodal, BioSecure, and Biosec databases in future.

9. In this thesis, we have utilized iris and fingerprint biometric traits for cancelable tem-

plate generation and incorporated these protected modalities for multibiometric veri-

fication. However, there are different biometric modalities other than iris and finger-

print. The template protection with those modalities are yet to be addressed.

10. In future, we shall focus on sequential and parallel decision level fusion for the pro-

tected and unprotected multimodal biometric systems to aid robustness and to reduce

the computation cost.

11. Finally, a formal cost-effective model of a cancelable biometric system based on per-

formance (EER and GMR), speed up, physical cost of the system, and adequate secu-

rity needs to be designed in order to enable researchers to rapidly develop a cancelable

biometric system that should be most appropriate for the application on hand.
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Appendix A

Random projection based non-invertible

transformation

A.1 Propositions: Random projection

Proposition 1: A linear non-homogeneous system of equations such asCT = L·R including

s unknowns and n equations contain an infinite number of solutions.

Proof: Initially, we claim that CT = L · R is solvable. It is evident from Eq. 4.6 in the

chapter 4 that CT is a linear combination of columns of R, which states that CT lies in the

column space ofR. Hence, rank(R)=rank([R CT ]). Due to same rank of coefficient matrix

and augmented matrix, a solution exists for CT = L · R.

Next, since rank(R)= r < t, there are infinitely many possible solutions to Eq. 4.6 in

chapter 4. The proposition illustrates that CT is concealed among infinitely many possible

solutions which become infeasible to an attacker even if he/she unveils CT and R. The

attacker would not be able to achieve true biometric template as evaluation of pseudo-inverse

results obsolete as shown in the following example:

Example: Say, we have one row of log template and random projection matrix as follows:

L =
[
2.5 1.3 3 4.51

]
and R =


1.52 −2.72 4.28 −3.2

3 −1.3 0.69 −2.1

−0.76 1.36 −2.14 1.6


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Hence, rank(R)=2 and,

CT = L · R =
[
−1.328 −1.591 −0.664

]

is corresponding protected template.

Let piL represents the pseudo-inverse L. piL is computed as:

p
iL = R† · CT=[-0.3579 0.0993 0.0240 0.1927],

where, R† denotes pseudo-inverse of R. Concurrently, we evaluate another solution manu-

ally,
p
iL
‡=[0 0 0.3396 0.8692]. Hence, it is verified that piL · R = CT and p

iL
‡ · R = CT .

This random projection based transformation guarantees the privacy and security of the

proposed method. An imposter has no clue about L even if the protected template gets com-

promised. Further, if we consider the worst case of stolen CT and R, it would be very hard

to retrieve L from infinitely many possible solutions. We illustrate this with a mathematical

proof [181]:

Proposition 2: An under-determined system of linear equations either contains an infi-

nite number of solutions or become inconsistent.

Proof: Consider this linear and under-determined system, CT = L · R (see Eq. (6) in

the revised manuscript).

We assume that CT = L · R has infinitely many solutions. Let P be the n× s matrix,

P =



1 0 · · · 0 0

0 1 · · · 0 0

· · · · · · ·

· · · · · · ·

· · · · · · ·

0 0 · · · 1 0


n×s
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We define R̂ := P · R. Further we evaluate,

L̄ = min
x

∥∥P · R − CT
∥∥2
2

subject to the constraint
∥∥L · R − CT

∥∥2
2

= 0. For evaluation of L̄, the (λLTL+P TP )−1

must exist for all λ > 0, this is non-trivial. Hence, L̄ achieved may look similar as L, but it

would not be identical.
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Appendix B

Case study: Automated integrated

fingerprint biometric system for military

organization

The current military authentication systems have a lot of security and privacy vulnerabilities

in terms of mechanism and applications. These vulnerabilities are mostly discovered at the

time of identifying visitors and dependents living in military cantonment. In general, the

visitors were being identified using user identities, National Register of Citizens (NRCs) or

traveling documents. This procedure introduces security concerns such as impersonation

and masquerading if anyone possesses someone else’s identity. This case study deals with

the situation if no proper record and identification parameters are found with dependents and

children living in the military cantonment or barracks. Few other security concerns in this

case study are traced from the heart of Zambia’s Army Headquarters offices which host civil

functions such as wedding and other social meetings.

B.1 Requirement of the new system

Development of a new system are divided into iris/fingerprint biometrics and military

database requirements. These two requirements are integrated to form an automated inte-

grated fingerprint biometric system for military organization (AFBSMO). The integration

of biometric application into military database provides the defense architecture with the
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B.2. PERSPECTIVE

stipulated security resilience. In addition, AFBSMO would aid military personnel an effi-

cient service and document delivery system. However, the product must be narrated and

modeled in a best possible manner to be fit into software development processes. It would

contain documentation of the proposed system as it transverse from one development stage

to another.

B.2 Product perspective

The AFBSMO is a latest security system which was intended to replace the present manual

visitor/staff authentication in the Zambia Army [182]. Figure B.1 shows the context diagram

with external entities and system interfaces. The system is expected to mature over several

version/releases, and ultimately installed at a number of barracks and formations.

Military

personnel

CIO/ Digital 

investigator

Database

systems

Iris scanner /

Fingerprint 

sensor
Criminal and 

identity records

Visitor

Iris / Fingerprint 

biometric system

store retrieval

Verify identity

Birth
 

record

Crim
inal 

record

Biometric
capturing

Regist
ratio

n

Identifi
catio

n

Reporting Access

Investigations

Figure B.1: AFBSMO context diagram
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B.3 Objectives and process management

The objective behind the development of this new system is to amend the security con-

cerns observed in the present manual system. These concerns should be mitigated in order

to upgrade military area security clause and services. The security clauses and services

can only be improved through automation at the application level. The improvements are

sought through fetching information such as applicant details, fingerprint template, officer

information recording, criminal data investigations, and human-descriptive information. The

first module is the iris/fingerprint biometric authentication system which should be installed

at entry/exit points or checkposts for secure access control. The second module is to ask

visitors/staff to produce automated service identification card. The last module includes col-

lection of security information from the guests. Figure B.2 represents different processes,

actors, and data flow for this new automated system.

B.3.1 Military personnel database

The military database is utilized to handle operations at peace time and war times. It consists

of record/log tables, queries and procedures committed for personnel duties.

Process

start

Guests/

visitors

Dependants

 /children

Military 

personnel

RoleG

RoleD

RoleM

Fingerprint

Access to cantonment campus

Access to family quarters

Access to military meeting room

Access to war room

Key document access

Access to social activity centre

Access to strategic assests

Users

Iris/

Fingerprint

Iris/

Fingerprint

Multimodal 

authentication

Access to guest house

Access to military office area

Figure B.2: Users and their roles for different applications
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B.3.2 Roles of military personnel

The Military personnel are devoted to supply tactical defense support to the Zambia Army

in military operations. If deployed, few roles the regimental military personnel includes:

• General investigation in peace times

• War/crime scene inspection in war time

• Collection of criminal evidence

• Reconnaissance patrols

• Prisoner handling

• Search operations and road blocks

• General policing duties within operational bases

• Foreign personnel and military training

• Provide close protection operatives for senior military personnel on operations

B.3.3 Military personnel functioning

The military personnel unit is responsible to maintain law and order within the military

region. The unit is deployed at entry/exit points for traffic control, and to provide security to

offices, offices personnel, installations, ammunition units, and the barracks.

As illustrated in Fig. B.2, civilian/Guests have to disclose their fingerprint to get verified.

The guests/visitors can only access the cantonment campus area, guest houses and social ac-

tivity center. Foreigners are compelled for security clearance from Ministry of Defense each

time they need to visit a barrack. For dependents or children living inside the campus have

to use their biometric information such as iris or fingerprint to access the cantonment cam-

pus, family quarters and social activity center. For this purpose, military personnel capture

ten fingerprints from each and manually record their voice. Their duty also includes keep-

ing database of disciplinary record of service personnel, offenses committed and identity

information of officers in active service and reserve forces. Military personnel also use their
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biometric information to access their barracks, quarters, and social activity center. For more

sophisticated or privileged access, multibiometric verification may be performed (e.g. iris

and fingerprint) utilizing more than a single modality. Sophisticated access includes access

to war room, key documents, strategic assets, missiles, and radar rooms etc.
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