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ABSTRACT

Phasor Measurement Units (PMUs) are able to provide fast and accurate synchronized

measurements than the conventional Supervisory Control And Data Acquisition (SCADA)

systems. These synchronized measurements have been recently employed for various power

system applications due to their ability of providing updated system information at a partic-

ular time. Thus, the synchrophasor technology can play a vital role in enhancing the overall

system monitoring, protection and control of power systems. This thesis aims to utilize these

synchronized measurements to build some intelligent classifiers for the fast and accurate pre-

diction of power system security. The first part of this thesis is concerned about the optimal

placement of PMUs in order to achieve complete observability of the system during nor-

mal operation as well as during contingencies. The placement methodology proposed in this

thesis is based on a new intelligent search technique, which works in two stages. Stage I

uses Best First Search (BFS) algorithm to determine the sub-optimal placement locations of

PMUs and stage II uses pruning to remove the redundant PMU locations from the results ob-

tained in stage I. Thus, the proposed method offers complete topological observability with a

placement set containing minimum number of PMUs. Further, the proposed method is able

to incorporate the presence of single and multiple flow measurements in the system.

Cascaded failures, which often result in islanding, are considered as a severe disturbance

and therefore, maintaining system observability during such disturbances is of utmost im-

portance. Considering this perspective, the BFS based two stage method has been further

extended to find the optimal locations of PMUs for keeping the system observable during

cascaded failures. A topology based algorithm has also been proposed to identify whether a

particular cascaded event leads to islanding condition or non-islanding condition. In addition

to observability, measurement redundancy is also incorporated in the placement scheme to

enhance the state estimation process.

The synchronized measurements are then utilized for developing an improved monitor-

ing and assessment scheme for power system security using intelligent classifiers. To achieve

this, a new framework for Static Security Assessment (SSA) and Transient Security Assess-

ment (TSA) has been presented. The proposed framework for SSA consists of four classi-

fiers, where classifier I is used to predict the static security status of the system as secure or

insecure for a particular loading condition and classifier II determines the type of violations

(either line overload/bus voltage violation or both) that causes insecurity in the power sys-

tem. Classifier III is used to predict the security status of that particular loading condition

with respect to all probable N-1 contingencies. Similarly, classifier IV predicts the type of

violations causing insecurity in those insecure patterns identified by classifier III. The inputs



to these classifiers are the synchronized measurements viz. bus voltage phasors, branch real

and reactive power flows measured by PMUs. Some of the intelligent classifiers which have

been utilized for this assessment include Wavelet Support Vector Machine (WSVM), Case

Based Reasoning (CBR) and AdaBoost algorithm. These classifiers are found to have better

generalization capability than the traditional classifiers used for security assessment. Simu-

lation results obtained using WSVM, CBR and AdaBoost classifiers are compared with the

results obtained using existing techniques.

For TSA, the measured rotor angles of the generators are used as inputs to the proposed

classifier models. This TSA framework consists of three classifier models in which classifier

I determines the transient security status and classifier II is used to determine the generator

coherency. Classifier III is a hybrid classifier, which determines the individual generator

synchronism state for a given operating condition. This hybrid classifier consists of an array

of parallel classifiers, where one classifier is assigned to each generating unit of the power

system. Finally, the proposed approach is implemented and tested on standard benchmark

systems such as IEEE 14-bus, IEEE 30-bus and on a practical Indian 246-bus networks.

Simulation results reveal that the proposed method can enhance the overall monitoring and

assessment of power system with the use of synchronized measurements and with classifiers

having high generalization capability.

ii
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Chapter 1

Introduction

1.1 Background

Modern power systems have become more complex due to the presence of diversified

generation sources, loads and energy storage systems. The security assessment of power

systems has always been a major concern but their changing operational paradigm makes it

more challenging now. The penetration of renewable energy generations and flexible loads

tend to change the operating conditions more rapidly in comparison to the traditional power

systems. In addition, the continuous increase in load demand have forced the power system

operators to operate the systems under greater stress, as the transmission lines often carry

electric power near to their limits. In such situations, the loss of critical generating station

or transmission line may pose a serious threat to the security of the power system. The

conventional method of security assessment involves solving full AC load flow equations

for each contingency scenario. This is highly time consuming and not suitable for real time

applications. In order to avert catastrophic events, the control actions need to be initiated

quickly necessitating fast security assessment.

The major aim of power system operation is to provide an uninterrupted electric supply

to consumers under all conditions. This can be achieved by maintaining proper amount of

spinning reserve and through proper utilization of the remaining units to manage the deficit.

A power system is said to be secure if it is able to withstand severe contingencies due to the

tripping of one or more system components. There may be several reasons viz. hurricanes

and other natural calamities, etc., for the system components to fail. During the occurrence

of such unplanned events, the remaining transmission lines can take the additional loading
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and may continue to operate within limits for a shorter duration. However, when no immedi-

ate action is taken to reduce the loading, then it may be followed by a series of events which

causes the tripping of some of the overloaded elements. If these cascaded events continue,

this may result in splitting of the power system, which may ultimately lead to system black-

out. Therefore, power systems are always operated in such a manner that their components

should be able to withstand the overloading caused by a single event so as to mainly avert

the cascaded failures.

Numerous wide-area blackouts triggered by cascaded failures have been witnessed in the

past decades. The biggest blackout happened recently in India on the 30th and 31st of July

in 2012. This huge blackout is caused due to the uncontrolled splitting of the interconnected

regional grids into respective islands by the cascaded tripping of the weak interconnections.

This resulted in the collapse of Northern grid with a load loss of 36 GW and eventually

leading to the collapse of Northern, Eastern and North-Eastern regional grids with a total load

loss of 48 GW [2]. This cascaded collapse is caused by the tripping of a 400 kV transmission

line due to the false alarming of its distance relay. Similarly, the 2003 North-east blackout of

the United States of America and in Ontario, Canada has a large impact economically. This is

effected by the wrong calculations that led to the tripping of 345 kV transmission line. With

much of the Midwest, Northeast and Ontario separated into electrical islands, severe power

swings among them and its inability to reduce the power imbalance caused blackouts in each

of those islands [3]. Finally, it is concluded that one of the principal causes of these blackout

was the lack of proper monitoring and situational awareness of the power systems. Therefore,

it is of utmost importance for the grid operator to have sufficient real-time monitoring tools

to evaluate the reliable and secure operation of power systems.

System monitoring plays an important role in security analysis and control of power sys-

tems. Since the introduction of Supervisory Control And Data Acquisition (SCADA), these

measurements have been predominately utilized by the operators for power system monitor-

ing and control, however, they typically take 2-10 seconds for providing such measurements

across the entire power system. Considering the dynamic nature of the power system and the

slow data sampling rate of the SCADA, the security assessment studies conducted using these

measurements may become unrealistic in real time. The advent of phasor measurements in

early 1980s have created a new pathway in the electricity industry. These devices provide real

time information about the system states from different locations of the power system at a
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very high sampling time (25-60 samples per second) than the conventional SCADA systems.

In fact, the phasor measurement technology [4–6] is considered to be the enabling technology

for the development of real-time wide-area monitoring and control applications [7, 8]. Re-

cent literature have presented various methods that use synchronized phasor measurements

to carry out on-line security assessment studies. These studies reveal that the application of

phasor measurements can significantly improve the possibilities for real time monitoring of

power systems even during small disturbances. This improved monitoring can provide ad-

vanced and more precise information, which helps the operator to initiate emergency control

actions in order to ensure reliable operation of power systems.

1.2 Power System Security Analysis

Security assessment of power system is mainly classified as Static Security Assessment

(SSA) and Transient Security Assessment (TSA). Static security analysis is used to evaluate

the ability of the power system to withstand credible contingencies without violating the nor-

mal operating limits of bus voltage and transmission line flows. Transient security analysis

involves studying the system behaviour, especially the rotor angle of the system generators,

after a large disturbance.

1.2.1 Operating States of a Power System

The operation of SCADA based Energy Management Systems (EMS) is based on the

operating states of the power system. The most important states in which the power system

usually operates can be classified into the following three states as shown in Figure 1.1 [1].

Normal

The power system is said to be operating in normal or secure state if its electrical constraints

(voltage at the buses) and thermal constraints (current flow in the transmission lines) are

within acceptable limits for a particular operating condition. A robust power system must

continue to operate in a secure state even during contingencies. The system operator should

foresee such credible contingencies and take appropriate control actions (as economical as

possible) to maintain the integrity and security of the power system.

Abnormal

The power system enters this state when some of its component’s constraints are being oper-

ated beyond their acceptable limits. The major challenge in this stage is to relieve the system
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Figure 1.1: Various Operating States of a Power System [1]

stress and to maintain the proper load generation balance. Hence, there is a need of emer-

gency control mechanism as the economic considerations are secondary at this stage. Based

on the operating scenario of the power system, this abnormal state can be further classified

into the following states as mentioned below,

1. Alert - In the event of any slight disturbance, system components may exhibit some vi-

olations in their operating limits. However, the system may return to normal operating

state if the disturbance is of very short duration.

2. Emergency - As the power system reaches this state, immediate control actions such

as load shedding are initiated to prevent the system from collapsing.

3. Extreme - The power system is said to be in extreme state, when all the emergency

control actions fail to prevent the system from near collapsing. At this stage, the sys-

tem splits into different groups and eventually leads to blackout stage due to the load

generation imbalance. Hence, the operator initiates intentional islanding of the system

to protect the integrity and stability of each island.

Restorative

This is a transitional state in which one or more operating constraints are met using emer-

gency control actions. However, the load generation balance may have to be restored and the

system may enter alert or normal state depending upon the control actions.
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1.2.2 Major Components of Security Assessment

An operator in an EMS performs three major functions to assess the security of the

system [9]. They are listed as follows.

1. System monitoring

2. Contingency analysis

3. Preventive and corrective actions.

System monitoring – A SCADA system is used to collect data from the various power

system elements viz. bus bars and sensors which are located at remote terminal units and

transmit these data to a central site for both monitoring and controlling purposes. Thus,

based on the information received from the SCADA systems, the operation personnel can

have a foresight on the system parameters.

Contingency analysis – A contingency in a power system is caused due to the failure

of a system component (such as the loss of a generating unit, transformer or a critical trans-

mission line) or due to the sudden change of system operating conditions (such as an increase

or decrease in loading). The main aspect of the contingency analysis is to identify the critical

contingency events affecting the system security. It is also used to evaluate the security of

the power system and identify the occurrence of any violations due to each contingency and

rank them based on their severity. Basically, the contingency analysis is performed in three

stages viz.,

1. Contingency Definition

2. Contingency Selection

3. Contingency Evaluation

The main function in contingency definition is to conduct a detailed study to select the

list of all possible contingencies whose probability of occurrence is high.

During contingency selection stage, only the most credible contingencies is identified

from the large list of available contingencies obtained in the previous stage. The authors

in [9, 10] have emphasized various screening methods to select contingencies from a pre-

sumed list of contingency set. The authors in [11–13] have studied the effect of multiple
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component contingencies caused by substation and protection failures. In addition to N-1

contingencies, the other contingencies such as N-1-1, N-2, etc., also have a huge potential to

initiate cascaded outages, which may eventually lead to overall system blackout. However, it

is impractical to analyze all such probable contingencies in a simulation environment owing

to huge computational complexity and limited resources. Hence, some approximation tech-

niques based on load flow methods or artificial intelligent methods have been used to rank

all the probable contingencies on the basis of severity.

In the contingency evaluation process, load flow is performed to check for any violations

for each contingency available in the probable contingency list. Finally, only those contin-

gencies, which causes violations on the system operating limits are listed as the credible

ones.

Preventive and corrective actions – Based on the experience and the list of contin-

gencies made available, the operator initiates immediate corrective control actions to prevent

the system from collapsing in case of occurrence of similar contingencies.

1.3 Phasor Measurement Units

Phasor Measurement Units (PMUs) have revolutionized the field of power systems because

of its ability to provide synchronized measurements across the system. It is a measurement

device which is capable of measuring the synchronized values of voltage and current phasors

in the power system. The calculation of phasors using Discrete Fourier Transform (DFT)

usually requires an accuracy of greater than 1 milliseconds. The Global Positioning Satellite

(GPS) can provide timing signals even more accurate in the order of 1 microseconds at any

locations around the world. The synchronization among the PMUs installed in the system is

obtained by the same time sampling of voltage and current phasors using a common reference

from the GPS signal [14]. The accurate calculation of phasor values by the PMUs have made

them one of the most important measuring device in the electric grids. A detailed analysis

on the synchronization accuracy required for various phasor applications have been reported

in [14]. Due to these advantages, PMUs have been recently used for many applications

in power system such as multi-area state estimation, voltage stability prediction, frequency

monitoring, system oscillation monitoring, power system restoration and security assessment

[15]. Figure 1.2 illustrates a functional block diagram of a PMU, which consists of the

following three main components [15].
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Figure 1.2: Functional Block Diagram of a Phasor Measurement Unit

1. Anti-aliasing Filter

2. Phase locked oscillator

3. Phasor microprocessor

The anti-aliasing filter removes the waveform with frequencies above Nyquist rate from

the input waveform. The phase locked oscillator is used to convert the GPS 1 pulse per sec-

ond into high speed timing pulses which is used for waveform sampling. Then, the phasor

microprocessor calculates the phasors using DFT techniques. This calculated phasor is then

time stamped and transmitted to the Phasor Data Concentrator (PDC) using high speed optic

fibre communication links to match the fast streaming phasor measurements. Therefore, it is

understood that any deployment of PMUs would require additional installation of communi-

cation infrastructure. A PMU installed at a bus can directly measure the voltage phasor of

that bus and the current phasors of all the branches connected to that bus. Thus, the place-

ment of PMUs at each bus would directly measure all the voltage phasors eliminating the

need of state estimator. Furthermore, the dynamic performance of the power system can be

analysed due to its high sampling rate.
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1.4 Applications of Machine Learning Techniques for Power

System Security Assessment

Machine learning techniques have been predominately employed for security assessment,

since they can provide better performance in terms of accuracy and computation than the tra-

ditional methods of Security Assessment (SA). The important steps involved in this concept

is the creation of a data base and a suitable classifier design. The data base consists of a large

number of operating conditions, each of which is characterized by a vector of pre-disturbance

steady state variables. These operating conditions should be able to represent all possible sit-

uations of the power system to have a better knowledge base. The entire knowledge base is

the basis for training of the machine learning methods. Finally, the classifier after successful

learning, can effectively predict the post-disturbance status of the system security. This sec-

tion focuses the application of some of the important machine learning techniques used for

security assessment of power systems.

1.4.1 Decision Trees

Decision Tree (DT) is a supervised learning algorithm which predicts the target value by

learning simple decision rules. DT was first introduced in the year 1980 [16] and was later

adopted for many applications in power systems [17–20]. This method is used to split the

input data into numerous branches and model a tree-like graph of decisions and their possible

outcomes. There are various types of decision trees viz. classification trees and regression

trees. The DT is a classification tree if the target is a discrete class, while it is regression tree if

the target is a continuous value [21]. During classification tree, the splitting rules are selected

to ensure the cases in each of the divided subset are as pure as possible, whereas, in regression

tree, the splitting rules are selected in such a way that the overall absolute deviation or square

error is minimized. The basic requirement for the training of DTs is the database consisting

of a number of cases. Each case in the database represents a vector of input attributes and

a target, which is the security status of a power system at a specific operating condition.

DTs have been widely employed in various applications because of their ability to extract

or to identify the missing information from the input data [22]. Hence, these techniques

have been widely regarded as a replacement for traditional statistical methods. Due to these

advantages, DTs have been considered as a better technique for classification problems and
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hence received significant attention in various power system applications including security

assessment.

1.4.2 Artificial Neural Networks

Artificial Neural Networks (ANNs) work in a manner similar to the functioning of the biolog-

ical nervous systems such as the brain that processes entire information in the human body.

It consists of a large number of highly interconnected processing elements called neurons

which are used to solve a specific task. It is used for fast pattern recognition and classifi-

cation problems, through a learning process. The most commonly used neural network for

security assessment is the multi-layered perceptron with back propagation algorithm, since it

has been effective in solving many practical problems [23]. The ANN architecture consists

of three layers viz. input layer, hidden layer and an output layer. The input layer consists

of neurons needed for the desired input information. The number of hidden layers and the

number of neurons in each layer is chosen based on the complexity of the classification prob-

lem. The number of neurons in the output layer depends upon the number of classes in a

classification problem and upon the number of desired outputs in a regression problem. The

training of the neural network requires a set of network inputs and the target outputs. During

learning, the weights between the hidden nodes and the output nodes are iteratively adjusted

to minimize the rate of error value calculated at the output nodes. This increases the training

time of ANN methods and requires a large amount of training data [24].

1.4.3 Support Vector Machines

Support Vector Machine (SVM) is a supervised machine learning algorithm which analyze

data for learning decision boundaries in pattern recognition problems. A decision boundary

is the one that separates the set of objects belonging to different class groups. It performs

classification by first mapping the input data to multi dimensional feature space by some

non-linear mapping. Then an optimal hyperplane is constructed which separates the mapped

input data into two classes with maximum margin. The concept of kernel mapping makes the

SVM algorithm to perform nonlinear classifications even with complex boundaries. There

are many kernel mapping functions viz., linear, polynomial, quadratic, multi-layer perceptron

and radial basis function. However, the radial basis function (gaussian) kernel has been

widely used as the mapping function due to its capability of handling nonlinear relation

existing between input data and the class labels.
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1.5 State-of-the-Art
Applications of PMUs in power system are expected to improve their monitoring signifi-

cantly. As mentioned in section 1.3, the deployment of PMU at every bus eliminates the need

of state estimator as it makes the entire power system observable. However, the high instal-

lation cost of PMUs prohibits their deployment at every bus and this motivates their strategic

placement across the power grid. Once, the PMUs are placed optimally in the network,

then the synchronized measurements received from them can be utilized in various power

system applications such as security assessment, voltage stability, dynamic state estimation,

etc. Further, the role of machine learning techniques in power system monitoring is also im-

portant. Thus, this section is divided into three sub-sections: Optimal Placement of PMUs,

Phasor Measurement based SA Methods, Applications of Machine Learning Concepts for

SA. Section 1.5.1 presents a detailed literature study on the various methods used for solving

the PMU placement problem. Section 1.5.2 discusses about the popular security indices that

have been developed using phasor measurements for directly computing the system security.

Section 1.5.3 gives the information regarding the application of various machine learning

techniques used for power system security assessment.

1.5.1 Optimal Placement of PMUs

Since the invent of PMUs in mid 1980s, many techniques have been developed for their

optimal placement in the network. In 1993, the authors in [25] have first proposed the use of

graph theoritic based approaches such as Depth First Search (DFS) and Spanning Tree (ST)

to solve the Optimal PMU Placement (OPP) problem. In this algorithm, the complete system

observability has been achieved since the PMUs are placed at the nodes in the order of highest

connectivity. However, this method results in unwanted redundancy due to the positioning of

more number of PMUs. Hence, the mathematical formulation based Integer Programming

(IP) methods have been widely employed for determining the optimal locations of PMUs. An

Integer Linear Programming (ILP) based multi-criteria decision making approach has been

proposed in [26] to identify the suitable locations of PMUs in the power system network. The

authors in [27] have presented a non-linear programming based approach for the optimal

placement of PMUs, while an ILP based PMU placement formulation has been proposed

in [28]. An optimal multistage PMU placement model alongwith measurement redundancy

has been proposed in [29]. A new formulation based on IP method has been proposed in [30]
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to identify all the possible PMU placement solutions. Then the sequential algorithm is used

to identify the placement set which is having the least state estimation error covariance.

However, this method is time consuming for larger power system networks. It is understood

that a PMU with the limited channel capacity can observe only limited number of nodes

among all the adjacent nodes. This perspective has been first considered by the authors

in [31]. A new and efficient formulation based on ILP has been proposed in [32] to solve the

PMU placement problem considering channel limits along-with additional single line and

PMU outages. This method considers that the PMUs with unlimited channel capacities have

been used to measure sufficient number of voltage phasors and currents. The same authors

in [33] have proposed an another formulation to solve the optimal PMU placement problem

such that the PMUs with varying number of channels can be considered. Although these

methods provide optimal solution, their final solution is obtained based upon the initial guess

chosen. Moreover, in case of larger power networks, these mathematical based methods can

take longer simulation time due to increase in the number of variables and constraints.

To overcome this drawback, evolutionary algorithms have been utilized in the recent

years to determine the optimal PMU locations. These methods can provide a near global opti-

mal solution and are found to be effective in handling multi-objective problems. The authors

in [34] have proposed the use of a Genetic Algorithm (GA) based approach for solving opti-

mal PMU placement problem, while a Non Dominated Sorting Genetic Algorithm (NSGA)

based multi-objective PMU placement algorithm has been presented in [35] to identify the

optimal locations of PMUs. The number of input parameters required for GA based methods

and their selection needs thorough investigation. Improper selection of these input settings

may lead to the poor convergence and may result in longer simulation time. The authors

in [36, 37] have used Simulated Annealing (SA) to determine the optimal PMU locations,

which is also a computationally extensive method. In [38,39], Tabu Search method has been

used to find the optimal locations of PMUs. This method determines the placement locations

using an augmented incidence matrix and the computation of this matrix for larger systems

is very complex and time consuming. The authors in [40] have utilized the Binary Particle

Swarm Optimization (BPSO) to optimally place the PMUs to ensure complete system ob-

servability, whereas, the authors have achieved a multi objective placement solution in [41]

by minimizing the number of PMUs and maximizing the measurement redundancy using

BPSO. In order to improve the overall convergence rate and its speed, an Improved Particle
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Swarm Optimization (IPSO) method has been proposed in [42] for the optimal placement of

PMUs. This work also considers the numerical observability, while placing the PMUs. A

modified Artificial Bee Colony (ABC) based multi-objective PMU placement algorithm has

been proposed in [43] to enhance the performance of system observability and voltage sta-

bility. In [44], the authors have used Fruit Fly Optimization (FFO) for the PMU placement

problem. Due to the capability of solving complex optimization problems, these methods

have been widely employed for solving the OPP problem. However, the major drawback of

these evolutionary algorithms is the higher simulation time for larger power system networks.

The literature study reveals that the PMU placement methodologies for maintaining

system observability predominately considers only the topological observability of the sys-

tem. In comparison, numerical observability based PMU placement methods have also been

studied in [45–47]. A power system is said to be numerically observable if the rank of the

measurement Jacobian matrix is full. However, numerical observability of the system may

not be feasible under system contingencies due to the change in system topology. The au-

thors in [48] considers this perspective and investigated the numerical observability of the

system, while considering contingency events. The authors in [47] has highlighted the needs

of complementing the topological observability based PMU placement techniques with the

numerical observability analysis. For this purpose, a two-stage PMU placement technique

has been proposed for ensuring the topological observability along-with numerical observ-

ability analysis of the given power system. The stage-1 uses an ILP based approach to place

the PMUs for maintaining complete observability of the power systems topologically. In

stage-2, the numerical observability analysis has been carried out by determining the mea-

surement Jacobian matrix H, which consists of voltage and current measurements obtained

from the PMUs. The authors in [49] have considered the new concept of PMU placement

technique, which they defined it as observability reliability. It considers the failures of PMUs

and transmission branches while placing the PMUs for observability.

The use of phasor information has been successful in identifying and removing the

bad data from the system measurements during the state estimation process. A new formu-

lation based on Weighted Least Square (WLS) state estimation has been proposed in [50] to

combine the conventional measurements with the phasor measurements. This method is also

used to determine the optimal number of PMUs in order to have an enhanced state estima-

tion. A similar WLS based method for state estimation has been proposed in [51], which
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includes both traditional as well as the phasor information obtained from PMUs. The pro-

posed work is also used to predict the bad data in the conventional and phasor measurements.

The power system parameters changes continously due to the dynamic nature of loads con-

nected to it. This necessitates the need of dynamic state estimator to identify the system

states in real-time. In [52], the authors have optimally placed the PMUs to track the gener-

ator rotor angles and speeds in order to assist the dynamic state estimation process. Similar

work has been reported in [53], where the dynamic state estimation process has been carried

out using the phasor measurements. The authors in [54] have presented a bi-objective PMU

placement solution that identifies the potential placement locations to have a better dynamic

state estimation process as well as to ensure the numerical observability of the power system.

Recent research have suggested a placement method that considered the minimiza-

tion of both the PMU locations and the Phasor Data Concentrators (PDCs) [55, 56]. Most of

the studies reported in the literature reveal that the PMU placement methods usually aims at

maintaining complete observability of the system with a minimum placement set of PMUs.

In constrast, there have been few instances where the PMU placement methods based on the

degree of observability have also been considered. The authors in [57] have used a probabilis-

tic PMU placement method to minimize the unobservability, while an empirical observability

gramian method has been proposed in [58] to quantify the degree of observability.

Practically, it may not be economically viable for the system operators to depend

solely on the PMUs to ensure complete system observability due to its high installation cost

and sophisticated communication infrastructures [59]. Traditionally, the Remote Terminal

Units (RTUs), which use the network time protocol for time synchronization provide the real

and reactive power flows of the transmission lines to the SCADA systems. Considering the

voltage phasor at one end of a branch is known by a PMU, then, the voltage phasor at the

other end of a branch can be computed using the Kirchoff’s laws as its real and reactive

power flows have already been measured by the corresponding remote terminal units [48].

Therefore, the consideration of flow measurements leveraged together with PMU placement

effectively reduces the total number of PMUs required for maintaining complete system ob-

servability, thereby reducing the total installation cost. The authors in [60] have proposed

a mixed integer linear programming based placement of PMUs and conventional flow mea-

surements to make the system completely observable during N-2 contingencies. Further, this

placement strategy has also been extended into multi-stage placement method to present an
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effective solution for handling limited financial budgets. The authors in [61] have considered

the presence of conventional flow measurements while optimally placing the PMUs. This

method also focuses on the consideration of single as well as multiple flow measurements

connected to a bus. Although this approach enables a smooth transition from the current

SCADA-based system monitoring to the future PMU-dominated WAMS, there has been is-

sues while integrating flow measurements with the phasor measurements in real-time due

to the difference in their sampling time. This issue involved in the combination of both the

phasor measurements and SCADA measurements has been well investigated in [62].

1.5.2 Phasor Measurements based SA Methods

Several approaches of phasor measurements based security assessment of power systems

have been reported in the recent years. A review of some examples is detailed in the rest of

this section. An ensemble learning technique has been used in [63] to calculate the severity

indices using the phasor information obtained from the PMU data. These indices, which

usually represent the stability of the system, can be helpful in identifying the weak buses

of the given power system. Therefore, these indices can act as better indicator in predicting

extreme events affecting the system security. The authors in [64] have proposed a framework

for real-time monitoring of voltage security of power systems using synchronized measure-

ments. The QV sensitivities are calculated at each sub-station using the PMU measurements.

These indices from the local centers are then collected at the main control center to compute

the voltage security index. An online voltage security monitoring scheme using synchro-

nized measurements has been proposed in [65]. Initially, the decision trees are trained using

the pre-contingency system parameters obtained using PMUs. Following a new contingency,

the decision trees are periodically updated using the fault information and the current mag-

nitudes obtained from the phasor measurements. These measurements are then compared

with the threshold values of the decision trees to access the voltage security in real time. The

authors in [66] have proposed a phasor measurement based contingency assessment scheme

for voltage dip and voltage instability problem. A practical and efficient method to calcu-

late online dynamic stability index using phasor measurements is proposed in [67]. In [68],

PMU data has been used to compute Singular Value Decomposition (SVD) for assessment

of voltage stability. An algorithm based on QV sensitivity indices has been proposed in [69]

for voltage security monitoring, wherein the QV sensitivities are computed from the phasor
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measurements. The authors in [70] have presented a novel algorithm for the online computa-

tion of voltage collapse sensitivity indices. These indices are computed using the information

obtained from PMUs, which are considered to be placed at each bus. Similarly, an another

algorithm based on phasor measurements has been proposed in [71] for voltage stability

monitoring. The algorithm presented here computes the stability index during normal oper-

ation as well as during contingency cases, which allows the dynamic monitoring of voltage

stability of the given power system. Another important aspect analyzed in this work includes

voltage stability monitoring during small disturbances viz. gradual increase in loading condi-

tions and voltage stability monitoring during large disturbances such as branch loss or short

circuit faults. A new voltage stability index obtained using the real time measurements from

PMUs installed at the two ends of the branches is presented in [72]. These measurements in-

clude terminal end voltages and the power flows of the branches, provided that the PMUs are

placed at the terminals of the transmission lines. A similar work reported in [73] calculates

the stability index based on the voltage and current phasor measurements, which are obtained

using the PMUs installed at high voltage level buses. Finally, this index is used to identify

the high voltage buses that are vulnerable in case of occurrence of contingencies. In [74],

the authors propose a novel method for voltage security assessment of a wind power plant

using PMU measurements. These measurements are initially used to compute the Thevenin

matrix, using which the fault location and its impact on each bus can be calculated.

1.5.3 Applications of Machine Learning Concepts for SA

The advent of the pattern recognition approaches in early 1970s have been considered as

a prominent tool for security assessment. Since then, many techniques such as DTs [75–81],

ANNs [82–93], SVM [94, 95], Self-Organizing Maps (SOM) [96, 97], etc., have been used

for security assessment. These methods overcome the drawbacks of the traditional methods,

thereby making the security assessment computationally more efficient and reliable. The

authors in [75–81] have applied DTs to evaluate power system security assessment. DTs

can accurately interpret the relationship existing between events, however, they may result in

poor classification in case of occurrence of other contingencies. In the recent years, several

approaches using ANN have been used for security assessment. Moreover, the improved gen-

eralization capability of these methods make them feasible for security assessment of modern

power systems [82]. The importance of these methods to power system security assessment
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has been elaborated in detail in [98–101]. The authors in [83] have proposed a security mod-

ule using Multi-Layered Feed Forward Neural Network (MLFFNN) and Radial Basis Neural

Network (RBNN) for predicting the security status by computing the performance indices

and to rank the contingencies based on severity. The authors in [88–90] have proposed the

use of cascade feed forward neural networks for the fast and efficient screening and ranking

of line flow contingencies. Similar works have been reported in [91, 92] using counter prop-

agation network for real power contingency ranking. In [93], the authors have investigated

the voltage contingency ranking using parallel self-organizing hierarchical neural network.

However, it is important to have an efficient contingency screening module, which is capable

of ranking the severity based on both line flow and voltage violations. Considering this per-

spective, the authors in [84, 86] have proposed an online security module incorporated with

MLFFNN and RBNN for power system security assessment. These ANN based security as-

sessment methods are extremely faster in computing the security status of the power system

than the conventional techniques. However, it requires the weights between the hidden and

the output nodes to be updated several times based on the rate of error value calculated at

the output nodes. This increases the computational complexity of training the neural net-

works for larger power systems [94]. As the power system security evaluation is a complex

non-linear separability problem, the authors in [94, 95] have applied SVM for power system

security assessment. However, its performance mainly depends on the proper selection of

kernel parameters and the choice of margin parameter (C), which is a more challenging task

when the underlying distribution of the data is not known.

1.6 Motivation and Objectives

There have been various approaches proposed to solve the optimal PMU placement prob-

lem. The methods which have been predominately used are graph theory based methods,

mathematical approaches and evolutionary algorithms. Although graph theory based meth-

ods such as DFS and ST algorithms were the first used to solve this PMU placement problem,

these methods ensure observability with more number of PMUs. These additional PMUs

increase the redundancy at some of the system buses which is not required. IP based math-

ematical approaches involve minimization of cost of PMUs subject to certain constraints for

maintaining complete observability of the system. Although these mathematical methods

have been computationally faster and simpler, their final optimal solution is mainly depen-
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dent on the initial guess chosen. Since the optimal PMU placement problem is NP-hard and

does not have a unique solution, evolutionary algorithms have been employed to solve this

problem [102]. Some of these methods which have been widely used are FFO, GA, NSGA,

BPSO and IPSO based techniques. These methods provide near optimal solutions but their

simulation time increases with the increase in system size. Though many methods have been

reported in the literature for solving the optimal PMU placement problem, these methods are

found to be either computationally inefficient or they do not provide optimal solution. More-

over, they have focussed only on finding the optimal PMU locations considering operation

of power system as a single and integrated network. Hence, the solution obtained by these

methods do not provide complete observability during the islanding disturbances, where the

power system may break into several islands in an uncontrollable manner. Therefore, it is

important to have a placement solution which guarantees sufficient number of PMUs in each

island to ensure their observability.

The classical approach to security analysis in power system involves the computation

of security indices through load flow solutions for the assessment of its post-contingency

situations. Some of the widely used indices for the assessment of security are sensitivity

matrix, security indicators, distribution factors, etc. The literature studies highlight that these

analytical approaches cannot be effectively used for online assessment of power system se-

curity because of their computation complexity and the time associated with it. The wide

deployment of PMUs and their applications in the SCADA centres have brought the com-

plex decision making process in a much simpler and faster way. The increase in the number

of market participants, penetration of renewable power generation and smart loads increases

the complexity in decision making [103, 104]. Several attempts have been made to improve

the performance of the security assessment methods by using machine learning techniques,

thereby making it feasible for online implementation. The most effective algorithms used to

security assessment are ANN, SVM and DTs. Although these techniques have been success-

fully applied over the years for security assessment of power systems, their performance is

mainly dependent on the proper selection of training patterns, representing all operating con-

ditions of the power system. Hence, these methods often have a low prediction accuracy and

a high misclassification rate. Therefore, it is concluded that there is a need of more accurate

and faster security assessment technique, which is vital for real-time monitoring and control

of the emerging power systems to avert any catastrophic events.
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In view of the advantages of the phasor measurements based security assessment and con-

sidering the limitations of existing machine learning techniques used for security assessment,

the main objectives of this thesis are discussed below.

1. To develop a new intelligent search technique based OPP scheme for maintaining com-

plete observability during system intact as well as during cascaded failures. It is also

aimed at incorporating measurement redundancy for enhancing the state estimation

process using phasor measurements.

2. To develop a suitable framework consisting of classifier models that can effectively

predict system static security as well as the violations (bus voltage deviation and line

flow overloads) that causes insecurity of power systems.

3. To develop a suitable framework for predicting transient security status of power sys-

tem, synchronism status of the generating units, and identification of coherent group

of generators.

4. To explore different machine learning techniques with higher generalization ability to

improve power system monitoring.

1.7 Thesis Outline
The work carried out in this thesis has been organized in seven chapters. The current chap-

ter provides basic definitions and concepts related to security assessment of power systems.

This chapter also highlights the importance of phasor measurements based security assess-

ment and presents the relevant state-of-the-art survey on various PMU placement methods.

Finally, it sets the motivation behind the research work carried out in this thesis.

Chapter 2 presents a two stage method for solving the PMU placement problem, where

stage I utilizes the best first search algorithm to identify the locations of PMUs and the

redundant locations are identified and removed using pruning in stage II. Also, the proposed

approach of PMU placement for system intact and contingency cases are compared with

the results of other existing placement methods to elucidate its performance improvement.

The proposed approach is made flexible by incorporating the presence of conventional flow

measurements in the system. Another important outcome of this work is its capability to

handle both single and multiple flow measurements connected to a bus, while optimally

placing the PMUs.
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Chapter 3 emphasises the need to analyze other power system contingencies such as cas-

caded failures and the importance of having a robust measurement system so that the system

remains completely observable even during such catastrophic events. The OPP scheme pro-

posed in Chapter 2 is extended to determine the optimal locations of PMUs for maintaining

complete system observability during both cascaded islanding and non-islanding situations.

In order to identify whether a particular cascaded failure leads to islanding condition, an al-

gorithm based on system topology information has also been developed. To have an accurate

and reliable state estimation, measurement redundancy is also incorporated along-with sys-

tem observability in this chapter. Additional contingencies such as single line loss and single

PMU loss have also been considered to take place after the cascaded events.

Chapter 4 illustrates the applications of various machine learning techniques used for

security assessment of power systems. Some of the new machine learning techniques used

in this work for security assessment include - Wavelet Support Vector Machine, Case Based

Reasoning and AdaBoost Algorithm. The description of these techniques has been presented

in this chapter in detail.

Chapter 5 proposes a new framework for Static Security Assessment (SSA) of power

systems using the synchronized measurements obtained from PMUs, which are optimally

placed in the given power system for complete observability. The proposed framework is

capable of predicting the type of violations which may be either line overload/voltage vio-

lation or both in the insecure operating conditions in addition to security status. Further, a

new security index consisting of line overload and bus voltage violation has also been pro-

posed to classify the training patterns into secure or insecure class. The effectiveness of the

proposed approach has been demonstrated on IEEE 14-bus, IEEE 30-bus and Indian 246-bus

systems. Finally, test results of the proposed approach has been compared with the traditional

methods of SA, which predominately use SVM, ANN or kNN classifiers as decision models.

Their analyses reveal that the proposed machine learning techniques perform better than the

traditional classifiers in terms of classification accuracy.

Chapter 6 presents an implementation of the proposed classification framework for the

Transient Security Assessment (TSA) of power systems using the synchronized measure-

ments. These synchronously sampled values of the generator rotor angles which are col-

lected by the PMUs at regular intervals, following a disturbance, are used to construct a new

synchronism stability index. The proposed framework can predict transient security status of
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the power system and the synchronism status of the generating units as well as the coherent

group of generators. From Chapter 5, it is observed that both Wavelet SVM and AdaBoost

classifiers have similar prediction results and exhibit better generalization capability than the

existing classifiers including case based reasoning. Therefore, it is beneficial to use either

of these two classifiers for the proposed framework of transient security monitoring. In this

chapter, the proposed approach has been implemented using AdaBoost algorithm for all test

systems such as IEEE 14-bus, IEEE 30-bus and a practical Indian 246-bus systems.

Chapter 7 concludes the important findings of the work presented in the thesis and ideas

from which research directives can be drawn for the future work.
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Chapter 2

Optimal Placement of PMUs using

Intelligent search Method

2.1 Introduction

The installation of PMU at a bus can measure the voltage phasor of that bus and the current

phasors of some or all the branches connected to it, depending on the number of channels

available in each PMU device. Thus, the deployment of PMUs at each bus would make the

entire power system observable, thereby eliminating the need of state estimation. However,

due to the high cost associated with the PMU device and its communication facilities, it

is neither economical nor feasible to install PMUs at all the system buses. Therefore, it is

imperative to determine the optimal placement of PMUs.

In the past two decades, various approaches have been proposed to solve the optimal

PMU placement problem. Some of the techniques widely used are graph theory based ap-

proaches, mathematical and evolutionary programming techniques. Graph theory based ap-

proaches such as Depth First Search (DFS) and Spanning Tree (ST) were the first used to

solve this PMU placement problem [25]. The DFS method is based on placing the PMUs in

the order of the largest connectivity hence, it ensures complete observability but with more

number of PMU locations. These additional PMUs causes the observable islands to overlap

each other resulting in unwanted redundancy at a few system buses. The Integer Program-

ming (IP) based methods [28] [29] [33] [61] [32] have also been used to solve the PMU

placement problem with multiple constraints such as line loss, PMU loss, channel limits and

flow measurements. Although these methods are found to be effective in finding the opti-
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mal solution in a lesser simulation time, their final solution is mainly dependent upon the

initial guess chosen. The evolutionary algorithms, which can provide a near global opti-

mal solution, are effective in handling multi-objective problems. Hence, these methods have

been predominately utilized in the recent years to solve the PMU placement problem. Some

of these techniques, which have been widely employed include - Non-dominated Sorting

Genetic Algorithm (NSGA) [35], Simulated Annealing (SA) [36], Tabu Search (TS) [38],

Binary Particle Swarm Optimization (BPSO) [41], Fruit Fly Optimization (FFO) [44]. The

major drawback of these evolutionary algorithms is the higher simulation time for larger

power system network.

These studies reported that most of the methods employed for solving the PMU place-

ment problem are either computationally intensive especially for large scale practical power

systems or do not guarantee global optimal solution. Thus, there is a need to develop a suit-

able PMU placement method which can provide global optimal solution in a lesser simulation

time.

In this chapter, a new intelligent search based method has been proposed to determine the

optimal locations of PMUs while achieving complete system observability. The proposed

method works in two stages. In stage I, the possible locations of PMUs are determined using

a Best First Search (BFS) method, which is an intelligent search method. It has an ability

to identify the most promising nodes and change its search path from the current node to

the most promising node [105]. Out of the possible locations determined by BFS, redundant

PMUs are identified and removed by applying pruning in stage II. A simple topological

transformation method has also been proposed to model the zero injection buses. Further,

the proposed method also considers the presence of single and multiple conventional flow

measurements connected to a bus while determining the optimal locations of PMUs. The

proposed method has been tested on IEEE 14-bus, IEEE 30-bus and a practical 246-bus

Indian system under system intact case as well as during contingencies.

2.2 Observability Rules

In a power system, a bus is said to be observable if its node voltage can be directly measured

or calculated by using the known node voltage and branch currents at other buses. If all

buses in the system are made observable, then the power system can be defined as the system

with full observability. The placement of a PMU on a bus in a power system can provide (1)
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voltage phasor at that bus, and (2) current phasors of all branches connected to that bus. With

the known voltage phasor at one bus (bus ’i’) and the branch current phasor (Ii j), the voltage

phasor at the adjacent bus (bus ’j’) can be directly computed using the Ohm’s law.

Vj =Vi−Zi jIi j (2.1)

where Zi j is the impedance of the line i− j. Similarly, the voltage of any other bus connected

to bus ′i′ can be computed. Thus, a PMU placed at a bus can observe that bus as well as all

buses adjacent to it [25], [106]. This implies that the power system can be made completely

observable with the number of PMUs significantly lesser than the number of system buses.

It is further noted that the placement of PMU at the radial bus is usually avoided as the PMU

placement at this bus can observe only that bus and its adjacent bus. In such situations, the

buses incident to the radial buses are selected as predefined locations and assigning PMUs to

these buses help the algorithm to converge soon. However, if the bus incident to the radial

bus is a Zero Injection Bus (ZIB), then PMU placement at the ZIB is not considered as the

voltage and current phasors at the radial bus can be obtained by applying Kirchoff’s law at

the ZIB. In case, if two or more radial buses are connected to the same ZIB, then a PMU

must be placed there.

2.3 Proposed Approach

The PMU placement solution is said to be an optimal one, when the power system nodes

are made observable with a placement set containing minimum number of PMUs. Most of

the graph theoretic methods such as DFS, ensures this by placing PMUs at the nodes hav-

ing largest connectivity but results in redundant PMUs, which is not desirable [25]. Being a

blind search procedure, the DFS algorithm searches every node in the system which leads to

non-optimal path to reach the goal state. This behaviourial characteristic of the DFS algo-

rithm is replaced by an intelligent-search technique called Best First Search (BFS) method.

While moving towards the goal state, this method utilizes information about each node by

computing an evaluation function at each of them. It helps the BFS algorithm to search and

explore only the most promising nodes, thereby making the search process, more simpler

and faster one [107]. The most promising nodes are identified as those having least/highest

score of an evaluation function. While searching towards the least optimal cost path, the BFS

algorithm has the capability to change its search path from the current search path to the most
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promising path [105]. This characteristic makes the BFS method superior over other graph

theoretical methods for optimal PMU placement problem.

In this chapter, the optimal locations of PMUs have been determined in two stages as

shown in Figure 2.1. Stage I employs the BFS approach to find the sub-optimal nodes for

PMU placement and stage II employs pruning to remove the redundant PMUs.

Figure 2.1: Proposed Method for PMU Placement

The brief description of these stages is given below.

Stage I: In this stage, BFS method has been utilized to determine the sub-optimal loca-

tions of PMUs while maintaining system observability. In order to identify the most promis-

ing nodes, the evaluation function ( fi) at a node ‘i’ is formulated as the ratio of coverage

value (Yi) of a node to the cost of PMU placement (X) and can be written as,

fi = Yi/X (2.2)

The coverage value (Yi) of a node is defined as,

Y b
i =

nb

∑
j=1

Ci j ∗λ , ∀ i ∈ nb (2.3)

and,

Ci j =


1, if node ‘i’ and ‘j’ are connected

1, if i = j

0, if node ‘i’ and ‘j’ are not connected

Here, Ci j is the binary connectivity matrix and coefficient (λ ) is a biasing factor that

makes the BFS algorithm to search towards the unobserved node. Initially, this bias value

is taken as one and for successive searches, it is incremented by the largest coverage value

obtained at the previous search. The cost of PMU installation (X) is defined as a product
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of the number of nodes/buses (nb) in the system and the PMU count (p). This count is as-

sumed to be one for the initial search and is incremented by the number of PMU installations

obtained till the previous level of search. As the power system nodes are explored on the

basis of their evaluation function described in (2.2), the nodes with the highest value of the

evaluation function are given priority in PMU placement. Once a PMU is placed on a node,

the evaluation function at that node is nullified so as to avoid it from further consideration.

After the PMU placement, the given power system network is checked for observability by

computing its corresponding observability vector, OV b.

The elements of an observability vector, OV b at the bth iteration can be obtained using,

OV b
i =


2, if node i is observed by a PMU at node k

1, if a PMU is placed at node i (or i=k)

0, if node i is unobserved by a PMU at node k

 , ∀ i ∈ nb (2.4)

Finally, the total observability vector at the bth iteration, TOb is computed by adding the

observability vector at the bth iteration, OV b with the total observability vector, TOm obtained

at the mth iteration as follows,

TOb
i = TOm

i +OV b
i , ∀ i ∈ nb (2.5)

where,m =

 b−1, if f b
l >> f b−1

r

1, otherwise

It is assumed that the elements of TOm are zero for initial search. If there are any unobserved

nodes in the system, the BFS algorithm identifies the unobserved node ‘l’ having the largest

coverage value. Then, the evaluation function at this node ‘l’ is updated by reconstructing the

binary Connectivity Matrix (CM). This evaluation function is compared with the evaluation

function retained at the previous search and the node with the highest value of the evaluation

function is chosen as the next PMU location. This process is continued till all the nodes in

the system are observed. The flowchart to determine the sub-optimal PMU locations using

BFS method is shown in Figure 2.2

Stage II: The sub-optimal locations of PMUs obtained in stage I are used as input to this

stage. The redundant PMU locations are identified and eliminated by applying a pruning

technique which is enumerated below.

The system observability is checked by removing a PMU from the placement set. If the
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Get the elements of Observability Vector, ���
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�	
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this k
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 node 
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evaluation function, ��
� at other nodes are retained 
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 Find the evaluation function at each node using (1) 

 

Figure 2.2: Flowchart of Stage I of Optimal PMU Placement
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system is not completely observable, then that PMU is preserved as it is crucial for observ-

ability else, that PMU is considered as redundant and it is removed. This is repeated for each

PMU location obtained in stage I. Finally, it is ensured that only PMUs at the crucial nodes

are retained. Thus, the complete system observability is achieved by removing the redundant

PMUs, which makes the proposed method more effective than the existing methods. Hence-

forth, the placement set obtained after stage II is the optimal set required to make the system

completely observable with the minimum number of PMUs. The stepwise procedure for the

identification and removal of redundant PMU locations in the placement set obtained from

stage I is described below.

1. The number of PMUs (N) and locations obtained from BFS algorithm are stored in a

location vector L.

2. Set the iteration count for pruning, bp = 1.

3. Remove one PMU at a time from the location vector L such that the number of elements

in the modified location vector L′ is reduced to (N−1).

4. For each iteration, compute the product element Pbp using,

Pbp =
nb

∏
j=1

R j

where,

R j = ∑
p∈L′

Cp j, ∀ j ∈ nb

5. Check whether the product value for all the elements in the location vector L is obtained

(or bp = N), if yes go to the next step else, increment the iteration count, bp = bp+1

and repeat from step 1.

6. The nodes with the non zero element in the product vector PN are stamped as addi-

tional PMU locations. Here, PN consists of product element Pbp obtained after re-

moval of each PMU (ie., PN = P1,P2, ...,PN). Thus, the complete system observability

is ensured with a minimum placement set by removing redundant PMUs from these

locations.

7. Save the optimal PMU locations.
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2.3.1 Modelling of Zero Injection Buses (ZIBs)

Zero Injection Buses (ZIBs) are considered as pseudo buses as there is no generation or load

connected to them. Hence, the sum of the current phasors on all the incident branches to

the ZIB is zero [108]. In order to further reduce the number of PMUs needed to make the

system observable, the proposed placement scheme can be modified to incorporate the Zero

Injection (ZI) effect. To understand this issue, consider a four bus example shown in Figure

2.3.

(a)

(b)

Figure 2.3: Optimal PMU Placement for a Four Bus System (a) With No ZIBs, and (b)
Considering Bus 3 as a ZIB

Figure 2.3 (a) considers that there is no ZIB is present in the four bus system while bus

3 is considered as a ZIB in Figure 2.3 (b). For the system in Figure 2.3 (a), it can be easily

seen that a minimum of two PMUs are required to make the system completely observable.
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If a PMU is placed on bus 2, another PMU at any of the buses viz. 1, 3 or at bus 4 is required

to observe bus 4. In contrast, consider a system in Figure 2.3 (b). With a PMU at bus 2,

current in branch 3-4 also becomes known as the bus 3 is a ZIB, i.e., I23 = I34. Since the line

parameters are known, the voltage at bus 4 can be calculated using,

V4 =V3− I23Z34 (2.6)

Therefore, a separate PMU is not required to observe bus 4 for the system shown in Figure

2.3 (b). Henceforth, it is seen that inclusion of ZI effect can be helpful in reducing the total

number of PMUs required for complete system observability. Considering this perspective,

the following rules have been considered in the PMU placement scheme.

1. If all the branch current phasors incident to a ZIB are known except one, then the

unknown branch current phasor can be obtained by applying Kirchoff’s current law at

the ZIB.

2. Similarly, when the voltage phasors at all the buses incident to the ZIB are known, then

the voltage phasor at the ZIB can be obtained using Kirchoff’s voltage law at the ZIB.

To model the zero injection effect in the proposed placement method, a simple topological

transformation method has been developed in this chapter.

Considering ZIBs as virtual buses, the binary connectivity matrix of the power system is

transformed using,

C
′(z)
mn =Cmn +Tmn (2.7)

Consider a three bus system, where buses ‘m’ and ‘n’ are incident to a ZIB ‘k’ as shown

in Figure 2.4. The elements of the transformation matrix are determined using the following

conditions.

Condition 1: If buses ‘m’ and ‘n’ are not radial or ZIBs, then these buses can be connected

to one another making Tmn = 1 and Tnm = 1, as shown in zone I.

Condition 2: If either bus ‘m’ or bus ‘n’ is a radial or ZIB, then the binary connectivity

parameter between these buses is modified using, Tmn = 1 and Tnm = 0 as shown in zone II.

Condition 3: When both the buses ‘m’ and ‘n’ are radial and ZIBs as shown in zone III then,

the connectivity parameter between these buses cannot be modified, ie., Tmn = 0 and Tnm = 0.
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Figure 2.4: Logical Representation of Modelling of ZIBs

2.3.2 Optimal PMU placement during single branch outage

The loss of line between buses ‘i’ and ‘j’ makes the elements of CM: Ci j = 0 and C ji = 0.

As the number of branch outages increase, the optimal number of PMUs required to make

the system completely observable also increases. However, the outage of the line connecting

radial buses is not considered because any outage on the radial link islands the radial bus from

the rest of the system. This makes the entire power system unobservable without restoring

those lines [109].

2.3.3 Optimal PMU placement during single PMU outage

The optimal placement set obtained during the system intact conditions do not guarantee

complete observability in the event of any measurement loss due to PMU failure. The com-

plete observability during single PMU outage is determined after stage II of the proposed

method. This is achieved by modifying the observability condition such that each bus is ob-
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Figure 2.5: Flowchart of Optimal PMU Placement during Single PMU Outage
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served atleast once by two different PMUs. In other words, the observability of each bus is

set to two. However, the radial buses which are already observed by the zero injection effect

are excluded from this condition. This is to ensure that no PMUs are placed at the ZIBs

incident to the radial buses. The flowchart for obtaining PMU placement during single PMU

outage using the proposed method is shown in Figure 2.5.

2.3.4 PMU Placement in the presence of Conventional Flow Measure-

ments (CFM)

Most of the methods have considered only single flow measurement connected to a bus

whereas, the proposed approach is designed in such a way that it can handle both single

as well as multiple flow measurements connected to a bus. Consider the three buses in which

a flow meter is placed on a line k-j as shown in Figure 2.6 (a). The complex power injected

into bus ‘k’ of the power system is determined using,

VkI∗k j = Pk j + jQk j (2.8)

The line flows (Pk j,Qk j) on the line k-j can be measured directly using a flow meter

installed at line k-j. As the voltage phasor (Vk) at bus ‘k’ is obtained indirectly by a PMU at

bus ‘i’, the line current (Ik j) can be determined using (2.8). With the known line current (Ik j)

and voltage phasor (Vk) at one end of the line, the voltage phasor (Vj) at the other end can be

easily obtained using the observability rules discussed in section 2.2. Thus, the presence of

flow meter on the line k-j makes the bus ‘j’ observable by a PMU installed at far-end neighbor

bus ‘i’.

(a) (b)

Figure 2.6: With Single (a) and Multiple CFMs (b) Connected to a Bus ‘k’

Similar approach has been implemented when multiple flow measurements are connected

to a bus ‘k’ as shown in Figure 2.6 (b). Here, the complex power injected into bus ‘l’ is

determined using,

VlI∗lk = Plk + jQlk (2.9)

Since the line flows (Plk,Qlk) are known and the voltage phasor (Vl) at bus ‘l’ is measured
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by a PMU at bus ‘i’, the line current (Ilk) can be determined using (2.9). Therefore, the

voltage phasor (Vk) at bus ‘k’ is obtained using the rules mentioned in section 2.2. Similarly,

the line current (Ik j) can be directly determined using (2.8) as the line flows (Pk j,Qk j) and

the voltage phasor (Vk) at bus ‘k’ are known. Hence, the voltage phasor (Vj) at the bus ‘j’

can be obtained using the observability rules discussed in section 2.2. Thus, the presence of

multiple flow meters on a bus ‘k’ makes the buses ‘k’ and ‘j’ observable if a PMU is installed

at bus ‘i’.

To incorporate these flow measurements into the PMU placement, the topology of the

entire network is reconfigured using,

C
′( f )
i j =Ci j +Fi j (2.10)

and,

Fi j =


1, if CFMk j = 1 and buses ‘k’ and ‘i’ are incident

1, if CFMlk = 1 and CFMk j = 1

0, if CFMk j = 0

In addition to these flow measurements, excluding ZIBs from the PMU placement set

reduces the requisite PMU quantity to a minimum PMU numbers necessary for obtaining

complete system observability.

2.4 Case Studies
The two stage method described in section 2.3 is used as the placement algorithm to derive

the minimum number of PMUs required for system observability under system intact as well

as during contingency conditions such as single line loss and single PMU loss. The simula-

tion results obtained on IEEE 14-bus, IEEE 30-bus and a practical Indian 246-bus networks

using the proposed two stage method are presented in this section. These results are also

compared with the existing methods to validate the effectiveness of the proposed approach.

The information about the system characteristics, single line diagram and generation as well

as load data of the above test systems are given in Appendix B, C and D respectively. The

optimal PMU placement has been obtained under system intact condition considering two

cases viz. (i) Including ZIBs for PMU placement, (ii) Excluding ZIBs for PMU placement.

Further, the presence of flow measurements has also been considered for obtaining PMU

placement in order to validate the proposed method in the existing power system.
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Table 2.1: Details of the Three Test Systems

Test Systems
Radial Buses Zero Injection Buses

Numbers Locations Numbers Locations

IEEE 14-bus 1 8 1 7

IEEE 30-bus 3 11, 13, 26 6 6, 9, 22, 25, 27, 28

Indian 246-bus 31 2, 4, 5, 12, 30, 31, 38, 41, 47,
51, 52, 53, 58, 76, 77, 112,
120, 123, 124, 135, 149, 153,
156, 159, 172, 178, 189, 208,
224, 242, 246

58 54, 56, 59, 61, 62, 63, 69, 70, 71,
72, 73, 74, 75, 80, 81, 86, 102,
103, 104, 107, 122, 126, 129,
131, 147, 154, 155, 167, 175,
179, 180, 183, 209, 210, 211,
212, 213, 214, 215, 216, 217,
221, 222, 226, 229, 230, 231,
232, 233, 234, 236, 237, 238,
239, 240, 241, 243, 244

Table 2.2: Optimal Number of PMUs during System Intact Condition

Test Systems
Including ZIBs Excluding ZIBs

Stage I(BFS) Stage II(Pruning) Stage I(BFS) Stage II(Pruning)

IEEE 14-bus 4 4 3 3

IEEE 30-bus 10 10 8 7

Indian 246-bus 83 77 65 57
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2.4.1 Optimal PMU placement during system intact condition

The details about the number and locations of radial buses and zero injection buses for the

three test systems are given in Table 2.1. The number of PMUs obtained at the end of stage

I and stage II under system intact case is shown in Table 2.2 for all the test systems with

inclusion as well as exclusion of ZIBs from the placement set. It can be seen that there is no

or little difference in the number of PMUs obtained at the end of the two stages for IEEE 14-

bus and IEEE 30-bus systems. This is due to the smaller size of the test systems. However,

in the practical 246-bus Indian system, 83 buses are selected for the placement of PMUs

(including ZIBs) at the end of stage I and these are further reduced to 77 buses at the end of

stage II. Similar observations are made while excluding ZIBs from the PMU placement set.

The optimal number of PMUs required for an Indian 246-bus system is 77 with the inclusion

of ZIBs in the placement set and 57 when ZIBs are excluded from the placement set under

system intact case. Table 2.3 shows the optimal locations of PMU for the test systems under

system intact condition with no PMUs at ZIBs.

Table 2.3: Optimal PMU Locations for the System Intact Case with No PMUs at ZIBs

Test Systems PMU Locations

IEEE 14-bus 2, 6, 9

IEEE 30-bus 2, 4, 10, 12, 18, 24, 29

Indian 246-bus 3, 6, 11, 15, 21, 24, 29, 33, 34, 35, 36, 40, 44, 48, 54,
55, 63, 65, 82, 83, 88, 89, 91, 96, 97, 106, 109, 113, 116,
118, 121, 125, 132, 134, 140, 141, 142, 157, 158, 160, 165,
166, 168, 181, 185, 187, 190, 191, 194, 199, 201, 203, 205,
218, 219, 235, 245

2.4.2 Optimal PMU placement during contingency conditions

Any contingencies incurred due to the loss of line or PMU would require higher number of

PMU installations to maintain system observability under these conditions. This is because

the loss of line between any two nodes changes the entire topology of the system. As dis-

cussed earlier in section 2.3.2, the outage at the radial line has not been considered while

performing this analysis. The optimal number and locations of PMU obtained during single

line outage for all the test systems are shown in Table 2.4.

It can be seen that the number of PMUs required to maintain system observability in-

creases in this case as compared with those obtained under system intact case. A failure of
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Table 2.4: Optimal PMU Placement during Single Branch Outage

Test Systems Outaged Line No of PMUs PMU Locations

IEEE 14-bus 1-2 5 3, 5, 9, 11, 12

IEEE 30-bus 27-28 7 2, 4, 10, 12, 18, 24, 29

Indian 246-bus 121-122 58 3, 6, 11, 15, 21, 24, 29, 33, 34,
35, 36, 40, 44, 48, 54, 55, 63, 65,
82, 83, 88, 89, 91, 96, 97, 106, 109,
113, 116, 118, 121, 122, 125, 132,
134, 140, 141, 142, 157, 158, 160,
165, 166, 168, 181, 185, 187, 190,
191, 194, 199, 201, 203, 205, 218,
219, 235, 245

a single PMU device or multiple devices affects the System Observability (SO) adversely as

it leaves some of the buses unobservable. However, the proposed method ensures complete

observability even in the loss of single PMU device. The results of the proposed method for

all the test systems considering single PMU failure are shown in Table 2.5.

It can be observed that the loss of single PMU has more adverse effects on the system

observability in comparison with the results obtained during single line outage. The results

of the proposed method for system intact and contingency cases are compared with the re-

sults of the existing methods as shown in Table 2.6. These results indicate that the proposed

method requires same number of PMUs as determined by existing methods for IEEE 14-bus

system during system intact and during contingencies. The results obtained for IEEE 30-bus

and Indian 246-bus systems clearly show that the proposed method offers complete system

observability with a lesser number of PMUs than the existing PMU placement methods dur-

ing all operating conditions.
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Table 2.5: Optimal PMU Placement during Single PMU Outage

Test Systems No of PMUs PMU Locations

IEEE 14-bus 7 2, 4, 5, 6, 9, 10, 13

IEEE 30-bus 13 1, 2, 4, 7, 10, 12, 15, 16, 18, 19, 24, 27, 29

Indian 246-bus 117 1, 3, 6, 7, 9, 10, 11, 13, 14, 15, 20, 21, 23, 24, 27, 29, 32, 33, 34, 35, 36, 39, 40, 42, 44, 45, 46, 48, 49, 54,
55, 56, 61, 62, 63, 64, 65, 67, 68, 70, 74, 82, 83, 84, 85, 88, 89, 90, 91, 92, 96, 97, 100, 101, 105, 106, 109,
111, 113, 116, 118, 119, 121, 125, 130, 132, 133, 134, 136, 138, 139, 140, 141, 142, 143, 145, 146, 150,
157, 158, 160, 161, 162, 163, 165, 166, 168, 169, 170, 173, 181, 182, 185, 186, 187, 190, 191, 193, 194,
195, 197, 199, 201, 202, 203, 204, 205, 207, 218, 219, 221, 223, 234, 235, 238, 239, 245

Table 2.6: Comparative Study of the Proposed Method with the Existing Methods

Analytical Data IEEE 14-bus IEEE 30-bus Indian 246-bus

Case I Case II Case III Case I Case II Case III Case I Case II Case III

Binary Search [110] 3 7 NA 7 10 NA NA NA NA

Integer Programming [111] 3 NA 7 7 NA 17 NA NA NA

Binary ILP [112] 3 7 7 7 13 14 NA NA NA

ILP Method [28, 113] 3 7 7 7 13 15 70 71 NA

Proposed BFS Method 3 5 7 7 7 13 57 58 117
Case I - Optimal PMU placement results during system intact case,
Case II - Optimal PMU placement results during single line outage,
Case III - Optimal PMU placement results during single PMU outage.
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2.4.3 Optimal PMU placement during the presence of CFM

When flow measuring devices are installed at some of the transmission lines, the given power

system network can be made completely observable with a limited number of PMUs. This

is because some buses can be directly observed through the measurements obtained from the

flow meters. The transmission lines having flow measurement device are shown in Table

2.7. In this case, the number of PMUs required to make the system completely observ-

Table 2.7: Branches with Flow Measurements

Test Systems Numbers Location of flow measurements

IEEE 14-bus 3 1-5, 6-11, 9-10

IEEE 30-bus 7 1-2, 2-4, 2-5, 5-7, 6-10, 9-11, 27-30

Indian 246-bus 77 43-44, 50-55, 51-54, 52-54, 54-55, 25-57, 2-187, 59-32, 59-
216, 3-71, 4-62, 62-71, 63-70, 7-79, 64-67, 65-100, 66-67,
67-91, 70-72, 72-73, 74-86, 74-246, 75-76, 75-91, 11-86,
82-83, 82-92, 87-100, 13-90, 90-96, 90-97, 16-125, 116-
128, 129-232, 132-149, 133-182, 140-143, 140-144, 142-
145, 146-148, 147-150, 181-230, 156-158, 163-167, 168-
171, 169-170, 173-174, 24-191, 24-192, 24-1, 184-197,
187-189, 195-196, 198-1, 1-199, 1-226, 201-231, 27-203,
211-217, 32-33, 32-218, 223-39, 231-39, 234-237, 40-41,
235-236, 61-53, 6-5, 10-8, 72-84, 240-139, 23-22, 209-185,
210-187, 211-190, 215-27, 235-38

Table 2.8: Optimal PMU Placement during the Presence of CFM

Test Systems PMUs PMU Locations % Decrease in PMUs

IEEE 14-bus 2 4, 13 33.33

IEEE 30-bus 5 2, 12, 15, 20, 30 28.57

Indian 246-bus 33 15, 21, 29 32, 34, 35,36, 40, 48,
55,60, 65, 82, 89, 101, 106, 109, 113,
121, 125, 133, 141, 144, 157, 160,
165, 168, 174, 186, 194, 205, 219, 245

44.07

able decreases as compared with the results obtained during system intact conditions. The

results of the proposed method for the three test systems considering flow measurements are

shown in Table 2.8, alongwith the amount of reduction in the number of PMUs due to flow

measurements. These results have been obtained under system intact case.
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2.5 Conclusions
This chapter proposes a new method based on intelligent search technique for the opti-

mal placement of PMUs to make the power system topologically observable. The proposed

method determines the optimal locations of PMUs in two stages. Stage I determines the sub-

optimal locations of PMUs using best first search, which is an intelligent search algorithm

with an ability to change its search path from the current node to the most promising node.

From the results of stage I, the redundant PMU locations are identified and eliminated in

stage II using pruning. Another important aspect is that the proposed method is extended to

incorporate the presence of conventional flow measurements in the system. The proposed

placement method is also found to be effective in handling both single as well as multiple

flow measurements connected to a bus. The method was successfully applied on the test sys-

tems under normal operation as well as during contingencies. Simulation results demonstrate

that the proposed method is more effective than the existing methods, especially for larger

systems. Further, the proposed method is computationally efficient as the simulation time is

less than 2 seconds for all the systems.

39



Chapter 3

Optimal Placement of PMUs Considering

Cascaded Failures

3.1 Introduction

Security of power systems is challenged by the cascaded outages, which may lead to uncon-

trolled splitting of electric grids called islanding [114]. This uncontrolled splitting of power

system network with a reasonable power imbalance is the significant reason for wide-area

system blackouts. During such islanding conditions, a portion of the system containing both

load and generation may isolate and operate independently even though it is disconnected

from the rest of the system [115]. This can be even more dangerous leading to electric shock

to maintenance personnel, flickers due to voltage and frequency instability which results in

equipment damage. Thus, the unintent formation of electric islands causes enormous loss

to both consumers and utilities. Therefore, an islanding condition must be identified and

disconnected immediately in order to save the system from collapsing.

Power system islanding can be classified into controlled islanding and uncontrolled is-

landing [116]. Controlled islanding is a condition in which the power network is sepa-

rated into several planned islands in order to prevent catastrophic collapse of the whole

system [117]- [118]. Thus, the propagation of the local weaknesses to the rest of the sys-

tem is eliminated with this known splitting [119]. To date, various methods of controlled

islanding have been proposed in [114], [117], [119–123]. The controlled islanding acts as

a protection scheme whereas the uncontrolled islanding is a serious disturbance to system

integrity and security. As a consequence of the uncontrolled splitting, the island and the
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main grid lose their observability to each other. The events that lead to this type of splitting

are mainly due to tripping of multiple lines caused by branch limit violations, breaker mal-

functions and natural disasters like hurricanes, storms, etc. During such situations, the real

time synchronized measurements from all those islanded parts can be utilized to take proper

control actions for protecting the stability and integrity of each island. This necessitates ob-

servability of individual islands. Hence, there is a need of an appropriate placement scheme

of synchronized measurements, which allows effective monitoring of the individual islands

in order to mitigate the risk of blackouts.

Most of the existing OPP methods have focussed only on finding the optimal PMU lo-

cations considering operation of power system as a single and integrated network. Further,

they have been extended to consider contingencies such as line loss and PMU loss. Recog-

nizing the severity of islanding disturbances, an integer linear programming method based

OPP scheme has been proposed in [124] considering controlled islanding of power systems.

In addition to system islanding, measurement redundancy and single contingencies such as

line loss and PMU loss has also been studied alongwith OPP in this work. During this con-

trolled islanding scenario, the entire power system is splitted into several planned islands,

following a disturbance, to protect the system from collapsing. However, if control actions

fail, the system may break-up into several uncontrolled islands. In such a case, the stable

operation of islands become the top priority. This can be achieved by maintaining complete

observability of each island using synchronized measurements, which can further be utilized

to restore normal operation. This chapter considers this aspect of power system operation

while determining the locations of PMUs.

The two stage PMU placement method proposed in Chapter 2 is utilized in this chapter

to determine the optimal locations of PMUs for maintaining complete observability of power

systems during cascaded outages. Cascaded failures with islanding and non-islanding con-

ditions have been considered. To detect whether a cascaded failure has led to islanding/non-

islanding condition, a topology based algorithm has been developed. In addition to power

system observability, measurement redundancy is also incorporated to improve state estima-

tion. Additional contingency of single line loss and single PMU loss have also been con-

sidered to take place after cascading events. The proposed method has been tested on IEEE

14-bus, IEEE 30-bus and a practical Indian 246-bus systems.
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3.2 Proposed Approach
3.2.1 Simulation of Cascaded Failures

The propagation of cascaded failures through the bulk transmission network has been

studied by analyzing each line outage in detail. Each single line contingency is simulated

and the new power flows are calculated using Newton Raphson load flow. The lines violating

the flow limits are identified and ranked on the basis of their amount of overloading. If the

lines connected to a bus are used to their capacities, then an increase in loading will result in

their outages. In such a case, the least loaded line is considered to have sufficient capacity

remaining to take additional load without tripping, thus avoiding the isolation of a single bus.

While carrying out the above analysis, it was observed that not all the cascaded failures led to

islanding conditions. Therefore, in this chapter, two cases have been considered for analyzing

cascaded failures (1) cascaded non-islanding condition, and (2) cascaded islanding condition.

In order to identify whether a particular cascaded failure leads to islanding condition, an

algorithm based on system topology information has been developed. A depth observability

vector has been formed, whose elements are obtained using

D j = ∑
p∈M

Cp j, ∀ j ∈ nb (3.1)

where, M is a vector consisting of nodes incident to any randomly selected node i, including

ith node, Cp j is the p jth element of connectivity matrix and nb is the total number of system

buses.

A depth observability vector contains information about all the nodes connected to each

element in vector ’M’. The element (D j) of the depth observability vector would be non-

zero when bus ‘j’ is observed by bus ‘i’ (i 6= j), where bus ‘i’ is a randomly selected bus.

The zero value of the element D j refers that bus ‘j’ is not observable by bus ‘i’. Thus, after

obtaining the observability status of all the buses, the depth observability vector will be a

full-1 vector for a healthy system. Failure to achieve full-1 vector demonstrates a physical

separation in the system. Using this scheme, both islanding and non-islanding conditions

can be easily identified, regardless of the system size. Mathematically, the island detection

scheme is expressed using,

Islanding =

 No, if D = Full-1 vector

Yes, if D 6= Full-1 vector

 (3.2)
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Figure 3.1: Flowchart for Island Identification
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The flowchart for detecting islanding and non-islanding conditions using the proposed

topology based approach is shown in Figure 3.1. This analysis enables the operator to gain

sufficient knowledge on the vulnerable power system elements which may lead to cascaded

failures. Considering this perspective, the context of vulnerability assessment for cascaded

failures has been analysed in this chapter. Mostly, power system experiences low changes,

migrating from one steady state to another. Hence, a steady-state model of the power system

has been considered to understand the vulnerability of the cascaded sequence of events.

3.2.2 Proposed Redundant Observability method

Redundant observations are always desirable in order to enhance the reliability of state esti-

mation. A two-stage method proposed in Chapter 2, has been utilized to determine the op-

timal locations of PMUs such that system is completely observable during cascaded events.

In addition to system observability, the above two stage method has been further extended,

such that the measurement redundancy is obtained with the same number of PMUs as needed

to maintain system observability in chapter 2. To achieve this, PMUs from the locations ob-

tained using the two stage method are sequentially removed and relocated using the following

procedure.

1. Remove one PMU from the final placement set and find the number of unobserved

nodes.

2. If the number of unobserved node is found to be one, then an incidence vector, IN is

obtained consisting of nodes connected to the unobserved node.

3. Place a PMU at the incident node having the highest connectivity.

4. In case, if the number of unobserved buses are more than one, then that PMU which is

removed is considered to be crucial for system observability and hence preserved.

5. This process is repeated for all the PMU locations obtained using the two-stage method.

The proposed method offers multiple PMU placement sets with different levels of redun-

dancy pattern. Among these solution sets, a placement set that offers the highest amount of

redundancy at the system buses is chosen as the final optimal solution. The flowchart for

obtaining the enhanced observability using the proposed approach is shown in Figure.3.2
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Figure 3.2: Flowchart of the Proposed Redundant Observability Method
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3.3 Case Studies
The proposed OPP scheme for complete observability as well as for measurement re-

dundancy has been simulated on IEEE 14-bus, IEEE 30-bus and a practical Indian 246-bus

networks. These studies have been conducted considering two operating scenarios viz. (1)

cascaded outages with non-islanding operation, and (2) cascaded outages with islanding op-

eration. Furthermore, single line and single PMU outage contingencies have also been con-

sidered to take place after the cascaded events and their effects on the OPP solution is studied.

The results of the proposed OPP scheme obtained for the three test systems are discussed be-

low.

3.3.1 OPP during Cascaded Failures

The post contingent situation of the test systems leading to non-islanding and islanding

operations are shown in Tables 3.1 and 3.2, respectively. The outage of lines shown in column

2 of Table 3.1 overloaded the lines depicted in the last column and subsequently resulted in

the tripping of these lines. However, the system operates as a single and integrated network

even after this cascaded failure. The loss of lines given in column 2 of Table 3.2 resulted

in overloading of the lines as shown in the last column and thus, these lines are sequentially

removed one by one. When all these overloaded lines are tripped, the system is splitted into

islands. The potential islanded regions for IEEE 14-bus and IEEE 30-bus systems are shown

in Figure 3.3 and Figure 3.4 respectively. The system partitioning is labeled by the cut-off

location and the overloaded lines are represented using the dotted lines. In IEEE 14-bus

system, each island contains 7 buses whereas, two islands are formed in IEEE 30-bus system

with 24 buses and 6 buses respectively. Similarly, the splitting of Indian 246-bus system is

obtained with 231 buses in one of the islands and the rest 15 buses in the other island. The

details of the buses falling in the respective islands can be found from column 4 of Table 3.2.
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Table 3.1: Post-contingency Leading to Cascaded Outages with Non-Islanding Operation

Test Systems Outaged Line No of Islands No of Buses Lines Tripped due to Over-
load

IEEE 14-Bus 1-2 1 14 (1-14) 4-5, 3-4, 10-11, 13-14, 12-13

IEEE 30-Bus 15-23 1 30 (1-30) 18-19, 16-17, 10-21

Indian 246-Bus 121-122 1 246 (1-246) 24-1, 24-191, 1-199, 147-
150, 183-34, 17-34, 115-118,
201-226

Table 3.2: Post-contingency Leading to Cascaded Outages with Islanding Operation

Test Systems Outaged Line No of Islands No of Buses Lines Tripped due to Over-
load

IEEE 14-Bus 2-3 2 7(1-2, 5-6, 11-13), 4-5, 2-4, 2-5, 10-11, 13-14,

7(3-4, 7-10, 14) 12-13

IEEE 30-Bus 15-23 2 24(1-20, 27-30), 18-19, 10-21, 16-17, 10-22,

6(21-26) 9-10, 25-27, 1-2

Indian 246-Bus 7-105 2 231(1-15, 17-41,
43-104, 108-112,
115-122, 126-129,
131-241, 246),

7-105, 66-130, 66-67, 113-
126, 90-97, 113-127, 109-16,
65-110, 65-68, 78-91, 114-
130, 72-73, 113-114, 87-96,

15(16, 42, 105-
107, 113-114, 123-
125, 130, 242-245)

66-98, 113-129, 79-88, 97-
98, 7-67
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Figure 3.3: Splitting of IEEE 14-bus System

Figure 3.4: Splitting of IEEE 30-bus System

Table 3.3 shows the optimal number and locations of PMUs required to make the test sys-

tems observable during cascaded failures leading to non-islanding and islanding operations.

It can be observed that the number of PMUs has been considerably increased to 5 and 12
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for IEEE 14-bus and 30-bus systems, respectively. However, for Indian 246-bus system, 81

PMUs and 78 PMUs are required for complete observability during cascaded non-islanding

and islanding operations, respectively. It is to be noted that these cascaded sequence of

events changes, when a different line outage condition is considered. In such a case, the

operators should use the knowledge gained from the past experiences to identify the vulner-

able portions of the power system. It can be concluded from these results that the number

of PMUs required to maintain system observability during cascaded events increases slightly

in comparison to that required during system intact case. However, the PMU locations ob-

tained using the proposed approach are able to monitor the system under normal operating

conditions as well as during cascaded events. Thus, in case uncontrolled islanding occurs,

these synchronized measurements will help to maintain the stable operation of islands and in

restoring to normal operation.

3.3.2 OPP during Cascaded Failures with Contingencies

The proposed OPP scheme has also been validated during single line and single PMU out-

ages. The additional loss of line, irrespective of the cascaded outages would make the test

systems unobserved with the OPP solution shown in Table 3.4. The outage at the radial link

has not been considered because the system cannot be made observable without restoring

those lines. The optimal number and locations of PMU obtained during cascaded events

with single line contingency are shown in Table 3.4. IEEE 14-bus and IEEE 30-bus systems

require 6 PMUs and 12 PMUs, respectively to make them completely observable. The com-

plete observability of Indian 246-bus system can be maintained with 82 PMUs during non

islanding operation and 78 PMUs during islanding operation.
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Table 3.3: Optimal Locations of PMUs during Cascaded Failures

Test Systems
With No Islanding With Islanding

Number Locations of PMUs Number Locations of PMUs

IEEE 14-bus 5 1-2, 6-7, 9 5 1, 3, 6-7, 9

IEEE 30-bus 12 1, 5-6, 9, 12, 17-19, 21, 24-25, 27 12 1, 5-6, 9, 12, 17-19, 21, 24-25, 27

Indian 246-bus 81 1, 3, 6, 8-9, 15, 19, 23-24, 26, 28-29, 32, 34, 40,
43, 48, 50, 54, 57, 61-68, 70, 74-75, 79-81, 83-
85, 87, 90, 92-93, 106, 109, 111, 113, 115, 117-
118, 122, 125-126, 132-134, 140-142, 147, 157-
158, 160, 163, 165-166, 168, 181, 185, 187, 190-
191, 197, 199, 203, 216, 219-220, 225, 228-229,
235, 237, 239, 243, 245

78 1, 3, 6, 10-11, 15, 21, 23, 28-29, 32, 34, 36, 40,
43, 48, 50, 54, 57, 61-63, 65-66, 68, 74-75, 79-
80, 83-85, 87, 91-93, 101, 106, 110, 113, 116-117,
121-122, 125-126, 129, 132, 134, 140-142, 147,
157-158, 161, 163, 168, 173, 179, 181-182, 185,
187, 190-192, 199, 201, 203, 216, 219-220, 225,
235, 239, 243, 245

Table 3.4: Optimal Locations of PMUs during Cascaded Failures with Single Line Outage

Test Systems
With No Islanding With Islanding

Number Locations of PMUs Number Locations of PMUs

IEEE 14-bus 6 1-2, 6-7, 10, 14 6 1, 3, 6-7, 10, 14

IEEE 30-bus 12 1, 5-6, 9, 12, 17-19, 21, 24-25, 27 12 1, 5-6, 9, 12, 17-19, 21, 24-25, 27

Indian 246-bus 82 1, 3, 6, 8-9, 15, 19, 23-24, 26, 28-29, 32, 34, 40,
43, 48, 50, 54, 57, 61-63, 67-68, 70, 74-75, 79-81,
83-85, 87, 90, 92-93, 106, 109, 111, 113, 115, 117-
118, 122, 125-126, 128, 132-134, 140-142, 147,
157-158, 160, 163, 165-166, 168, 181, 185, 187,
190-191, 197, 199, 203, 216, 219-220, 225, 228-
229, 235, 237, 239, 243, 245

78 1, 3, 6, 10-11, 15, 21, 23, 28-29, 32, 34, 36, 40,
43, 48, 50, 54, 57, 61-63, 65-66, 68, 74-75, 79-
80, 83-85, 87, 91-93, 101, 106, 110, 113, 116-117,
121-122, 125-126, 129, 132, 134, 140-142, 147,
157-158, 161, 163, 168, 173, 179, 181-182, 185,
187, 190-192, 199, 201, 203, 216, 219-220, 225,
235, 239, 243, 245
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Table 3.5 lists the optimal number and locations of PMUs obtained using the proposed

method for maintaining complete observability of the test systems during cascaded failures

along-with single PMU outage. The failure of a measurement device may leave some por-

tion of the system unobserved. However, a modification in the observability condition that

each bus is observed atleast once by two different PMUs, may help in maintaining complete

observability during PMU outages also. The radial buses which are already observed by the

zero injection effect have been excluded from the above modification. It can be observed

that 13 PMUs are needed to make the IEEE 14-bus system completely observable during

both cascaded non-islanding and islanding operations. However, 22 PMUs and 23 PMUs

are required to keep the IEEE 30-bus system observable during such events. To make Indian

246-bus network observable, 146 PMUs are required for cascaded non-islanding operation,

while 140 PMUs are needed during cascaded islanding operation.

The number of PMUs required to monitor the test systems during different scenarios

of power system operation alongwith single contingencies viz. line loss and PMU loss are

summarised in Table 3.6. It can be seen that the number of PMUs required during single line

outage are comparable to that required during the base case, whereas single PMU loss needs

more PMUs than the other cases. During single PMU outage, it is found that more than half

of the system buses need to be equipped with PMUs to have a reliable measurement system.

Hence, it is concluded that the loss of measurement has more adverse effects on the system

observability than the single line contingency.
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Table 3.5: Optimal Locations of PMUs during Cascaded Failures with Single PMU Outage

Test Systems
With No Islanding With Islanding

Number Locations of PMUs Number Locations of PMUs

IEEE 14-bus 13 1-7, 9-14 13 1-7, 9-14

IEEE 30-bus 22 1-2, 4-6, 9-10, 12, 15-25, 27-29 23 1-6, 9-10, 12, 15-25, 27-29

Indian 246-bus 146 1, 3, 6-11, 15, 19-24, 26-29, 32-35, 39-40, 42-
44, 48, 50, 54-57, 59, 61-65, 67-72, 74-75, 79-85,
87-94, 96-97, 101, 105-106, 109, 111-113, 115-
118, 121, 125-126, 129-130, 132-134, 136, 138-
143, 145-147, 154, 157-158, 160-163, 165-168,
173, 175, 181, 185-187 190-191, 193-195, 197-
199, 201-205, 207, 211, 213-214, 216-217, 219-
221, 223, 225, 228-229, 231, 233-235, 237-239,
243, 245

140 1, 3, 6-7, 9-11, 13, 15-16, 20-24, 27-29, 32-36,
39-40, 42-44, 48, 50, 54-57, 59, 61-65, 69, 70-72,
74-75, 80-85, 88-94, 97, 100-101, 105-109, 111,
116-118, 121-122, 125-126, 129, 132-134, 136,
138-143, 145-147, 154, 157-158, 160-163, 165-
170, 173, 175, 179, 181-182, 185-187, 190-192,
194-195, 197, 199, 201-205, 207, 211, 213, 216-
217, 219-221, 223, 225, 229, 231, 233-235, 239,
243, 245

Table 3.6: Optimal PMU Placement during Multiple Operating Scenarios

Analytical Data
Normal Operating Condition Cascaded Outages (No Islanding) Cascaded Outages (Islanding)

No Out Line Out PMU Out No Out Line Out PMU Out No Out Line Out PMU Out

IEEE 14-bus 4 4 8 5 6 13 5 6 13

IEEE 30-bus 10 10 18 12 12 22 12 12 23

Indian 246-bus 77 77 143 81 82 146 78 78 140
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3.3.3 OPP considering Measurement Redundancy

Maximizing the measurement redundancy is advantageous as a major portion of the power

system remains observable, even if one of the measurement fails. Hence, maximizing bus

measurement redundancy is considered in the PMU placement objective to enhance the sys-

tem observability and the results are given in Table 3.7 considering normal operation. It can

be observed from Table 3.7 that three trials resulted in different OPP solution set for IEEE

30-bus and practical 246-bus Indian systems. For IEEE 30-bus system, the second solution is

the optimal solution set as 13 buses are observed more than once, even though its redundant

observability value is lesser than the third solution set. In case of 246-bus Indian system,

the number of redundant observations of the third solution set is found to be higher than the

redundant observations obtained in the other solution sets. Further, the number of buses ob-

served more than once in the third solution set is comparatively higher than the other solution

sets. Hence, it is the best solution according to the PMU placement objective.

Table 3.7: Redundant Observability based Optimal PMU Placement Solution during Normal
Operation

Test Systems Solution Set Number of Buses
observed more
than Once

Number of Re-
dundant Observa-
tions

IEEE 14-bus 2, 6, 7, 9 4 5

IEEE 30-bus
1, 5, 6, 9, 10, 12, 15, 18, 25, 27 13 18

1, 2, 6, 9, 10, 12, 15, 18, 25, 27 13 20

2, 4, 6, 9, 10, 12, 15, 18, 25, 27 12 22

Indian 246-bus
77 PMUs 103 129

77 PMUs 107 139

77 PMUs 108 142

The optimal PMU placement locations obtained by the proposed observability and re-

dundant observability methods during cascaded islanding operation are shown in Table 3.8.

There is not much difference between the two methods for IEEE 14-bus system as it is a small

system. However, in IEEE 30-bus system, 7 placement locations are commonly selected by

both the methods, whereas in practical Indian 246-bus system, 59 buses are commonly iden-

tified as the PMU locations. It is confirmed that the proposed observability and redundant

observability methods offer different optimal PMU placement locations keeping the total

number of PMUs to be same.
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Table 3.8: Comparison of the Proposed Observability and Redundant Observability Methods
during Cascaded Islanding Operation

Test Systems Buses(1) Buses(2) Buses(3)

IEEE 14-bus 1, 6-7, 9 3 4

IEEE 30-bus 1, 6, 9, 12, 24-25, 27 5, 17-19, 21 2, 10, 15, 20, 22

Indian 246-bus 6, 10-11, 15, 21, 29, 32, 34,
40, 43, 48, 54, 57, 61-63,
65, 74-75, 80, 83-84, 91, 101,
106, 116-117, 121-122, 125-
126, 129, 132, 134, 140-142,
147, 157-158, 163, 168, 173,
179, 181, 185, 187, 190-191,
199, 201, 203, 216, 219-220,
235, 239, 243, 245

1, 3, 23, 28, 36,
50, 66, 68, 79, 85,
87, 92-93, 110,
113, 161, 182,
192, 225

7, 16, 22, 24,
55, 71, 82, 89,
94, 100, 108-109,
118, 139, 160,
194, 202, 221,
234

Buses(1): common between both the methods, Buses(2): only in proposed observability
method, Buses(3): only in proposed redundant observability method.

Table 3.9: Proposed Observability and Redundant Observability Methods based Total Ob-
servability during Normal Operation

Test Systems
Observability Redundant Observability

PMUs TO(TRO) PMUs TO(TRO)

IEEE 14-bus 4 19(5) 4 19(5)

IEEE 30-bus 10 41(11) 10 50(20)

Indian 246-bus 77 346(100) 77 388(142)

In Table 3.9, Total Observability (TO) times and Total Redundant Observability (TRO)

times are shown for all the test systems using the proposed observability and redundant ob-

servability methods during normal operation. The proposed redundant observability method

is found to enhance the total observability. For Indian 246-bus system, the proposed redun-

dant observability method enhances the total observability as much as 42 (388-346) times

with the same number of PMUs as that obtained using the proposed observability method.

The results of the OPP obtained using both the proposed observability and redundant observ-

ability methods during cascaded islanding and non-islanding operations for the test systems

are shown in Tables 3.10 and 3.11, respectively. From these results, it is concluded that

the proposed redundant observability method offers increased redundancy than the proposed

observability method.
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Table 3.10: Proposed Observability and Redundant Observability Methods based Total Ob-
servability during Cascaded Islanding Operation

Test Systems
Observability Redundant Observability

PMUs TO(TRO) PMUs TO(TRO)

IEEE 14-bus 5 19(5) 5 21(7)

IEEE 30-bus 12 41(11) 12 48(18)

Indian 246-bus 78 342(96) 78 379(133)

Table 3.11: Proposed Observability and Redundant Observability Methods based Total Ob-
servability during Cascaded Non-Islanding Operation

Test Systems
Observability Redundant Observability

PMUs TO(TRO) PMUs TO(TRO)

IEEE 14-bus 5 20(6) 5 22(8)

IEEE 30-bus 12 45(15) 12 55(25)

Indian 246-bus 81 362(116) 81 406(160)

3.4 Conclusions
This chapter proposes a suitable OPP scheme to determine the optimal locations of PMUs

for maintaining complete system observability during cascaded failures. Both the islanding

and the non-islanding cases were generated for the test cases following the cascaded failures.

Then, a topology based approach has also been developed to identify the islanded portions.

Additional single line and single PMU contingencies have also been considered after the

occurrence of cascaded events. Further, the reliability of power system state estimation is

enhanced by incorporating measurement redundancy in the proposed method. These results

obtained for all the test systems have been compared with the two stage based observability

method proposed in Chapter 2. It clearly indicates that the proposed redundant observability

method offers better results than the method proposed in Chapter 2 by providing increased

redundancy for the same number of PMUs. Also, the proposed redundancy method pro-

vides multiple PMU placement solutions having different levels of redundancy for the same

number of PMUs. It is also revealed that the proposed OPP scheme can provide complete

observability of the system under different operation scenarios viz. normal operation as well

as cascaded islanding and non-islanding conditions.
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Chapter 4

Review of Various Machine Learning

Techniques

4.1 Introduction

In the recent years, the machine learning techniques have been successfully applied in

various power system domains such as voltage sensitivity identification [87–89, 93], contin-

gency ranking [90–92], static security assessment [75–78, 83, 84, 86, 94] and dynamic secu-

rity evaluation [79–82,85,95]. The advent of machine learning techniques can overcome the

shortcomings of traditional security assessment methods by computing the system security

status in a fast and accurate manner. The most widely used methods for security assessment

are Artificial Neural Network (ANN) , Support Vector Machine (SVM) and Decision Tree

(DT) classifiers. Although ANN based security assessment methods are significantly faster

in predicting the system security status, training of these networks is found to be very dif-

ficult and time consuming. This is mainly due to the fact that it requires weights between

the hidden and output nodes to be updated several times in order to reduce the rate of er-

ror value calculated at the output nodes [94]. In case of SVM based pattern recognition

approach, selection of kernel parameters and choice of margin parameter is more difficult

and requires thorough investigation. Hence, SVM based security assessment methods often

exhibit low performance if the information underlying in the data patterns is not properly

known [125]. Although DTs are predominately used in classification problems, the use of

statistical tools for tracing the relationship among different events can often lead to poor clas-

sification results [125]. Therefore, it is concluded that there is a need for more accurate and
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faster security assessment technique, which is the basic requirement for real-time monitoring

and control of the emerging power systems to avert any catastrophic events.

This chapter reviews the concepts of some intelligent classifiers viz. Wavelet Support

Vector Machine (WSVM), Case Based Reasoning (CBR) and AdaBoost algorithm, which

have better generalization capability than the traditional classifiers. These techniques have

been successful in various domains and thus exhibit lot of potential for security assessment

purpose. The design of these classifiers for the proposed security assessment work has been

elaborated in the following sections in detail.

4.1.1 Literature Review

This section gives a detailed review on the use of WSVM, CBR and AdaBoost classifiers for

various classification problems. The wavelet techniques have been explicitly used in signal

analysis and processing. These techniques employ mathematical functions and have been

successfully applied in applications such as transient analysis of signals, image processing

and communication systems, etc. This technique has also been considered as a powerful

tool for the approximation of arbitary non-linear functions [126]. In this perspective, a new

pattern recognition tool called Wavelet Support Vector Machine (WSVM) has been proposed

in [126]. This new WSVM classifier, which combines the wavelets with the SVM classifier,

has been recently used in classification and regression problems due to its high prediction

capability and better performance than the other machine learning techniques [127]. The

authors in [128] have utilized the WSVM for prediction of wind speed and in turn the power

generated by the wind, which can be calculated from predicted speed value. A WSVM

technique has been used in [129] for the detection and classification of faults in induction

motors. In [130], the authors have proposed a novel algorithm using WSVM for the detection

and classification of voice activity. These studies reveal that WSVM can provide better

prediction for complex classification problems than the traditional SVM kernel classifiers

such as linear SVM (l-SVM), quadratic SVM (q-SVM), polynomial SVM (p-SVM), multi-

layer perceptron SVM (m-SVM) and radial basis function SVM (r-SVM).

Recent advancements in the field of life sciences has helped the researchers to develop

artificial intelligence based tools for medical applications. Case Based Reasoning (CBR)

approach solves the new problem by retrieving similar past examples and adapting their so-

lutions. Hence, it has been considered an interesting alternative, and predominately applied
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in the field of life sciences [131]. Some of its major applications include prediction and

classification [132–136], knowledge inference and evaluation [137, 138], etc. In these appli-

cations, CBR systems are built for the classification problems mainly to determine whether

a problem is a member of a class or not or which of the several classes it may belong to. The

development of machine learning algorithms along with CBR technique has brought new

opportunities for regression and classification of training samples. In this context, a hybrid

system based on Neural Network and Case Based Reasoning (NN-CBR) has been proposed

in [139] for classification problems. The authors in [140] have used CBR technique and

Naive Bayes learner for the design and development of intelligent report system for forensic

autopsy. Similarly, the authors in [141] have suggested an expert system, which combines

the capabilities of both CBR and ANN for the prediction of diode qualification rate in indus-

tries. Studies reveal that CBR system has better generalization capability than the traditional

classifiers due to the following reasons - (1). It explicitly uses the knowledge gained from

previous disturbances for predicting the solution of a new problem. (2). The knowledge

base can be continuously updated with the additional data acquired during learning. This

increases the online learning capability, which is necessary for many real time applications.

As mentioned in Chapter 1, the machine learning techniques often have a low prediction

accuracy and a high misclassification rate if the underlying information in the input data is

not known. To overcome this drawback, Freund and Schapire in 1996 had first proposed

an AdaBoost algorithm to effectively combine the learning ability of many weak classi-

fiers in order to design a strong classifier. Initially, AdaBoost classifier has been used for

two important biometric applications such as face detection [142–144] and facial expression

recognition [145,146]. The authors in [147] have proposed a novel cascased AdaBoost clas-

sifier model for the classification of hyperspectral image data. An another model of cascaded

AdaBoost classifiers have been proposed in [148] for the detection of vehicles. In [149], a

hierarchical method based on AdaBoost classifiers has been proposed for the classification

of surface images of marble slabs. In addition to biometric and pattern recognition appli-

cations, AdaBoost algorithm has also been utilized in other important applications such as

traffic sign detection [150], short term wind prediction [151], intelligent transportation sys-

tems [152, 153], power quality assessment [154] and early warning scheme for transmission

line galloping [155]. However, the application of AdaBoost algorithm to security assessment

has not been explored so far. Review results indicate that AdaBoost algorithm can be a sig-
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nificant tool for classification problems and hence, this classifier is utilized to enhance the

monitoring and assessment of power system security.

4.2 Wavelet Support Vector Machine (WSVM)
In this section, WSVM proposed in [126] has been elaborated in detail. The translation

invariant kernel or Morlet wavelet, which is used as a new mapping function in this classifier,

replaces the traditional kernels used in SVM classifiers. The description about this classifier

is given in the following subsections.

4.2.1 Support Vector Machine (SVM)

SVM is a supervised machine learning algorithm, which analyzes data for learning decision

boundaries in pattern recognition problems [156]. A decision boundary is the one that sep-

arates the set of objects belonging to different class groups. It performs classification by

first mapping the input data to multi dimensional feature space by some non-linear mapping.

Then an optimal hyperplane is constructed which separates the mapped input data into two

classes with maximum margin. The linear estimate function is defined as,

y = ω
T

φ(x)+b, ∀ x ∈ RN ,y ∈ R (4.1)

where, x is the input vector, RN is the input space, y is the output and φ(x) is the non linear

mapping. In order to construct an optimal hyperplane, SVM algorithm employs an iterative

training process which is aimed at minimizing the following objective function as described

below,

min(F) =
1
2

ω
T

ω +C
N

∑
i=1

(ξi +ξ
∗
i ) (4.2)

subject to constraints:

yi−ωφ(xi)−b≤ ε +ξi;

ωφ(xi)+b− yi ≤ ε +ξ
∗
i ;

ξi,ξ
∗
i ≥ 0,∀ i = 1,2, .......N

where, ω is the weight vector of the hyperplane, C is the penalty factor proportional to

the amount of the constraint violation, ε is an insensitive loss function, ξi and ξ ∗i are the

slack variables which represents parameters for handling non-separable input data, b is a

threshold bias value and φ(x) is a mapping function called kernel function, which transforms

the data from the input space to the feature space. The value of C should be chosen in a
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manner to avoid overfitting as larger the value of C, more the error is penalized. The problem

(4.2) is solved using Lagrange multiplier technique and the solution obtained leads to dual

optimization problem as described below,

W (α(∗)) =−ε

l

∑
i=1

(α∗i +αi)+
l

∑
i=1

(α∗i −αi)yi

− 1
2

l

∑
i=1

l

∑
j=1

(α∗i −αi)(α
∗
j −α j)K(xi,x j) (4.3)

subject to:
l

∑
i=1

(α∗i −αi) = 0; α
∗
i ∈ [0,C]

Thus, the resulting estimate function of SVM is linear, which is of the following form,

f (x) =
N

∑
i=1

(α∗i −αi)K(x,xi)+b (4.4)

where, αi and α∗i are the non-negative Langrange multipliers, K(x,xi) is the Support Vector

(SV) kernel as it satisfies the Mercer’s condition (ie)., K(x,xi) = K(〈x.xi〉) [157].

This concept of kernel mapping makes the SVM algorithm to perform nonlinear classifi-

cations even with complex boundaries. There are many kernel mapping functions like linear,

polynomial, quadratic, multi-layer perceptron and radial basis function. However, the radial

basis function (gaussian) kernel has been widely used as the mapping function due to its ca-

pability of handling nonlinear relation existing between input data and the class labels. The

gaussian kernel is defined as,

K(x,x′) = exp(
−||x− x′||2

2σ2 ) (4.5)

where, σ is the width of the gaussian kernel, which helps to find the influence area of the

support vectors over the data space.

4.2.2 Wavelet Analysis

The basic principle of wavelet analysis is to express or approximate a signal or functions

by a family of functions generated by dilations or translations of a mother wavelet function,

h(x) [126]. This function is expressed as follows,

ha,c(x) = |a|−1/2h(
x− c

a
) (4.6)

where, a is a dilation factor, c is a translation factor and h(x) is a mother wavelet which

satisfies the following condition [158, 159],

Wh =
∫

∞

0

|H(ω)|2

|ω|
dω < ∞ (4.7)
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where, H(ω) is the Fourier transform of h(x). The wavelet transform of a function f (x) can

be expressed as,

Wa,c( f ) = 〈 f (x),ha,c(x)〉 (4.8)

where, 〈., .〉 is the dot product, which also represents the decomposition of a function f (x)

on a wavelet basis ha,c(x). Thus, the function f (x) can be reconstructed using the following

equation,

f (x) =
1

Wh

∫
∞

−∞

∫
∞

0
Wa,c( f )ha,c(x)da/a2dc (4.9)

Considering only finite terms for approximation [158], the above equation can be rewritten

as,

f̂ (x) =
N

∏
i=1

h(xi) (4.10)

where, f̂ (x) is an approximated form of f (x).

4.2.3 Wavelet SVM

A wavelet function can be represented in the following form [158] as shown below,

h(X) =
N

∏
i=1

h(xi) (4.11)

where, X = [x1, .......,xN ] ∈ RN . The wavelet kernel can be expressed as below,

K(x,x′) =
N

∏
i=1

h(
xi− ci

a
)h(

x′i− c′i
a

) (4.12)

and the translation invariant wavelet kernels are obtained using [126],

K(x,x′) =
N

∏
i=1

h(
xi− x′i

a
) (4.13)

A new mother wavelet function is constructed based on the wavelet function proposed in

[160]. This is described as shown below,

h(x) = cos(1.75x).exp(
−x2

2
) (4.14)

Now, substitute (4.14) into (4.13) to obtain the wavelet kernel of this mother wavelet, which

is defined below,

K(x,x′) =
N

∏
i=1

(cos(1.75∗ (xi− x′i
a

))exp(−||xi− x′i||
2

2a2 )) (4.15)
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which is an admissible SV kernel. The additional proof for this wavelet kernel can be found

in [126]. Now substitute the above equation in (4.4) to obtain the WSVMs as,

f (x) =
l

∑
i=1

(αi−α
∗
i )

N

∏
j=1

h(
x j− x j

i
ai

)+b (4.16)

where, x j
i denotes the jth component of the ith training pattern. The SVMs in the above

equation are called WSVMs as they use wavelet functions as kernels.

4.3 Case Based Reasoning (CBR)
Case based reasoning is a problem solving artificial intelligence methodology that solves

new cases by adapting previous successful solutions to similar problems. There may be

many variations in the CBR working scheme depending on the applications and the features

used. A scheme on the CBR working cycle proposed in [161] is shown in Figure 4.1. In

Figure 4.1: Schematic Diagram of CBR system

this CBR scheme, one or more cases are retrieved by matching a problem case against the

cases from the case base. The solution suggested by the retrieved case is then reused or

adapted according to the problems’ description. If the retrieved case is not a similar match,

then the solution will have to be revised (adapted) and evaluated for success. Finally, the

case after successful evaluation is retained and the case base is updated. Existing CBR
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systems use null adaptation where the solution of the retrieved case is directly assigned as

the solution of the target problem [162]. However, the performance and the application of

CBR systems can be improved significantly with the development of different case adaptation

techniques [163]. Therefore, in this chapter, a novel case adaptation strategy based on fuzzy

clustering thresholding technique is proposed to enhance the learning capability of CBR

system for the proposed security assessment. The detailed steps involved in the design of

CBR system are given in the following sub-sections.

4.3.1 Case Base Representation

The case base in the CBR system is the memory of all previously stored experiences or prob-

lems. The cases could be people, things, situations, diagnoses, designs or plans and objects.

In many practical CBR applications, cases are usually represented as two unstructured sets

of attributes viz. the problem and the solution feature [164]. However, all existing cases are

not needed to be stored. In situations, where two or more cases are similar, then only one

case may be stored.

4.3.2 Retrieval

For a given problem description, a retrieval algorithm should retrieve cases that are most sim-

ilar to the problem currently presented to the CBR system. This retrieval mechanism usually

works on the basis of indices and the organisation of the case memory, while searching the

most similar cases for the current problem. There are many retrieval algorithms such as in-

duction search, nearest neighbour search, serial search, hierarchical search, parallel search,

etc. The most simple method of retrieval mechanism is the one-nearest neighbour search

of the case base, which performs similarity matching on all the cases in the case base and

returns just one best match [165]. This increases the computation time of the retrieval algo-

rithm, particularly in the case of large case bases. Therefore, cases are usually pre-selected

using k-NN search prior to similarity matching. In this work, k-NN search with similarity

matching algorithm is used to retrieve the most similar case which can be potentially useful

for solving the currently encountered problem. For a given test case, 2 samples from the case

memory with the smallest Euclidean distance are identified as nearest neighbours. Euclidean

distance ’d’ between the problem case ’q’ and a sample from the nearest neighbours ’p’ is
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obtained using,

dpq =

√
n

∑
i=1

(qi− pi)2 (4.17)

where, n is the total number of features.

Among many methods available in the literature, a cosine matching function [166] has

been used in this work for the measure of similarity among neighbours. This matching func-

tion has been widely used in information retrieval for matching the query with the documents

in the database. It is a measure of similarity between two vectors of an inner product space

that measures the cosine of the angle between them. Consider two vectors of attributes A and

B, the cosine similarity, cos(Θ) is obtained using a dot product and magnitude as,

Similarity = cos(Θ) =
A.B
‖A‖‖B‖

=
∑

n
i=1 AiBi√

∑
n
i=1 A2

i

√
∑

n
i=1 B2

i

(4.18)

where, Ai and Bi are the vector components of selected test case and its nearest neighbour

respectively and n is the total number of features in a case. With the resulting similarity

ranging from 0 to 1, a case with the highest similarity index among the group of neighbours

is selected as the most similar feature for the selected test case. Hence, the class label of the

neighbour case with less Euclidean distance and with highest similarity index is chosen as

the appropriate class label for the selected test case.

4.3.3 Revise using Heuristics and Adaptation

The solution of the most similar case obtained using retrieval algorithm is assigned as the

solution of the test case. However, this solution may not be an appropriate solution, if there

are significant differences between the retrieved case and the given test case. In such situ-

ations, the solution obtained by the retrieval mechanism needs to be adapted to account for

those differences. Adaptation usually finds the differences between the retrieved case and

the present test case, and then applies a set of rules to account for those differences before

suggesting a solution. In this work, a heuristic function as shown in (4.19) is formulated to

find the solution for a given test case.

The function ( f j) for each training pattern is defined as the ratio of weighted sum of its

features (Yj) to the square root of its difference value (X). Mathematically,

f j =
Yj√

X
, ∀ j ∈ T (4.19)

The value (Yj) of a training pattern is defined as a product of the sum of all its features and
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its corresponding weight (λ ). The weight parameter (λ ) is updated in each iteration. The

difference value (X) is defined as the product of the number of nearest neighbours (k) and

the sum of all elements of the difference vector. The difference vector is obtained by taking

the difference between the elements of the jth training pattern with the elements of the given

test case.

Yj = λ j

n

∑
i=1

p ji (4.20)

X = k
n

∑
i=1

(p ji−qi) (4.21)

where, p j is the jth training pattern, q is the given test case, n is the total number of features

and T is the total input patterns available in the training set.

The pattern with the highest evaluation function is identified and its class label is selected

as the predicted class label for the given test case. However, if the predictions obtained using

both retrieval and heuristic methods are not similar, the solution obtained may not be an

appropriate one and hence needs to be adapted. In such a case, the retrieved case is removed

from the training set and the new case is retrieved for the given test case after updating the

weights for the training patterns. This procedure is repeated until similar predictions are

obtained using retrieval and heuristic methods. In case, if the solution obtained using both

the predictions are similar, then the present test case with its class label is retained. This test

case with its solution is then updated in the training set and considered for further assessment.

This procedure is repeated for all samples available in the test case.

4.3.4 Updation of Weight Vector

The weights (λ ) are initialized uniformly for all the input training patterns (T ) using,

λ j =
1
N
, ∀ j ∈ T (4.22)

where, N is the total number of training patterns.

For successive iterations, weights are updated using fuzzy clustering thresholding method

[167]. It is a histogram based thresholding method which has been predominately used in

image processing. The histograms are constructed using Gaussian distribution by splitting

the training data and its dataweights into different clusters based on their class labels. A

threshold is determined corresponding to the minimum probability value between the two

distributions. Then, a criterion function is formulated to identify the optimal threshold, which
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also yields the class separation between the two distributions. The minimum error criterion

proposed in [168] is used in this paper to select an optimal threshold.

The detailed steps involved in the updation of weights using this method is given below:

1. Split the training patterns and their corresponding weights into two clusters based on their

class labels.

2. Construct histograms, h1 and h2 of size (t×n) for each cluster respectively where, ’t’ is

the total number of threshold steps (here, t=10) and ’n’ is the total number of features.

3. Form two error matrices, M1 and M2 using the histogram data such that,

M1 = h1 +h2

and,

M2 =
N

∑
i=1

(λi)U−M1

where, ’U’ is the unity matrix of size (t×n) and ’N’ is the total number of training patterns.

4. Form vectors, V1 and V2 with minimum error values of matrices M1 and M2 respectively

using,

V1 = [m1
1 m1

2 m1
3 .... m1

n]

and,

V2 = [m2
1 m2

2 m2
3 .... m2

n]

where,m1
i = min(M1(1 : t, i)) and m2

i = min(M2(1 : t, i)), ∀ i = 1,2,3...,n. Also, form vec-

tors, T1 and T2 with threshold values corresponding to these minimum values such that,

T1 = [k1
1 k1

2 k1
3 .... k1

n]

and,

T2 = [k2
1 k2

2 k2
3 .... k2

n]

where, k1
i and k2

i are the row indices corresponding to the minimum value of the ith feature

of matrices M1 and M2 respectively.

5.Form matrices, Z1 and Z2 whose elements are obtained using,

Z1 = [E1 I1 C1 F1]

and

Z2 = [E2 I2 C2 F2]
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where, vectors E1 = [(V1)]
T ; E2 = [(V2)]

T and vectors I1 = [(T1)]
T ; I2 = [(T2)]

T .

And, class label vectors of clusters I and II are C1 = [(CL1)]
T and C2 = [(CL2)]

T , where,

CL1
i = 1 and CL2

i = 0, ∀ i = 1,2,3...,n.. Similarly, feature vector of clusters I and II are

F1 = [1 2 3 .... n]T and F2 = [1 2 3 .... n]T .

6. Form vectors, N1 and N2 with minimum error values of matrices Z1 and Z2 respectively

such that,

N1 = [e1 i1 c1 f 1]

and

N2 = [e2 i2 c2 f 2]

where, error values, e1 and e2 are determined using, e1 = min(Z1(1 : n,1)) and e2 = min(Z2(1 : n,1)).

And,

i1 = I1(l); c1 = C1(l); and f 1 = F1(l)

and,

i2 = I2(p); c2 = C2(p); and f 2 = F2(p)

where, ’l’ and ’p’ are the row indices corresponding to the error values e1 and e2 respectively.

7. Concatenate vectors, N1 and N2 to form a matrix F such that,

F =

e1 i1 c1 f 1

e2 i2 c2 f 2


8. Form a minimum error vector, Em whose elements are obtained using,

Em = [em im cm fm],

where, minimum error value, em =min(F(1 : 2,1)) and ’m’ is the row index corresponding

to this minimum error value, em; threshold index, im=F(m,2); label index, cm=F(m,3); and

feature index, fm=F(m,4).

9. Form two vectors, Rmin and Rmax by finding the minimum and maximum values of each

feature in the training patterns, Tr viz.,

Rmin = [a1 a2 a3 .... an]

and

Rmax = [b1 b2 b3 .... bn],
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where, ai = min(Tr(1 : N, i)); bi = max(Tr(1 : N, i)), ∀ i = 1,2,3, ....,n and ’N’ is the to-

tal number of training patterns.

10. Construct a linearly spaced threshold vector, Tv using the boundary conditions such that,

Tv = [mind ....... maxd]1×t ,

where, mind = Rmin( fm) and maxd = Rmax( fm) and the spacing between successive ele-

ments are obtained using (maxd−mind)/(t−1).

11. An optimal threshold value, to is identified from the threshold vector, Tv using, to = Tv(im),

where, ’im’ is the threshold index obtained corresponding to the minimum error value, em.

12. Form a vector, S whose elements are obtained using, S j×1 = [Tr] j×p, ∀ j ∈ N and p = fm.

13. Finally, classify the training patterns based on the following conditions,

i f cm = 1, then µ j =

 1, if S j×1 ≥ to

0, otherwise

i f cm = 0, then µ j =

 1, if S j×1 < to

0, otherwise

where, ’µ j’ is the predicted class label for the jth training pattern.

Thus, an optimal threshold (to) with minimum error (em), which divides the training

patterns into two classes is calculated.

The classification error (α) is calculated for each iteration using the following equation,

α =
1
2

log(
1− em

em
) (4.23)

And, the weight of all the training patterns is updated for each iteration using,

λ
new
j =

λ old
j exp(−αC jµ j)

∑
N
j (λ

old
j exp(−αC jµ j))

, ∀ j ∈ T (4.24)

where, C j and µ j are the original and predicted class labels of the jth training pattern re-

spectively; λ old
j and λ new

j are the weights of the jth training pattern before and after weight

updation respectively. For better understanding of this algorithm, an example is given in

Appendix A.
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4.4 AdaBoost Classifier with SVM as weak Classifier
The AdaBoost algorithm is used to construct a strong classifier by combining the group of

weak classifiers. It has been employed for classification problems as the rate of misclassi-

fication can be significantly reduced with the increase in number of weak classifiers [142].

The algorithm considers training patterns as inputs (−→x1 ,y1),.......,(−→xm,ym), where each −→xi is

an input pattern vector with d selected features and each label yi ε {0,1}. The AdaBoost

algorithm executes a classifier ′T ′ times. After repeated analysis, it is found that the pro-

posed approach led to better results with T = 10 and also does not lead to overfitting. The

weights of the jth training data is represented by λ b
j , where b is the iteration count of the

weak classifiers. Initially, all the data weights are considered as equal (λ b
j = 1/N), where N

is the number of training patterns. At the end of each iteration, the hypothesis of the weak

classifier, ht : {−→x1 , ...
−→xm}⇒ {0,1} is calculated. Finally, the calculated hypothesis is evalu-

ated using the value αb, where αb is the reliability of classification by the weak classifier at

the bth iteration. After selecting a suitable hypothesis ht , the weights of the misclassified pat-

terns are increased for the next iteration. This procedure is repeated until a strong classifier

as a weighted combination of ′T ′ weak classifiers is produced. A logical representation of

the AdaBoost algorithm is shown in Figure 4.2. Here, hi
t represents the hypothesis of the ith

weak classifier, which consists of class label of the testing data obtained using (4.28). Simi-

larly, Ht is the hypothesis of the strong classifier, which is obtained as the linear combination

of ′T ′ weak classifiers. At the end of ′T ′ iterations, Ht consists of the final class label of the

testing data, which is estimated using (4.32). A brief description about the weak classifier

and the boosting algorithm is given in the following subsections.

4.4.1 Weak Classifier

Machine learning algorithms such as k-nearest neighbours, ANN, SVM and DTs can be used

as weak classifiers. The authors in [169] have demonstrated the superiority of the SVM algo-

rithm than the ANN based methods for classification problems. This has led to the thought of

devising a more efficient tool for training procedure. Therefore, in this chapter, SVM based

pattern recognition approach is considered as a weak classifier. It is a widely used pattern

recognition approach for both classification and regression problems. In classification pro-

cess, it determines the decision boundary between two classes, which is far away from any

data point in the training set. Initially, the use of SVM has been limited only for two class
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Figure 4.2: Architecture of AdaBoost Algorithm

data sets that are separable by a linear classifier. In 1992, Vapnik et.al., have introduced the

concept of kernel mapping, which makes the SVM classifier to perform non-linear classifi-

cations even with complex boundaries. Among many kernel mapping functions, radial basis

function (gaussian) kernel is the most widely used kernel due to its better capability of han-

dling non-linear data. The detailed explanations about this classifier has been presented in

section 4.2.1.

4.4.2 AdaBoosting Algorithm

The detailed steps involved in the design of strong classifier using AdaBoost algorithm are

given below.

1. Initialize the number of weak classifiers, T.

2. Set the iteration count, b=1.

3. Assign uniform weights for all the training patterns using,

λ
0
j =

1
N
, ∀ j ∈ N (4.25)

where, λ j is the weight assigned to the jth training pattern and N is the total number
of training patterns.

4. Train the classifier T (here,T = b) and predict the security status of the training pat-

terns considering the training set as the testing data.
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5. Form a classification probability vector using the training data and its corresponding

weights. The elements of this vector at the bth iteration are obtained using,

PCb
j = PCm

j +λ
m
j ∗Eb

j , ∀ j ∈ N (4.26)

where, Eb
j is the estimated class label of the jth training pattern at bth iteration, λ m

j is

the weight of the jth training pattern at the previous iteration. Here, m = b−1 and for

initial search (ie. b=1), the elements of the class probability vector, PCm are assumed

to be zero.

6. Estimate the security status of the training patterns by assigning patterns corresponding

to positive probability to secure class (class ′1′) and patterns corresponding to negative

probability to insecure class (class ′0′).

Y j =

 1, if PCb
j > 0

0, if PCb
j < 0

(4.27)

7. Find the reliability of the classifier T at the end of bth iteration using,

α
b =

1
2

log(
1− em

em
) (4.28)

where, em is the minimum error obtained using the fuzzy clustering thresholding and

minimum error criterion methods (Refer section 4.3.4).

8. The weights of the training patterns at the end of bth iteration are updated using,

λ
b
j =

λ m
j exp(−αbC jY b

j )

∑
N
j=1(λ

m
j exp(−αbC jY b

j ))
, ∀ j ∈ N (4.29)

where, C j is the original class label of the jth training pattern, Y j is the predicted class

label of the jth training pattern, λ m
j and λ b

j are the weights of the jth training pattern

before and after the bth iteration respectively.

9. If b = T , then go to step 10 else, increment the iteration count as, b=b+1 and repeat

from step 4.

10. After the learning process is completed, predict the security status of the testing pat-

terns by each of the weak classifiers considered for training purpose.
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11. Set the iteration count, bp=1.

12. Form a classification probability vector again, whose elements, PCb at the bth iteration

are obtained using,

PCbp
j = PCm

j +α
bp ∗Ebp

j , ∀ j ∈ Te (4.30)

where, Ebp
j is the predicted class label of the jth testing pattern at bpth iteration, αb is

the reliability of the classifier T and Te is the total testing patterns.

13. If bp = T , then go to step 14 else, increment bp = bp+1 and repeat from step 12.

Thus, the final classification probability vector obtained after ′T ′ iterations resembles

the classification probability of a strong classifier.

14. Finally, estimate the security status of the testing patterns using the classification prob-

ability vector as shown below,

Yj =

 Secure or Class 1, if PCbp
j > 0

Insecure or Class 0, if PCbp
j < 0

(4.31)

4.5 Conclusions
This chapter illustrates the design of intelligent classifiers such as WSVM, CBR and Ad-

aBoost algorithm for the security assessment and monitoring of power systems. This work

uses Morlet wavelet as a new kernel mapping function for the design of WSVM for the

proposed security assessment. Literature studies revealed that WSVM exhibits high perfor-

mance accuracy for classification problems than the other kernel based SVM classifiers like

l-SVM, q-SVM, p-SVM, m-SVM and r-SVM. Further studies revealed that both CBR and

AdaBoost classifiers have also been successfully employed for different classification prob-

lems. In order to enhance the generalization capability of these two classifiers, a novel weight

updation strategy using fuzzy clustering thresholding technique is proposed.
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Chapter 5

Static Security Assessment using

Different Machine Learning Techniques

5.1 Introduction

Monitoring of system security is very crucial for a safe and reliable operation of the power

system. Security assessment is usually conducted to evaluate the robustness of the system to

severe contingencies such as transmission line outage or short circuit faults. During such sit-

uations, detection of post-contingency problems in a faster manner is of utmost importance.

A system is said to be secure if its operating criteria before and after contingency condi-

tions are within the threshold limits. This implies that security analysis must be performed

considering both the constraints viz. thermal constraints (branch line flows) and electrical

constraints (bus voltage values) to ensure the static security of power systems.

The traditional approach for security assessment is based on the data provided by Super-

visory Control And Data Acquisition (SCADA) systems. But, they typically take 2-10 sec-

onds for providing such measurements across the entire power system. Moreover, the power

system parameters changes continuously due to the dynamic nature of loads connected to it.

Therefore, the security assessment studies conducted using these measurements may become

unrealistic in real time [170]. This may result in significant error in state estimation results.

On the other hand, PMUs which provide fast and accurate real time measurements, help in

obtaining updated information of the system being monitored at a particular time. Therefore,

in recent years, PMUs are widely employed for monitoring and control of power systems.

In the past years, security assessment is usually performed by computing the security
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indices through load flow solution, following a disturbance. However, this method is compu-

tationally expensive and hence, cannot be used for online security assessment. To overcome

this drawback, machine learning techniques have been employed, which make the security

assessment computationally more efficient and reliable. Some of these techniques, which

have been predominately employed are Artificial Neural Networks (ANNs), Support Vector

Machines (SVMs) and Decision Trees (DTs). The authors in [171, 172] have applied DTs to

evaluate power system security assessment. But, the use of statistical tools in DTs can often

lead to poor classification results [125]. Although ANNs have been considered as a success-

ful tool for security assessment, they are extremely time consuming and require large amount

of training data. Therefore, these methods are not suitable for online assessment [173]. Since

SVM based pattern recognition approach is found to be effective in handling non-linear clas-

sification problems, it has been applied in [174, 175] for power system security assessment

and classification. However, its performance is mainly dependent on the choice of kernel and

the selection of kernel parameters needs a thorough investigation.

In this chapter, a suitable monitoring framework for static security assessment has been

proposed. This framework can predict security status of the system and the violations in

terms of either line overload/voltage violation or both. Different machine learning techniques

like WSVM, CBR and AdaBoost algorithm described in Chapter 4, have been applied for

security assessment. The effectiveness of the proposed Static Security Assessment (SSA)

method has been demonstrated on IEEE 14-bus, IEEE 30-bus and a practical Indian 246-bus

systems and their SSA results are compared with the results obtained using SVM, ANN and

k-Nearest Neighbour (kNN) methods.

5.2 Proposed Static Security Index

Security indices, which are usually represented by the out-of-limit voltage or line overload

values due to a particular contingency, can be helpful in evaluating the static security of the

power system. It also helps the operators to assess the critical information about vulnera-

bility of the power system components and the entire power system. The security indices

reported in the literature suffers from masking problem and weighting factor allocation to

the power system components. Masking problem is overcome by using higher order perfor-

mance indices. The weighting factor allocation is a difficult task as different weights has

to be considered for different elements based on their importance and power system prac-
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tice [176]. In this chapter, a composite Security Index (SI) consisting of both line overload

(LOV) and bus voltage limit (VV) violation vectors is proposed to completely eliminate the

masking problem and also the difficult task of weights selection. Mathematically, it is defined

as,

SI = (
VV +LOV

100
)(1/2m) (5.1)

where, the value of ’m’ is chosen as 2.

The limit violation vectors can be obtained using (5.2) and (5.3),

LOV =

 ∑
nl
l (

Sl−Smax
l

∆Sl
), if line l is overloaded

0, Otherwise
(5.2)

VV =

 ∑
nb
i ((

Vi−V max
i

∆V max
i

)+(
Vi−V min

i
∆V min

i
)), if V min

i > Vi > V max
i

0, if V min
i ≤ Vi ≤ V max

i

(5.3)

and,
∆V max

i =V max
i −1.0 (5.4)

∆Sl = Smax
l −SAdmissible

l (5.5)

∆V min
i =V min

i −1.0 (5.6)

∆SAdmissible
l = Smax

l −10%Smax
l (5.7)

where, nl and nb are total number of transmission lines and system buses respectively;

Sl and Smax
l are MVA flow and maximum MVA limit on branch ′l′ respectively; Vi, V min

i

and V max
i are bus voltage magnitude, minimum and maximum voltage limits of the ith bus

respectively.

5.3 Proposed Framework of SSA

Many approaches have been proposed in recent years for power system security assess-

ment and classification using some intelligent classifiers. However, there has been no sig-

nificant work reported so far that focuses on the prediction of type of violations (either bus

voltage/line overload violation or both) causing insecurity. A suitable framework has been

developed to effectively monitor system security status as well as type of violations causing

insecurity. Performance of machine learning based security assessment is mainly dependent

on input data generation and the suitable classifier design.
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Figure 5.1: Detailed Framework of Static Security Assessment

5.3.1 Design of Monitoring and Security Assessment System

The framework of monitoring and security assessment of power systems using classifiers

is shown in Figure 5.1. A large number of data patterns are generated by varying the load

randomly at all the buses. The synchronized measurements, which are obtained from the

PMUs installed in the system, form the components of the input pattern vector (Block I).

These measurements include voltage phasors (V̄ and δ ) of the buses monitored by PMUs

and the power flows (P and Q) of the branches observed by PMUs. In order to reduce the

dimensionality of the input features (n) and the training time of the classifier, only relevant

features (d), which are obtained using the feature selection technique are considered for the

training purpose (Block II). After detailed investigations, it has been found that only real and

reactive power flows obtained through the PMUs are identified as relevant features by the

feature selection technique. Hence, only these selected features are provided as inputs to the

classifiers I and II. Then, the classifier I once trained, predicts the static security status of

the system (Block III). In case of any insecure patterns identified by the classifier I, the real

and reactive power flows in those insecure patterns are provided as inputs to the classifier

II. Then, the classifier II predicts the type of violations in terms of line overload/voltage

violation or both in those insecure patterns (Block IV). However, if the system is found to
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be secure, then the security of that particular operating condition is assessed with respect

to its next contingency using classifier III (Block V). In other words, the classifier III is

used to predict the security status of the particular operating condition with respect to all

probable N-1 contingencies. For this analysis, the contingency location and its pre-contingent

power flows are provided as inputs to the classifiers III and IV. After training, the classifier

III can accurately predict the security status of that loading condition with respect to its

probable contingency list and the classifier IV predicts the type of violation in terms of line

overload/voltage violation or both in those insecure patterns identified by the classifier III

(Block VI).

5.3.2 Input Data Generation

The input data base consisting of training and testing sets can be generated by either real

time occurrences or through offline simulations. In this chapter, sufficient amount of pat-

terns were generated through offline simulations. This simulation is carried out considering

different operating conditions by randomly varying the load at all the buses between 50%

and 200% of their base case value. For each operating condition, the steady state variables

such as bus voltage magnitudes, bus voltage angles, line currents and power flows which

are obtained through load flow solver are considered as synchronized measurements. It is

well known that PMUs measure only the voltage phasor of the PMU buses and the current

flow through the branches connected to these buses. However, there are some indirect mea-

surements such as the outgoing real and reactive power flows from PMU buses, which can

also be easily computed using the bus voltage phasor information obtained from the PMUs.

Therefore, both the direct and indirect phasor measurements are considered as input param-

eters for the proposed static security assessment. The training and testing patterns are then

formed separately from the total generated data patterns. Finally, the static security index, as

defined in (5.1), is evaluated for each training pattern and is labeled as either secure (SI = 0)

or insecure (SI > 0).

5.3.3 Dimensionality Reduction of Phasor Measurements

The number of available phasor measurements increases with the increase in size of the

system. However, all the phasor measurements may not provide useful information required

for classification and will increase the complexity as well as the training time of the classifier.

Therefore, it is necessary to select only the appropriate features which can provide more
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discriminative information for classification problems. In this chapter, a statistical approach

based on class separability and correlation coefficient methods [177] have been used to select

the appropriate variables for security assessment and classification. The index, Fi which is

used for the measure of its class separability with respect to the ith variable is shown below,

Fi =
m(S)

i −m(I)
i

σ
(S)
i

2
+σ

(I)
i

2 , ∀ i, j ∈ n (5.8)

m(S)
i =

1
N(S)

Σ
N(S)
j=1 x(S)i j (5.9)

m(I)
i =

1
N(I)

Σ
N(I)
j=1 x(I)i j (5.10)

σ
(S)
i

2
=

1
N(S)

Σ
N(S)
j=1 (x

(S)
i j −m(S)

i )2 (5.11)

σ
(I)
i

2
=

1
N(I)

Σ
N(I)
j=1 (x

(I)
i j −m(I)

i )2 (5.12)

where, m(S)
i and m(I)

i are the mean values of ith variable corresponding to secure and insecure

classes respectively, σ
(S)
i

2
and σ

(I)
i

2
are the variances of ith variable corresponding to secure

and insecure classes respectively, N(S) and N(I) are the number of secure and insecure patterns

in the training set respectively, N and n are the total number of training patterns and total

number of variables in a training pattern respectively.

However, the variables chosen based on this measure may not provide complete informa-

tion about the correlation among the other variables. Hence, both the F measure and corre-

lation information have been used for the selection of attributes for the proposed SSA. The

correlation coefficient between the ith and jthvariable can be calculated using the following

equations,

Ci j =
E(xix j)−E(xi)E(x j)

σiσ j
, ∀ i, j ∈ n (5.13)

and,

E(xix j) =
1
N

Σ
N
k=1xikx jk (5.14)

E(xi) =
1
N

Σ
N
k=1xik (5.15)

E(x j) =
1
N

Σ
N
k=1x jk (5.16)

σ
2
i =

1
N

Σ
N
k=1(xik−E(xi))

2 (5.17)

σ
2
j =

1
N

Σ
N
k=1(x jk−E(x j))

2 (5.18)

The detailed steps involved in the selection of input variables using class separability and

78



CHAPTER 5. STATIC SECURITY ASSESSMENT USING DIFFERENT
MACHINE LEARNING TECHNIQUES

correlation coefficient methods is illustarted below.

1. Determine the ′F ′ index of each variable with respect to other variables using (5.8)-

(5.12).

2. Rank the variables in the descending order according to the calculated ′F ′ index.

3. Set a threshold value ’t’ of correlation coefficient (here, t=0.85).

4. Initially, consider a variable whose ′F ′ index is highest.

5. Find the correlation coefficient of this variable with respect to other variables using

(5.13)-(5.18).

6. Those variables, whose correlation coefficient is less than the threshold value (t) are

selected as the appropriate variables.

7. Select the variable which is having the next higher ′F ′ index ranking and repeat from

step 5.

This procedure is repeated in a sequential manner for all the variables available in the

training pattern. Finally, the variables which contains more information about the class sep-

arability and less correlated among the other variables are selected as the relevant features.

5.3.4 Synthetic Minority Oversampling Technique (SMOTE)

Class imbalance is a result of class distribution in which the insecure class are consider-

ably more abundant than the secure class samples. In such situations, the performance of

machine learning techniques is highly biased towards the majority class. Usually, random

sampling methods viz. undersampling and oversampling are utilized to overcome this class

imbalance problem. Undersampling is a method of producing the class balanced training set

of smaller size, while simple oversampling is used to increase the amount of minority class

samples [178]. However, these sampling methods suffer from overfitting as the same data is

repeatedly used for sampling. To overcome this drawback, a Synthetic Minority Oversam-

pling Technique (SMOTE) [179] has been utilized in this work to generate synthetic samples

from the minority class samples. The synthetic data samples are generated by combining the

minority class sample with its nearest neighbour sample. Considering a minority sample ’q’

with ’k’ neighbours, a SMOTE sample can be generated using,

Si = qi +u∗dpq, ∀ i ∈ n (5.19)
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In (5.19), the value of ’u’ is a random number in the interval [0,1] for all the variables;
′d′pq is the Euclidean distance between the minority class sample ’q’ and its nearest neighbour

sample ’p’; ’p’ is a sample randomly selected from the list of ’k’ neighbours. The Euclidean

distance ′d′pq is calculated using,

dpq =

√
n

∑
i=1

(qi− pi)2 (5.20)

where n is the total number of variables in a sample.

This procedure of generation of synthetic samples ensures that generated SMOTE sample

lies on the line segment joining two original samples used to generate it. An illustration about

the generation of synthetic data using SMOTE is shown in Figure 5.2.

Figure 5.2: Illustration of SMOTE Sample Generation

5.4 Case Studies & Discussions
The effectiveness of the proposed approach has been demonstrated on IEEE 14-bus, IEEE

30-bus and a practical Indian 246-bus networks. The minimum and maximum value of volt-

age magnitude at each bus is considered as 0.9 pu and 1.10 pu respectively. The maximum

value of MVA flow across branches is taken as 130% of their base case MVA flow. The

input pattern vector consists of synchronized measurements, which are obtained from PMUs

installed at locations obtained in Chapter 2 considering normal operation.

5.4.1 Details of Input Data

The details on the number of single line contingencies considered, the number of PMUs and

the number of branches measured for the three test systems are shown in Table 5.1 The steady
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Table 5.1: Details of the Three Test Systems

Test Systems IEEE 14 bus IEEE 30 Bus Indian 246 Bus

Number of branches 20 41 376

Number of PMUs 3 7 57

Number of contingencies 18 33 339

Number of branches measured 12 24 226

Number of features available 30 62 566

Number of features selected 5 6 96

Dimensionality reduction 83.33 % 90.32 % 80.04 %

state measurements viz., voltage magnitude as well as voltage angle of the PMU buses and

the current and power flows of the branches obtained using the PMUs, form the components

of the input pattern vector. To reduce the number of features, a detailed analysis using the

class separability and correlation coefficient methods has been carried out as mentioned in

the earlier section 5.3.3. After calculating the class separability index of all variables, the

correlation of each variable with respect to the other variables is also calculated. Finally,

only those variables which are less correlated among the other variables and have higher

class separability index (or ′F ′) are selected as the input features.

Table 5.2 lists the values of ′F ′ index calculated for all the 42 variables obtained using

PMUs for an IEEE 14 bus system. After detailed investigations, it has been found that only

5 variables (variables 29, 31, 32, 36 and 42) out of 42 variables satisfy the above criterion.

Therefore, only these 5 variables are considered as the relevant features for an IEEE 14 bus

system. Here, the variables 29, 31, 32, 36 and 42 represent the real power flow on branch

9-10, reactive power flows on branches 1-2, 2-3, 5-6 and 9-14 respectively. Similar analysis

has also been carried out on IEEE 30 bus and Indian 246 bus systems. Their results also

reveal that only few branch real and reactive power flows obtained using PMUs have less

correlation with variables having higher ′F ′ index. Hence, only those real and reactive power

flows (obtained using the PMUs), which are identified by this technique are provided as

inputs to the classifiers I and II. This greatly reduces the dimension of the input training

pattern, thereby making the classification task more efficient and reliable. Out of 1000 data

patterns, which are generated by varying the load randomly at all the buses, 80% of them are

chosen as training set and the remaining 20% as testing set.
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Table 5.2: All 42 Variables and their ’F’ Indices of IEEE 14 Bus System

Rank Variable
Num-
ber

Variable
Name

Index F Rank Variable
Num-
ber

Variable
Name

Index F Rank Variable
Num-
ber

Variable
Name

Index F

1 42 Q9-14 240.21 15 2 V6 78.00 29 6 δ9 21.36

2 29 P9-10 223.87 16 25 P6-11 74.68 30 22 P2-5 18.18

3 1 V2 180.25 17 4 δ2 58.43 31 10 I2-5 17.26

4 38 Q6-12 180.06 18 39 Q6-13 55.25 32 24 P5-6 15.04

5 35 Q4-9 169.65 19 37 Q6-11 55.02 33 21 P2-4 13.20

6 17 I9-10 168.96 20 23 P4-9 52.55 34 12 I5-6 12.88

7 41 Q9-10 130.79 21 13 I6-11 45.70 35 9 I2-4 12.58

8 33 Q2-4 111.11 22 11 I4-9 45.58 36 31 Q1-2 11.57

9 34 Q2-5 106.84 23 40 Q7-9 43.84 37 32 Q2-3 9.08

10 3 V9 101.72 24 27 P6-13 37.43 38 20 P2-3 9.05

11 30 P9-14 96.71 25 15 I6-13 31.63 39 8 I2-3 8.79

12 26 P6-12 86.23 26 28 P7-9 28.77 40 7 I1-2 3.50

13 18 I9-14 83.60 27 16 I7-9 22.02 41 19 P1-2 3.34

14 14 I6-12 79.13 28 5 δ6 21.77 42 36 Q5-6 2.21
V , δ - Voltage magnitude and Phase angle of the PMU buses; I, P, Q - Current, Real and Reactive power flows of the branches measured by the

PMUs.
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Table 5.3: Details of Data Generation for Classifiers I and III

Test Systems
Classifier I Classifier III

PTotal PSecure PInsecure PTotal PSecure PInsecure

IEEE 14-bus 1000 369 631 6642 3521 3121

IEEE 30-bus 1000 182 818 6006 9 5997

Indian 246-bus 1000 263 737 24722 21755 2967
PTotal - Total Number of Patterns, PSecure - Number of patterns belonging to secure class,

PInsecure - Number of patterns belonging to insecure class.

Table 5.3 lists the details of the data generation for classifiers I and III. The number of data

patterns belonging to secure and insecure class are also listed in this table. Table 5.4 gives

the details regarding the number of training and testing patterns generated for classifiers I

and II and similarly, the information regarding the training and testing patterns for classifiers

III and IV are given in Table 5.5.

Table 5.4: Details of Training and Testing Data for Classifiers I and II

Test Systems
Classifier I Classifier II

PTotal PTrain PTest PTotal PTrain PTest

IEEE 14-bus 1000 800 200 631 505 126

IEEE 30-bus 1000 800 200 818 654 164

Indian 246-bus 1000 800 200 737 590 147
PTotal - Total Number of Patterns, PTrain - Number of training patterns, PTest - Number of

testing patterns.

Table 5.5: Details of Training and Testing Data for Classifiers III and IV

Test Systems
Classifier III Classifier IV

PTotal PTrain PTest PTotal PTrain PTest

IEEE 14-bus 6642 5314 1328 3121 2497 624

IEEE 30-bus 6006 4785 1221 5997 4797 1200

Indian 246-bus 24722 19778 4944 2967 2374 593

Table 5.6 represents the details of the testing patterns for classifiers I, II, III and IV. As

mentioned in section 5.3, only insecure patterns identified by the classifiers I and III are

provided as inputs to the classifiers II and IV respectively. Further, the testing patterns of

classifiers II and IV with line overload and voltage violation are also listed in Table 5.6.
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Table 5.6: Details of Testing Patterns for Classifiers I, II, III and IV

Test Systems Classifier I
Classifier II

Classifier III
Classifier IV

Patterns PLOV PVV Patterns PLOV PVV

IEEE 14-bus 200 126 126 0 1328 624 624 0

IEEE 30-bus 200 164 164 87 1221 1200 1200 602

Indian 246-bus 200 147 109 147 4944 593 324 327

PLOV & PVV - Number of Patterns with line overload & voltage violation.

5.4.2 Comparison of WSVM, AdaBoost & CBR Algorithm

The results of the proposed SSA using three new classifier models viz. WSVM, CBR

and AdaBoost algorithm are shown in Tables 5.7, 5.8 and 5.9 respectively. It is observed

that the prediction accuracy of classifiers I and II using WSVM is between 98% - 100%

and using Adaboost algorithm, prediction accuracy of about 99% - 100% is obtained. Sim-

ilarly, the prediction accuracy of classifiers I and II using CBR method is between 95% -

100% for all the three test systems. Static security evaluation is the assessment of power

system security by considering single branch outage (N-1) as contingencies for each loading

condition. While carrying out this N-1 security assessment for all the loading scenarios, its

respective class label is also determined using SI defined in (5.1). However, it is observed

that the random loading at all the buses results in the constraint violation in more than 50%

of the generated data patterns. Thus, there are 631, 818 and 737 patterns out of 1000 loading

scenarios that leads to system insecurity, thus leaving 369, 182 and 263 patterns as secure for

the three test systems, respectively. In this work, only the patterns corresponding to secure

class are simulated with single branch contingencies. The number of contingencies consid-

ered for IEEE 14-bus and IEEE 30-bus systems are 18 and 33, respectively. Thus, a total of

6642 (369*18) and 5940 (182*33) patterns were generated for IEEE 14-bus and IEEE 30-

bus systems respectively. However, for Indian 246-bus system, the number of data patterns

is extremely large, as the number of single branch contingencies are sufficiently high. This

makes the training and the classification tasks more complex and difficult.
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Table 5.7: Results of Classifiers I, II, III and IV using WSVM Classifier

Test Systems
Classifier I Classifier II Classifier III Classifier IV

PSecure PInsecure PA (%) PLOV PA (%) PVV PA (%) PSecure PInsecure PA (%) PLOV PA (%) PVV PA (%)

IEEE 14-bus 72 128 100 126 100 0 100 777 551 98.19 624 100 0 100

IEEE 30-bus 47 153 100 164 100 86 98.85 0 1221 99.92 1200 100 58 09.63

Indian 246-bus 60 140 100 109 100 147 100 4417 527 96.85 317 97.84 303 92.66
PA - Prediction accuracy of the classifier; PLOV - Number of patterns with line overload violation, PVV - Number of patterns with voltage violation.

Table 5.8: Results of Classifiers I, II, III and IV using AdaBoost Algorithm

Test Systems
Classifier I Classifier II Classifier III Classifier IV

PSecure PInsecure PA (%) PLOV PA (%) PVV PA (%) PSecure PInsecure PA (%) PLOV PA (%) PVV PA (%)

IEEE 14-bus 70 130 99 126 100 0 100 749 579 93.67 624 100 0 100

IEEE 30-bus 46 154 99.5 164 100 86 99.39 0 1221 99.92 1200 100 38 06.31

Indian 246-bus 61 139 99.5 108 99.32 147 100 4394 550 93.31 312 96.30 302 93.09

Table 5.9: Results of Classifiers I, II, III and IV using CBR algorithm

Test Systems
Classifier I Classifier II Classifier III Classifier IV

PSecure PInsecure PA (%) PLOV PA (%) PVV PA (%) PSecure PInsecure PA (%) PLOV PA (%) PVV PA (%)

IEEE 14-bus 72 128 100 126 100 0 100 773 555 98.19 624 100 0 100

IEEE 30-bus 52 148 95.5 164 100 85 97.70 0 1221 99.92 1200 100 268 44.52

Indian 246-bus 59 141 99.5 108 99.08 147 100 4384 560 97.92 321 99.07 318 97.25
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Therefore, the proposed SI index shown in (5.1) has been used to select only the crit-

ical contingencies from a large list of credible contingencies. The particular contingency

is identified as critical, if the calculated SI value > 0, else that contingency is considered

as non-critical for that loading condition. In this perspective, a complete analysis has been

carried out to identify the list of critical and non-critical contingencies for every loading con-

dition. While performing this simulation, it is identified that those contingencies which lead

to violations in a particular loading condition may not necessarily cause violations for an-

other loading condition. At the end of analysis, it is found that 245 contingencies do not lead

to violations in any of the loading conditions and, therefore, these contingencies are removed

from the critical contingencies list. Hence, only the remaining 94 (339-245) contingencies

are selected as critical contingencies affecting the system security. Therefore, only 24722

(263*94) data patterns are generated for Indian 246-bus system. Finally, the data patterns

consisting of contingency location (from bus and to bus) and its respective pre-contingent

power flows are provided as inputs to classifiers III and IV. The classification results of clas-

sifiers III and IV obtained using the above classifiers for all the test systems are listed in

columns 4 and 5 of Table 5.7 – Table 5.9 respectively.

5.4.3 Computational Requirement for Online Implementation

The simulations are conducted in MATLAB 8.3 running on a pentium core (TM) i7 3.40 GHz

processor desktop. In this work, parallel computation technique has been used to enhance the

simulation performance of the proposed CBR based classifiers. Thus, the computing resource

is shared in parallel among all the available 4 workers on the above multi-core desktop. Table

5.10 shows the average training time and testing time of the proposed CBR classifiers, where

the testing time is shown for 1 unseen random loading condition.

Table 5.10: Computation Time (in seconds) of the Proposed CBR Classifiers

Test Systems
Classifier I Classifier II Classifier III Classifier IV

Tr Te Tr Te Tr Te Tr Te

IEEE 14-bus 0.2340 0.0722 0.1300 0.0791 0.2595 0.0987 0.1526 0.0975

IEEE 30-bus 0.5334 0.0713 0.1298 0.0754 0.1500 0.0905 0.1496 0.0901

Indian 246-bus 0.2811 0.1915 0.2499 0.1713 2.3158 0.1588 0.3400 0.1377

Tr – Training time and Te – Testing time.

Table 5.11 lists the average training time and testing time of the proposed CBR classifiers
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for Indian 246-bus system before and after parallel computation. These results illustrate that

Table 5.11: Computation Time (in seconds) of the Proposed CBR Classifiers for Indian 246-
bus System Before and After Parallel Computation

Test Systems
Classifier I Classifier II Classifier III Classifier IV

Tr Te Tr Te Tr Te Tr Te

Before 1.6532 1.5969 0.7887 0.7575 49.1897 5.4978 0.3341 0.3095

After 0.2811 0.1915 0.2499 0.1713 2.3158 0.1588 0.3400 0.1377

the computation time of the proposed approach after parallel computation is reduced several

times than the simulation time obtained before parallel computation. Thus, it is proved that

the parallel computation on a single multi-core desktop is effectively significant in optimizing

the computation time of the proposed CBR based classifiers. This simulation can be further

optimized by using a multi-core desktop on a larger resource such as a computer cluster (ie.,

distributed computing server). Further, to prove its feasibility for online implementation, the

average CPU time taken in evaluating the unforeseen test sample along-with its training time

for practical Indian 246-bus system is compared with other classifiers as illustrated in Table

5.12.

Table 5.12: Computation Time (in seconds) of Different Classifiers for Indian 246-bus Sys-
tem

Test Systems
Classifier I Classifier II Classifier III Classifier IV

Tr Te Tr Te Tr Te Tr Te

SVM 0.2269 0.0145 0.2109 0.0102 12.8472 0.0201 0.5573 0.0171

ANN 0.8194 0.0114 0.6797 0.0113 4.7937 0.0115 0.9320 0.0115

Proposed 0.2811 0.1915 0.2499 0.1713 2.3158 0.1588 0.3400 0.1377

From the above illustrations, it is observed that the proposed CBR classifiers produce

better prediction than the traditional classifiers but at an increased computational cost. This

illustrates an important trade-off between the speed and the performance, as the increased

accuracy is worth than the additional complexity considering the application and the usage

of the reasoning system.

5.4.4 Results of SMOTE for Class Imbalance Problem

From the above results shown in Tables 5.7, 5.8 and 5.9, it is also observed that in the

case of IEEE 30-bus system, the prediction accuracy of classifier IV for voltage violation
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prediction is very less. This is due to the fact that the training of classifiers is biased towards

majority (insecure) class due to the presence of class imbalance in the training data. To

overcome this class imbalance problem, SMOTE has been utilized in this work.

Table 5.13: Results of Classifier IV (VV Prediction) for IEEE 30 Bus System before and
after SMOTE

Before SMOTE After SMOTE

WSVM CBR AdaBoost WSVM CBR AdaBoost

Total Patterns 5997 5997 5997 8739 8739 8739

Majority Class (Class ’0’) 3255 3255 3255 3255 3255 3255

Minority Class (Class ’1’) 2742 2742 2742 5484 5484 5484

Training Patterns 4797 4797 4797 7539 7539 7539

Testing Patterns 602 602 602 602 602 602

Minority Class Predicted 58 268 38 602 550 602

Prediction Accuracy 09.63 % 44.52 % 06.31 % 100 % 91.36 % 100 %

Table 5.13 lists the details about the number of synthetic data generated, testing patterns

and prediction accuracy of the classifiers before and after SMOTE. The test patterns consists

of 602 voltage violation instances in which only 268 instances are predicted correctly by the

CBR algorithm. Similarly, the AdaBoost and WSVM classifiers can predict only 38 and 58

instances respectively against 602 instances. Using SMOTE, 1 synthetic sample is generated

for each minority sample (patterns with voltage violation). Thus, a total of 2742 synthetic

data are generated for all 2742 minority samples. These additional 2742 synthetic samples

are then included in the training set and the patterns having only voltage violation are consid-

ered for testing. Thus, after inclusion of SMOTE data, the classifiers WSVM and AdaBoost

give 100% prediction accuracy with all 602 instances predicted correctly. Similarly, the CBR

algorithm can predict 550 instances with a prediction accuracy of about 91.36%. Henceforth,

it is concluded that the class imbalance problem in power system measurements can be at-

tenuated with the use of simple oversampling or undersampling techniques. In this work,

SMOTE is used as it found to be better than the random sampling methods.

5.4.5 Analysis of the Proposed SSA Results with Existing Methods

Tables 5.14–5.15 list the comparison of the proposed SSA results using WSVM, CBR and

AdaBoost classifiers with SVM, ANN and k-NN. The ANN based security assessment [180]

have shown extremely good non-linear input-output mapping provided enough number of
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neurons are considered in the hidden layer. In this work, two-layer feed forward neural net-

work with 10 neurons in the hidden layer have been considered. However, the major draw-

back of neural networks is the selection of sufficient number of hidden neurons. When the

number of hidden neurons is very less, the training of ANN is impeded and when the ANN is

trained with more number of hidden neurons, the performance of the classifier is degraded.

A pattern recognition based SVM classifier, which has been extensively used for power sys-

tem security assessment and classification [174] has also been taken into consideration. The

concept of kernel mapping makes the SVM classifiers to perform non-linear classification

even with complex boundaries. In this work, radial basis function (gaussian) kernel has been

used as the mapping function due to its capability of handling non-linear relation existing

between the input data and its class labels. The kNN algorithm which has been used for clas-

sification of power system faults [181] has also been considered in this work. This classifier

is tested with different values of ’k’ and the model (at k=2), which gives higher classification

accuracy, is selected as an optimal value. This kNN classifier firstly determines two training

patterns that are close to the given test data using euclidean distance criterion. After that, a

similarity measure is performed on all neighbours to identify the most similar pattern among

the neighbours. Finally, the class label of the most similar pattern is assigned as the target

label of the provided test data.
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Table 5.14: Performance Analysis of Various Classifiers for IEEE 14-bus and 30-bus systems

Methods
IEEE 14 Bus IEEE 30 Bus

Classifier I
Classifier II

Classifier III
Classifier IV

Classifier I
Classifier II

Classifier III
Classifier IV

PLOV PVV PLOV PVV PLOV PVV PLOV PVV

ANN 100 100 100 88.63 100 100 100 100 97.75 99.92 100 94.68

SVM 97.5 86.51 86.51 96.69 94.55 94.87 97.51 95.12 96.67 88.28 96.92 100

kNN 100 100 100 99.70 100 100 100 100 98.78 99.92 100 43.69

Proposed WSVM 100 100 100 98.19 100 100 100 100 98.85 99.32 100 100

Proposed CBR 100 100 100 98.19 100 100 95.5 100 97.70 99.92 100 91.36

Proposed AdaBoost 99 100 100 93.67 100 100 99.5 100 99.39 99.92 100 100

Table 5.15: Performance Analysis of SSA Results Obtained using Various Classifiers for Indian 246-bus System

Methods
Indian 246 Bus

Classifier I
Classifier II

Classifier III
Classifier IV

PLOV PVV PLOV PVV

ANN 100 100 100 95.29 94.94 94.09

SVM 99.5 98.17 97.28 90.13 94.14 90.21

kNN 99.5 98.17 100 98.85 96.29 97.30

Proposed WSVM 100 100 100 96.85 97.84 92.66

Proposed CBR 99.50 99.08 100 97.92 99.07 97.25

Proposed AdaBoost 99.5 99.32 100 93.31 96.30 93.09
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Further, it has been observed that the proposed method of input data generation leads to

class imbalance problem in an IEEE 30 bus system. This problem may adversely affect the

performance of the classifiers. In order to overcome that, the SMOTE data has also been

included in the training set of classifier IV for the prediction of insecure patterns with volt-

age violation. From the classification results, it is found that the SMOTE is beneficial where

power system measurements have class imbalance data. However, the classification accu-

racy of classifier IV using k-NN classifier is only 43.69% even after considering SMOTE

data. Hence, it is understood that the sampling methods have the least effect on the perfor-

mance of the k-NN classifier. The above results show that the proposed approach gives better

prediction results than the SVM based pattern recognition approaches. In addition to that, it

is also found that ANNs and k-NN based security assessment methods have a similar perfor-

mance as that of the proposed AdaBoost classifiers based security assessment. Inspite of their

widespread use for power system security assessment, these traditional classifiers have some

drawbacks stated as follows - (1) The training of the neural networks for larger systems such

as Indian 246 bus system would be time consuming, as the number of connection weights

and neurons would be extremely large due to the mapping of large input data to the output

nodes. (2) The selection of ’k’ in the nearest neighbour classifier is a difficult task, as smaller

values of ’k’ leads to overfitting and its higher values results in the longer simulation time.

This increases the computational complexity of this algorithm with larger systems, owing to

huge training data. (3) The choice of kernel and the selection of kernel parameters in a SVM

classifier is a complex task, which requires thorough investigation.

Based on the above observations, it is concluded that the performance of the existing

machine learning techniques is greatly impacted by the selection of suitable input parameters

and the complexities involved in training due to large input data. Since these methods are

mainly dependent on the input training data, they can often lead to high misclassification rate,

if the underlying information in the training data is not known. To overcome this drawback,

WSVM, CBR and AdaBoost based classifiers proposed for SSA give better performance

than the traditional classifiers in terms of classification accuracy. Thus, it is realized that

security assessment results can be further enhanced with the usage of classifiers having better

generalization capability than the traditional ones. Moreover, it is also observed that both

WSVM and AdaBoost classifiers provide similar performance in most of the cases. Although

CBR performs better than the traditional classifiers, training of CBR is very complex and
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may require additional computational infrastructure. However, in terms of performance and

less complexity involved in classifier design, it is concluded that both WSVM and AdaBoost

classifiers can enhance the monitoring and security assessment of power systems.

5.5 Conclusions
This chapter presents the application of various intelligent classifiers with different gen-

eralization capability for static security assessment of power systems using phasor measure-

ments. This study provides the vital information needed to study the operational security

of systems with high level of prediction accuracy. Traditionally, security indices are used

to classify the training patterns into secure or insecure class, but they suffer from masking

problem and weight factor allocation problem. Therefore, a composite security index, con-

sisting of both power flows and bus voltage limit violations is proposed in this chapter to

classify the training patterns into secure or insecure classes. The dimensionality of the input

phasor measurements which increases with the increase in system size, further complicates

the complexity and the training time of the classifiers. Hence, a statistical approach based on

class separability and correlation coefficient indices has been used in this chapter to identify

only the relevant phasor measurements. Studies conducted on IEEE 14 bus, IEEE 30 bus and

a practical Indian 246 bus systems reveal the following.

1. The proposed framework predicts the static security status as well as the type of viola-

tions that causes insecurity of power systems.

2. The security assessment and monitoring is further enhanced with the usage of new

classifiers with higher generalization capability. These classifiers viz. WSVM, CBR

and AdaBoost algorithm provide better classification performance than the traditional

machine learning techniques used for security assessment.

3. Although WSVM, CBR and AdaBoost algorithm is found to give better prediction

than the existing classifiers, the training of CBR involves complex learning algorithms

and hence require advanced computational infrastructure. Therefore, in terms of per-

formance and complexity, it is concluded that both WSVM and AdaBoost classifiers

can be considered as the best tool for the proposed security assessment.

4. Class imbalance in the input data generated for an IEEE 30-bus system significantly

affects the overall performance of the classifiers. Hence, SMOTE technique is used to

overcome this problem.
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Chapter 6

Transient Security Assessment using

Machine Learning Techniques

6.1 Introduction

Power system security is frequently affected by some of the severe contingencies like faults,

generator tripping, line switching and load shedding. These events may subsequently cause

considerable separation in generator rotor angles of a large interconnected power system.

Transient Security Assessment (TSA) is used to determine whether the system oscillations,

following the occurrence of a fault, will result in loss of synchronism among the generators

[182]. There have been many methods reported to predict the system security status during

the occurrence of large disturbances. The authors in [183,184] have proposed an ANN based

method utilizing synchronized measurements for the prediction of transient security of power

systems. In [185], SVM based method has been proposed for real time transient security

assessment. The synchronized measurements such as rotor angles, voltage magnitudes and

speeds obtained using PMUs are provided as inputs to the SVM classifier. Similar approach

using DTs has been proposed in [186, 187] for real time prediction of transient instability

in power systems. Since past few years, these methods have been successfully applied for

predicting the transient security of power systems. But these studies have not considered the

status of the individual machine losing synchronism from transient stability point of view.

Hence, no information about the severity of disturbance is obtained. Further studies have

revealed that asynchronous or out-of-step operation of one or more system generators with

the rest of the power system is one of the primary reasons for system blackout [188]. The out-
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of-step operation of system generators often result in damage to generator-turbine shaft due

to pulsating torques and torsional resonance. Therefore, it is important to determine the out-

of-step operation of system generators. This can be achieved by having a suitable mechanism

that can effectively predict the machine synchronism status of each system generators. This

information has become vital in identifying the magnitude and severity of each disturbance

and thereby an appropriate counter measure can be initiated.

System islanding becomes inevitable in case of large disturbances and in such situations,

the information about the number of generators in each coherent group is very important

to initiate appropriate controlled islanding strategies. Generator coherency is defined as the

group of generators that exhibit similar dynamic behavior following a disturbance. In the

past, various schemes have been proposed to determine the coherent group of generators

following a large disturbance [189–193]. The most commonly used method to determine

the generator group coherency is by observing their swing curves during fault and post-fault

periods. However, this scheme based on time-domain simulation is an offline process. There

have been only few studies reported so far on the determination of generator coherency in

real time [192,193]. Thus, there has been a strong requisite to determine the coherency status

of generators in a faster manner for initiating real-time control actions.

In this chapter, a new approach has been proposed for enhanced monitoring and assess-

ment of transient security of power systems utilizing synchronized measurements has been

proposed. The proposed approach can predict the transient security status, individual ma-

chine synchronization status as well as the coherent group of generators. The rotor angle of

generators obtained using PMUs are used as inputs for all predictions. A new synchronism

status index is formulated using these phasor measurements to identify the machine synchro-

nism status in each training pattern. AdaBoost classifiers have been used in the proposed

framework due to their high generalization capability than the existing classifiers including

CBR algorithm. This TSA framework consists of three classifier models in which classi-

fier I predicts the transient security status and classifier II is used to determine the generator

coherency. Classifier III is a hybrid classifier, which determines the individual generator syn-

chronism state for a given operating condition. This hybrid classifier consists of an array of

parallel classifiers, where one classifier is assigned to each generating unit of the power sys-

tem. The proposed approach is implemented and tested on standard benchmark systems such

as IEEE 14-bus, IEEE 30-bus and on a practical Indian 246-bus networks. Results indicate
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that the proposed approach can enhance the overall monitoring and security assessment of

power systems.

6.2 Data Generation & Rotor Trajectory Index
In this thesis, sufficient amount of patterns were generated through offline time domain sim-

ulations by randomly varying the load at all the buses between 50% and 200% of their base

case to obtain different loading conditions. For each loading scenario, a three phase fault is

simulated at 0.1 s on each bus and the fault is cleared after 5 cycles by opening of a transmis-

sion line connected to that bus. Similar evaluation has been carried out considering outage

of all transmission lines, one at a time, connected to that faulted bus. Then, the generator ro-

tor angles obtained using PMUs are utilized to compute the transient security status of each

outage scenario. The training and testing patterns are formed from the total generated data

patterns. Finally, the Rotor Trajectory Index (RTI) proposed in [194] is evaluated for each

training pattern. This index is used to find the severity of a contingency based on rotor angle

trajectory of each generating unit following a disturbance. It is mathematically defined as

follows,

RT I = 1−
360o− (∆δi,COI)max

360o +(∆δi,COI)max
(6.1)

where, (∆δi,COI)max is the maximum relative rotor angle difference of ith generator with

respect to Center Of Inertia (COI) in the post fault period. For any generating machine, if

the maximum value of RTI crosses the threshold ζ , the system leads to transiently insecure,

else the system remains transiently secure. Here, the value of ζ is taken as 0.5. Thus, if

(RT I < 0.5), then the pattern is secure else, it belongs to insecure class.

The relative rotor angle of ith generator with respect to COI can be calculated using,

∆δi,COI = |δi−δCOI| ≤ δmax ∀i ∈ NG (6.2)

δCOI =
∑

NG
i=1 Miδi

∑
NG
i=1 Mi

(6.3)

Mi =
2Hi

ωs
(6.4)

where, δi is the rotor angle of the ith generator; δCOI is the angle of center of inertia; δmax

is the maximum allowable relative angle difference for secure operation (δmax = 120o); Mi is

the mass of the ith generator; NG is the number of system generators; Hi is the inertia constant
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of the ith generator; ωs is the synchronous speed (ωs =2Π fs).

6.3 Proposed Synchronism Status Index
The rotor angle δ of the generators, measured by PMUs after the clearance of fault,

contain sufficient information for the prediction of transient security status of power sys-

tems [184, 195]. Hence, the generator angles at the time of fault (or Fault Application time

( fa)), at the Fault Clearing Time (FCT) and consecutive 5 cycles after FCT (such as FCT+1,

FCT+2, FCT+3, FCT+4 and FCT+5) are also recorded. Since it is convenient to represent

the transient behaviour of power systems in COI framework, the measured generators angles

at FCT and consecutive 5 cycles after FCT are converted with respect to COI coordinates.

Then, a new Synchronism Status Index (SSI) has been proposed to classify the synchro-

nism status of each generator in terms of either 0 (Not Synchronized) or 1 (Synchronized),

following a disturbance. The proposed SSI is defined as,

SSI =

 0, if δ
f inal

i > ξ (in radians)

1, otherwise
(6.5)

where, δ
f inal

i = [abs(δ FCT
i,COI−δ

FCT+1
i,COI )+abs(δ FCT+1

i,COI −δ
FCT+2
i,COI )+abs(δ FCT+2

i,COI −δ
FCT+3
i,COI )+

abs(δ FCT+3
i,COI −δ

FCT+4
i,COI )+abs(δ FCT+4

i,COI −δ
FCT+5
i,COI )]

Here, the value of ξ is taken as 0.2618 (15o). The smaller or higher values of δ
f inal

i

represents the generator ’i’ with least or more chance of loosing synchronism with the rest

of the system.

6.4 Proposed Framework of TSA
The detailed framework of monitoring and transient security assessment of power systems

is shown in Figure 6.1. This framework has three major functions like transient security

prediction, coherent generator group prediction and determination of synchronism status of

each generating unit. For this purpose, three classifier models have been utilized with each

classifier performing one important function. The vectors X1,X2, ....,Xm, which represent

the rotor angle measurements corresponding to generating units G1,G2, ...,Gm respectively

are provided as inputs to all the classifier models. In particular, input Xm is the vector of

rotor angle measurements of mth generator taken at fault application time (δ
f a

m ), at FCT

(δ FCT
m ), and their angle in the COI framework at FCT (δ FCT

m,COI) and consecutive 5 cycles

after FCT (δ FCT+1
m,COI ,δ FCT+2

m,COI ,δ FCT+3
m,COI ,δ FCT+4

m,COI ,δ FCT+5
m,COI ). Thus, eight inputs are required for
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one generating unit thereby making the total inputs as 8∗m for a system with ′m′ generating

units.

Figure 6.1: Proposed Framework of Transient Security Assessment

Classifier I is designed using AdaBoost algorithm to classify the transient security status

of power systems. The training patterns are classified into secure or insecure based on the

RTI defined in (6.1). Finally, the classifier I once trained, can accurately classify the transient

security status of the unforeseen testing patterns. Classifier II uses a multiclass SVM to

determine the coherent group of generators for the provided test data. Since the generator

coherent group is a multi-class classification problem and AdaBoost classifier described in

Chapter 4 is designed to give only binary class of outputs viz. either 0 or 1, a multiclass

SVM has been utilized for this purpose. Prior to coherency determination using classifier II,

the coherent group of generators for each training pattern is determined by observing their

swing curves obtained during fault and post fault periods. For a given fault, the generator ’i’

can be considered coherent with respect to the slack generator within a tolerance ξ , if they

have similar rotor angles response during fault and post-fault periods. It is represented by the

following equation.

∆δio(t) = abs(δi(t)−δo(t))≤ ξ , ∀ i ∈ NG (6.6)
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where, δi is the rotor angle of the generator ’i’ in degrees and δo is the rotor angle of

the slack generator. The rotor angles, δi (for i=1 to NG, NG 6= slack generator) of all the

generators are noted after 54 cycles of FCT and subsequently classified into six different

coherent generator groups as shown in Table 6.1. For this study, ξ is taken as 15o.

Table 6.1: Coherent Group Classification

Group Range of ∆δio at FCT+54 cycles

1 > 120o Most Advanced

2 90−120o

3 60−90o

4 30−60o

5 15−30o

6 < 15o Least Advanced

Thus, after training, classifier II can classify the coherent group of generators for the test

patterns effectively. Classifier III is a hybrid classifier, which consists of an array of Ad-

aBoost SVM classifiers. The structure of this hybrid classifier is illustrated in Figure 6.2.

Here, the classifier array consists of ’m’ parallel classifiers such that each classifier is as-

Figure 6.2: Proposed Structure of Hybrid Classifier for Synchronism Status Detection

signed to each generating unit. Initially, for each training pattern, the synchronism status of

generating units are determined using (6.5). Then, the classifier III after training, can deter-

mine the synchronism status of all the generating units. Thus, for any unforeseen operating
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condition, the information about the out-of-step operation of generators can be determined

using Y1,Y2, ...,Ym.

6.5 Case Studies
The proposed TSA has been demonstrated on IEEE 14-bus, IEEE 30-bus and Indian 246-bus

systems. The base case operating condition and dynamic data of the above test systems are

provided in Appendices B, C and D respectively. The inputs to the proposed approach are

the rotor angle measurements of all generating units, which are obtained using PMUs at fault

application time, at FCT and their angle in the COI framework at FCT and consecutive five

cycles after FCT. Table 6.2 lists the number of PMUs, number of generators and the total

number of features available for the three test systems. The total number of contingencies

considered for each loading scenario and the total number of testing patterns for the three

test systems are also listed in Table 6.2.

Table 6.2: Details about Various Parameters in the Test Systems

Details IEEE 14 IEEE 30 Indian 246
Number of PMUs 3 7 57

Number of Generators 5 6 42

Number of contingencies possible 40 82 752

Number of contingencies selected 40 82 117

Number of features 40 48 336

Number of input patterns 4040 8282 11817

Number of testing patterns 808 1656 1693

The time domain simulation is performed by simulating a three phase fault on each bus

at 0.1 s and the fault is cleared after 5 cycles by tripping of a transmission line connected to

that faulted bus. This analysis has been carried out considering outage of all transmission

lines connected to the faulted bus. As mentioned in section 6.2, thus there are about 40

and 82 contingencies possible for IEEE 14-bus and IEEE 30-bus systems. Besides that,

load of each bus is randomly varied between 50%–200% to generate 101 different loading

scenarios. Thus, a total of 4040 (101*40) and 8282 (101*82) patterns were generated for

the two test systems, respectively. Similarly, there are 752 contingencies for an Indian 246-

bus system. This considerably increases the amount of input data patterns and thus, also

the complexity and time associated with the training of classifiers. To reduce the training
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patterns, the RTI defined in (6.1) has been used to select only the critical contingencies from

the large list of credible contingencies. The particular contingency is identified as critical,

if the calculated RT I value > 0.5, else that contingency is considered as non-critical for

that loading condition. This analysis has been carried out to identify the list of critical and

non-critical contingencies for every loading condition. Then the contingency, which is found

to be critical in most of the loading conditions is given the top priority and the remaining

contingencies are ranked accordingly. At the end of this analysis, it is found that nearly

635 contingencies are found to be non-critical in most of the loading conditions. Thus, only

top 117 out of 752 contingencies are selected as the probable contingencies. Therefore,

101*117=11817 operating conditions are generated to assess the security status of the Indian

246-bus system. Out of entire patterns generated, 80% of them are given as training data

and remaining 20% as testing data. The details of time domain simulation performed for

Table 6.3: Details about time domain simulation for Test Systems

Fault Details 60 Hz 50 Hz
Fault application time, fa 0.1s 0.1s

Fault clearing time, fc 0.183s 0.2s

Fault duration 90ms 100ms

Total transient analysis 2s 2s

Table 6.4: Security Assessment (Classifier I) of the Testing Patterns using the Proposed
Approach

Test Systems Testing Patterns
Using RTI Proposed Approach

PA (%)
PSecure PInsecure Te PSecure PInsecure Te

IEEE 14-bus 808 716 92 1.0950 700 109 0.0235 97.90

IEEE 30-bus 1656 1374 282 1.0880 1343 313 0.0694 98.13

Indian 246-bus 1693 1682 11 7.7625 1693 0 0.9394 99.35

PA - Prediction accuracy of the classifier; Te - Average testing time of classifier in seconds.

standard test systems (60Hz systems) and Indian 246-bus system (50Hz system) are given in

Table 6.3.

Table 6.4 shows the results of transient security prediction (classifier I) using AdaBoost

algorithm for IEEE 14-bus, IEEE 30-bus and Indian 246-bus systems. The proposed ap-

proach gives a prediction accuracy of about 97.90%, 98.13% and 99.35% for the three test

systems, comprising of 5, 6 and 42 generating units, respectively. Further, to prove its fea-
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sibility for online implementation, the average CPU time taken in evaluating the unforeseen

test sample for the three test systems are compared with the traditional method as illustrated

in Table 6.4. Traditionally, the generator coherency is determined by observing their swing

curves during fault and post fault periods. Then, the rotor angle trajectory of all generators

obtained after 54 cycles of FCT are utilized to classify the generating units into different co-

herent groups as shown in Table 6.1. The results obtained using classifier II for the three test

systems are compared with those obtained using traditional method in Tables 6.5, 6.6 and

6.7. These tables depict the total number of testing patterns and the number of patterns cor-

rectly predicted by classifier II alongwith its prediction accuracy for the three test systems.

For IEEE 14-bus system, classifier II gives a prediction accuracy of above 89% for all its

generating units. Similarly, classifier II has a prediction accuracy of about 86.72%–96.50%

for IEEE 30-bus system. In case of Indian 246-bus system, there are 42 generating units and

the classifier II gives similar prediction with an accuracy of about 82.46%-92.56% in most of

the generating units. Therefore, the simulation results obtained for first 8 generators (except

slack generator) are shown in Table 6.7.
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Table 6.5: Coherent Generator Group Prediction (Classifier II) for IEEE 14-bus System

Generating Units Testtt
Traditional Method Proposed Approach

Testcp PA (%)
Gr1 Gr2 Gr3 Gr4 Gr5 Gr6 Gr1 Gr2 Gr3 Gr4 Gr5 Gr6

G2 808 56 3 7 155 393 194 62 5 6 179 338 218 731 90.47

G3 808 73 8 18 173 294 242 83 4 21 118 288 231 750 92.82

G4 808 84 25 264 401 26 8 94 26 269 377 35 7 746 92.33

G5 808 97 4 27 272 272 136 103 10 30 285 138 142 723 89.48
Gr1, Gr2, Gr3, Gr4, Gr5 and Gr6 - Group1, Group2, Group3, Group4, Group5 and Group6, respectively; Testtt and Testcp - Total Testing Patterns

and Total Testing Patterns Correctly Predicted, respectively.

Table 6.6: Coherent Generator Group Prediction (Classifier II) for IEEE 30-bus System

Generating Units Testtt
Traditional Method Proposed Approach

Testcp PA (%)
Gr1 Gr2 Gr3 Gr4 Gr5 Gr6 Gr1 Gr2 Gr3 Gr4 Gr5 Gr6

G2 1656 14 2 13 34 357 1236 13 3 13 47 376 1204 1598 96.50

G3 1656 17 8 7 113 447 1064 16 9 9 159 411 1052 1564 94.44

G4 1656 17 2 21 165 569 882 17 2 58 186 527 866 1499 90.52

G5 1656 299 22 36 668 320 311 319 16 30 665 315 311 1558 94.08

G6 1656 35 15 61 224 860 461 38 26 100 280 720 492 1436 86.72
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Table 6.7: Coherent Generator Group Prediction (Classifier II) for Indian 246-bus System

Generating Units Testtt
Traditional Method Proposed Approach

Testcp PA (%)
Gr1 Gr2 Gr3 Gr4 Gr5 Gr6 Gr1 Gr2 Gr3 Gr4 Gr5 Gr6

G2 1693 1229 102 139 106 0 117 1376 47 102 72 0 96 1406 83.05

G3 1693 1295 123 123 65 6 81 1385 109 143 10 0 46 1463 86.41

G4 1693 1251 118 130 82 23 89 1375 83 128 12 0 95 1397 82.52

G5 1693 1235 126 161 56 18 97 1366 98 129 5 95 0 1396 82.46

G6 1693 1233 105 174 64 11 106 1376 83 133 0 101 0 1395 82.40

G7 1693 1118 135 218 45 15 162 1196 102 198 7 63 127 1567 92.56

G8 1693 1090 191 165 102 32 113 1263 174 161 12 0 83 1520 89.78

G9 1693 1243 112 154 72 28 84 1292 101 145 6 115 34 1557 91.97
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Table 6.8: Synchronism Status Prediction (Classifier III) for IEEE 14-bus System

Generating Units Testtt
Synchronized Not Synchronized

Testcp PA (%)
Using SSI Proposed Using SSI Proposed

G1 808 664 645 144 163 789 97.65

G2 808 808 804 0 4 804 99.51

G3 808 657 643 151 165 794 98.27

G4 808 327 325 481 483 800 99.01

G5 808 655 648 153 160 801 99.13

Table 6.9: Synchronism Status Prediction (Classifier III) for IEEE 30-bus System

Generating Units Testtt
Synchronized Not Synchronized

Testcp PA (%)
Using SSI Proposed Using SSI Proposed

G1 1656 1510 1505 146 151 1651 99.70

G2 1656 1656 1656 0 0 1656 100

G3 1656 1655 1652 1 4 1653 99.82

G4 1656 1650 1649 6 7 1655 99.94

G5 1656 1090 1071 566 585 1635 98.73

G6 1656 1617 1608 39 48 1647 99.46

As mentioned in section 6.4, classifier III is a hybrid classifier consisting of an array of

AdaBoost classifiers in such a manner that each AdaBoost classifier is assigned to each gen-

erating unit. Therefore, the proposed classifier III model in the framework shown in Figure

6.1 requires 5, 6 and 42 AdaBoost classifiers for the three test systems, respectively. These

results, which are obtained for all the testing patterns are then compared with the results

obtained using traditional method. Tables 6.8, 6.9 and 6.10 show the comparison of syn-

chronism status of generating units obtained using the proposed and traditional methods for

the three test system, respectively. Classifier III has a prediction accuracy of about 97.65%–

99.51% for IEEE 14-bus system and has prediction accuracy of above 99% for IEEE 30-bus

system. These results also reveal that all the generating units in IEEE 14-bus and IEEE 30-

bus systems are synchronized with the rest of the system in most of the testing patterns. The

Indian 246-bus system requires 42 AdaBoost classifiers to predict the synchronism status

of each generating unit. The results obtained for randomly selected 14 generating units are

shown in Table 6.10. The classifier III precisely determines the synchronism status of these

14 generating units with a prediction accuracy of about 84.11%-97.58%.
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Table 6.10: Synchronism Status Prediction (Classifier III) for Indian 246-bus System (of 14
Random Generators)

Generating Units Testtt
Synchronized Not Synchronized

Testcp PA (%)
Using SSI Proposed Using SSI Proposed

G2 1693 1172 1217 521 476 1628 96.16

G5 1693 609 838 1084 855 1464 86.47

G7 1693 1027 862 666 831 1516 89.55

G11 1693 1155 1187 538 506 1569 92.67

G14 1693 1304 1376 389 317 1619 95.63

G17 1693 134 226 1559 1467 1465 86.53

G21 1693 168 240 1525 1453 1465 86.53

G25 1693 1268 1007 425 686 1424 84.11

G28 1693 1340 1375 353 318 1652 97.58

G31 1693 1444 1493 249 200 1604 94.74

G34 1693 1238 1113 455 580 1564 92.38

G37 1693 1335 1118 358 575 1460 86.24

G40 1693 119 174 1574 1519 1488 87.89

G42 1693 1428 1438 265 255 1623 95.87

Tables 6.11 and 6.12 list the TSA results of Indian 246-bus system obtained using the

traditional and proposed methods at different loading levels such as 50%, 125%, 150% and

185%. The number of generating units in each coherent group and the number of synchro-

nized as well as non-synchronized generating units in each loading pattern are also shown in

Table 6.11. The three loading patterns, which are identified as secure are correctly predicted

by classifier I, thus giving a prediction accuracy of about 100%. Similarly, classifier II ac-

curately predicts the list of generating units in each coherent group with a accuracy of about

100% for the first two loading scenarios. It is revealed that all the 41 generating units (except

slack generator) are in same coherent group (least variation among the generators rotor angle

trajectories) at 50% and 125% of system loading. And as the loading increases, few gener-

ators move into different coherent groups depending on the their rotor trajectories. For the

remaining two loading patterns, classifier II gives an accuracy of about 85.37% and 80.49%,

respectively. Finally, classifier III is utilized to determine the synchronization status of each

generating units at each loading scenario. The last column of Table 6.12 lists the number of

synchronized and non-synchronized generating units identified by classifier III alongwith its

prediction accuracy.
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Table 6.11: TSA of Indian 246-bus System at Different Loading Levels using the Traditional Method

Pattern Loading(%) Faulted Bus Contingency Security Status
Generator Coherency Status Synchronism Status of Generators

Gr1 Gr2 Gr3 Gr4 Gr5 Gr6 Synchronized Not Synchronized
7931 50 21 21-37 Secure (1) – – – – – 41 30 12
8242 125 7 7-65 Secure (1) – – – – – 41 17 25
6873 150 34 136-34 Secure (1) 2 – 1 5 2 31 27 15
7350 185 18 18-134 Insecure (0) 1 – 4 2 7 27 29 13

Table 6.12: TSA of Indian 246-bus System at Different Loading Levels using the Proposed Approach

Pattern
Classifier I Classifier II Classifier III

TSA PA(%) Gr1 Gr2 Gr3 Gr4 Gr5 Gr6 PA(%) Synchronized Not Synchronized PA (%)
7931 Secure (1) 100 – – – – – 41 100 26 16 86.67
8242 Secure (1) 100 – – – – – 41 100 17 25 100
6873 Secure (1) 100 1 – 0 2 3 35 85.37 25 17 92.59
7350 Insecure (0) 100 0 – 1 1 4 35 80.49 33 9 87.88
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6.6 Conclusions
This chapter presented a new approach utilizing the synchronized measurements for en-

hancing the TSA of power systems. SThe proposed approach can determine the system

security status, individual machine synchronism state and the coherent group of generators.

The synchronized measurements consisting of generator rotor angles obtained using PMUs

at during fault and post fault periods are provided as inputs to the proposed method. To

identify the machine synchronism status in each training pattern, a new Synchronism Status

Index (SSI) has also been proposed. The proposed TSA framework consists of three clas-

sifier models. Classifier I, which uses AdaBoost classifier accurately predicts the transient

security status with a prediction accuracy of about 97.90 % – 99.35 % for the three test

systems. Classifier II determines the coherent group of generators using multiclass SVM

classifier and classifier III is a hybrid classifier consisting of an array of AdaBoost classifiers.

Each AdaBoost classifier determines the synchronism status of each generating unit. Finally,

the effectiveness of the proposed approach is tested on standard benchmark systems such as

IEEE 14-bus, IEEE 30-bus and on a practical Indian 246-bus networks. The comparison of

the simulation results obtained using the proposed approach with the results obtained using

classical time domain simulations reveal the following. The existing time domain simula-

tions cannot be effectively applied for post fault assessment of power systems under real

time conditions because of their computational complexity and complex modelling. The av-

erage testing time of the proposed method for transient security evaluation is found to be less

than 0.1 second for all the three test systems in comparison to the longer simulation time

obtained using traditional approach. The effectiveness of the proposed TSA approach makes

it more suitable for online implementation.
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Conclusions

7.1 Discussion and Conclusions of the Work

The main focus of this thesis is to improve the overall monitoring and security assessment

by utilizing synchronized measurements, obtained from Phasor Measurement Units (PMUs).

An intelligent search technique based PMU placement method has been proposed to ensure

complete system observability with a lesser number of PMUs than the existing methods. The

proposed placement scheme is designed to provide complete system observability during all

operating scenarios viz. normal operation as well as during cascaded failures. Then, a new

framework for Static Security Assessment (SSA) has been proposed to predict the security

status and the type of violations causing insecurity in the system. Different machine learning

techniques with higher generalization ability has been explored in this thesis to improve

power system monitoring. Finally, a novel framework for Transient Security Assessment

(TSA) is also proposed, which can predict the transient security status, individual machine

synchronism state and coherent group of generators. The effectiveness and suitability of the

proposed security framework has been investigated on different test systems such as IEEE

14-bus, IEEE 30-bus and a practical Indian 246-bus systems.

Chapter 1 discusses the various operating states of power system and major components

of security assessment. The importance of phasor measurements based security assessment

has been highlighted alongwith the review of various techniques proposed for optimal place-

ment of PMUs in power system. The final part of this chapter presents the motivation behind

the research work carried out in this thesis.

In Chapter 2, a new method based on intelligent search technique has been proposed for
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the optimal placement of PMUs to make the power system topologically observable. The

proposed method works in two stages. Stage I is used to find the sub-optimal locations of

PMUs using Best First Search (BFS), which is an intelligent search algorithm with an ability

to change its search path from the current node to the most promising node. These results

obtained in stage I are then given to stage II to remove the redundant PMU locations using

pruning. The proposed method is further extended to incorporate the presence of conven-

tional flow measurements in the system. The proposed placement method is also found to be

effective in handling both single as well as multiple flow measurements connected to a bus.

The proposed method is applied on all test systems under different operating scenarios viz.

normal operation as well as during single line loss and single PMU loss. Simulation results

demonstrate that the proposed method is more effective than the existing methods, especially

for larger systems. The proposed method is also found to be computationally efficient as its

simulation time is less than 2 seconds for all the systems.

Chapter 3 proposes a suitable Optimal PMU Placement (OPP) scheme to determine the

optimal locations of PMUs for maintaining complete system observability during cascaded

failures. Both the islanding and the non-islanding cases were generated for the test cases

following the cascaded failures. To identify whether a particular cascaded failure leads to is-

landing condition, a topology based approach has also been proposed. In addition to cascaded

failures, additional contingencies such as single line and single PMU loss have also been

considered. In this chapter, measurement redundancy is also incorporated in the proposed

method to enhance the state estimation process. Simulation results reveal that the proposed

redundant observability method offers better results than the two stage method proposed in

Chapter 2 by providing increased redundancy with the same number of PMUs. Another

important aspect is that the proposed redundancy method offers multiple PMU placement

solutions having different levels of redundancy for the same number of PMUs.

Three intelligent classifiers such as Wavelet Support Vector Machine (WSVM), Case

Based Reasoning (CBR) and AdaBoost algorithm, which possess a huge potential for en-

hancing the security assessment of power systems are discussed in Chapter 4. The WSVM

uses a Morlet wavelet as its new kernel mapping function and the review results revealed

that the WSVM exhibits better performance than the other kernel based SVM classifiers like

linear SVM, quadratic SVM, polynomial SVM, multi-layer perceptron SVM and radial basis

function (Gaussian) SVM for classification problems. Further, to enhance the generalization
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capability of CBR and AdaBoost classifiers, a novel weight updation strategy using fuzzy

clustering thresholding technique has also been proposed.

Chapter 5 presents the application of various intelligent classifiers with different gen-

eralization capability for Static Security Assessment (SSA) of power systems using phasor

measurements. This chapter also proposes a new framework that can predict the static secu-

rity status as well as the type of violations that causes insecurity of power systems. Existing

security indices which are used to classify the training patterns into secure or insecure class,

suffer from masking and weight allocation problems. Therefore, in this chapter, a compos-

ite Security Index (SI), consisting of both the line power flows and the bus voltage limit

violations is proposed to classify the training patterns into secure or insecure class. The syn-

chronized measurements such as voltage magnitude and voltage angle of the buses, current

and the power flows of the branches measured by the PMUs, form the components of the

input training pattern. Then, a statistical approach based on class separability and correlation

coefficient indices has been used to select only the most important features, which further

reduces the training time and complexity of classifiers. Synthetic Minority Oversampling

Technique (SMOTE) has been used to overcome the class imbalance in the input data gen-

erated. The proposed approach has been implemented on IEEE 14-bus, IEEE 30-bus and

practical Indian 246-bus systems. These results obtained using WSVM, CBR and AdaBoost

classifiers are comparatively better than the existing techniques in terms of classification ac-

curacy. Among these three classifier models, WSVM and AdaBoost algorithm have been

found to be more suitable for security assessment, since they provide better prediction than

the existing classifiers including CBR algorithm.

In Chapter 6, a new approach utilizing the synchronized measurements has been pro-

posed to have an improved monitoring and Transient Security Assessment (TSA) of power

systems. For this analysis, the measured rotor angles of the generators are used as inputs to

the proposed TSA framework consisting of different classifiers. This TSA framework, which

is designed using AdaBoost classifiers accurately predicts the transient security status with

a prediction accuracy of about 97.90 % – 99.35 % for the three test systems. In addition to

transient security prediction, the proposed approach also determines the synchronism status

of the generating units as well as the coherent group of generators. Finally, the proposed

approach is implemented and tested on standard benchmark systems such as IEEE 14 bus

and IEEE 30 bus systems and on a practical Indian 246 bus network.
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7.2 Major Contributions of the Work
This dissertation has the following novel and significant contributions, which are summarized

as follows.

• A new intelligent search technique has been developed to optimally place the PMUs for
maintaining complete system observability during all operating scenarios viz. normal
operation as well as during cascaded failures. The proposed placement method is also
incorporated with measurement redundancy to improve the state estimation process.

• A new framework for SSA has been proposed to classify the system security status
and the type of violations (bus voltage deviation and line flow overloads) that causes
insecurity of power systems.

• Development of a suitable approach for improving the monitoring and assessment of
transient security of power systems. In addition to transient security status, the pro-
posed approach can also determine the individual machine synchronism state and the
coherent group of generators.

• Applications of different machine learning techniques with better generalization capa-
bility for enhancing the overall monitoring and security assessment of power systems.

7.3 Future Scope
As a consequence of this research carried out in this thesis, the following aspects are identi-

fied for future research in this area.

• The proposed framework can also be extended to incorporate voltage security moni-
toring of power systems.

• Investigations can be carried out for the security assessment under multiple line outage,
generator outage and various network topology conditions.

• A new approach based on hybrid CBR models can be designed using decision trees,
fuzzy algorithms, etc., along-with the CBR classifier to reduce the computation burden
of CBR classifiers, while at the same time improving the classification accuracy.

• PMU data-driven framework for classification of faults/events in distribution systems
may be developed due to the proliferation of advanced metering devices with high
sampling rates.

• This work can be further extended to investigate the impact of external topology errors
on security assessment.

• In order to handle streaming big data received from power grid sensors like PMUs,
smart meters, etc, a framework can be developed for big data analysis.
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