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Abstract

Two-dimensional (2D) materials have emerged as a fascinating platform for exploring novel elec-
tronic and transport phenomena, particularly in the presence of magnetic fields. These materials
show exceptional electronic properties that provide insight into the band structure and quanti-
ties such as carrier mobility, fermi surface, and relaxation time, which are some key elements
for understanding the transport properties of solids. To study the transport properties in 2D
materials, we chose transition metal chalcogenides (TMC) particularly TiSes, ZrSes, and ZrSe;
and prepared the single crystals of these materials in our laboratory using two-zone furnace. To
confirm the purity of our samples, we carried out techniques such as X-ray spectroscopy, Raman
spectroscopy, and Energy dispersive spectroscopy. We performed XRD to confirm the crystal
structure, Raman for phase verification and EDS to confirm the composition of elements in our
samples. We also carried out resistivity (p) vs temperature (T) measurement to investigate the
electronic properties and, at last, we did magnetoresistance (MR) vs magnetic field (H) mea-
surement to study and analyze the effect of magnetic field on the properties of the materials.
From this we observed that TiSey is very sensitive to its synthesis process and growth condi-
tions, which can results in distinct properties, which we observed in our polycrystalline samples.
Also, TiSe, showed properties like Charge Density Wave (CDW) and Metal-Insulator Transition
(MIT) in its single crystal form. We also observed that ZrSes shows metallic behavior in both
polycrystalline and single crystal forms which directly contradicts its natural character, as it
is a semiconductor by nature. These materials and the dependence of their properties on the
surrounding can provide some exceptional information about their electronic properties and can

help us to understand their behavior in different external conditions.
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Chapter 1

Introduction

Since their introduction to the field of physics and material science, Two-Dimensional Materials
have revolutionized the area of research, unfolding new concepts and theories. With a thickness
of one or two atoms with strong covalent bonds within the plane and weak Van der Waals
interaction between its layers, they simultaneously exhibit properties that can be significantly
different from their bulk counterparts. Having such a small size and distinct properties, they

pave the way for new technological advancements.
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Figure 1.1: Types of 2D materials. [1]

Transition Metal Chalcogenides (TMCs), one of the type of 2D materials, have attracted
significant interest because of their compelling physical, chemical, and optical properties. The

transport properties of these materials have special significance as, through intercalation and
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doping, their properties can be modified, providing us with additional information about their
crystal structures. TiSey, one of the TMDC, shows a (2 x 2 x 2) CDW transition at low
temperatures that results in periodic modulations of the electronic charge density and Metal-
Insulator transition due to temperature-dependent carrier concentration. Similarly, ZrSey, a
semiconductor, shows metallic-type behavior in its resistivity measurements because of some
defects or deep traps. In TMDCs, the presence of strong electron correlations and spin-orbit
coupling complicates the transport behavior which can lead to unconventional properties such

as weak localization, and the kondo effect.

1.1 Transport Phenomena in Solids

Solids are defined primarily in three categories: Metals, Semiconductors, and Insulators. There
is another type in between metals and semiconductors, known as Semimetals. Metals show high
charge-transport properties as the conduction band (CB) and valence band (VB)overlap each
other. Metals follow the Fermi-Dirac distribution function to fill the quantum states. Electrons
in metals can travel from the VB to CB with the slightest disturbance in their surroundings. An
intrinsic semiconductor has no charge carriers at zero kelvin (T = 0) and therefore there is no
transport of carriers under any external fields. At T # 0, there are some thermally generated
carriers that serve in the transport in semiconductors. Insulators, on the other hand, have
very little charge transport; hence, the transport happens possibly because of some defects or
the ions that can participate in the transport of charge carriers under the influence of external
fields. Talking about semimetals, the conduction and valence bands in these materials, either
slightly overlap or touch each other at discrete points in momentum space. The properties of
semimetals lies in between metals and semiconductors, making them a potential candidate for
the research.

To study the transport in solids, two major quantities that almost describe charge transport
are carrier mobility and carrier density. Electrical conductivity depends on the product of these
two quantities. Carrier density and carrier type can be determined using the Hall effect, and

carrier mobility can be determined by using the results of magnetoresistance measurements.
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Figure 1.2: A band gap diagram showing the different sizes of band gaps for conductors, semi-
conductors, and insulators. [2]

1.1.1 The Boltzmann Transport Equation

The Boltzmann Transport Equation (BTE) is a fundamental equation in condensed matter
physics that is used to describe transport in materials. It explains how charge carriers (electrons
and holes) move and scatter in a material under external forces (electric and magnetic fields).
According to this equation, in the steady state, the change in the distribution function f(r,
k, t) which determines the probability of finding an electron at position r, crystal momentum
k, and time t corresponds to no net change. Therefore, the change in f(r, k, t) due to the three

processes namely diffusion, the effect of forces and fields, and collisions, results in zero. [11]

Of (r,k,t) _|_8f(r,k,t) +(9f(r,k,t)

= —0. (1.1)

ot dif fusion ot fields collisions

We can solve the Boltzmann equation using two approximations:

1. Assuming the perturbation due to external fields and forces to be small enough so that

the distribution function can be linearized and written as:
f(r,k) = fo(E) + fi(r, k) (1.2)

where, fo(E) is the equilibrium distribution function (the fermi function) which depends
only on the energy E, while f(r, k) is the perturbation term representing the departure
from equilibrium.

2. The collision term in the Boltzmann equation is written in the relaxation time approxima-

12



tion so that the system returns to equilibrium uniformly:

of _ U-f)_

YJs N JY D 1.3
at collisions T T ( )

where 7 = 7(k) denotes Relaxation time describes how long it takes for a material to
return to its normal, balanced state after an external influence—Ilike an electric field or
a temperature difference—is removed. It can vary depending on the crystal momentum,
which means that different electrons in the material can relax back to equilibrium at

different rates depending on how they’re moving through the crystal.

When the fields are turned off at t=0, leads to the solutions of equation to.

Ft) = fo+[f(0) = fole /" (1.4)

where, f( is the equilibrium distribution and f(0) is the distribution function at time t=0.
With these approximations, the Boltzmann equation is solved to find the distribution func-

tion, which in turn determines the number density and current density. The current density is

given by
. € 3
() = 155 [ VO s Pk (15)
and the carrier density is given by
1 3
n(r,t) = ] f(r,k, t)d’k (1.6)

where, d®k is an element of 3D wavevector space.

1.2 Magnetoresistance

It refers to the change in electrical resistance of a solid material when subjected to an external
magnetic field. The effect is observed in various materials, including metals, semiconductors,
and complex oxides. When a metal is subjected to a steady, uniform magnetic field, its resistivity

changes depending on various factors such as the choice of material, direction of magnetic field
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and current, and strength of magnetic field.

MR % is calculated by the following the formula

_ [p(H) — p(0)]
MR% = 0 x 100 (1.7)

1.2.1 Types of MR

There are several types of magnetoresistance, each with unique characteristics and underlying

mechanisms:

1. Ordinary Magnetoresistance (OMR): OMR is the basic form of MR arises from the
lorentz force acting on charge carriers (electrons and holes), causing them to follow curved
paths in a magnetic field. The curvature of the charge carriers’ trajectories increases the

effective path length, leading to increased scattering and, consequently, to higher resistance.

2. Anisotropic Magnetoresistance (AMR): AMR is observed in ferromagnetic materials
and depends on the relative orientation between the current and the magnetization of the
material. The resistance change occurs due to spin-orbit coupling, which causes the scat-

tering of charge carriers to depend on their spin orientation relative to the magnetization

direction.

AMR of Permalloy

0.1T, 300K 285
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-
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Figure 1.3: Anisotropic MR data of a Permalloy material. [17]

3. Giant Magnetoresistance (GMR) : GMR is a large change in resistance observed in

thin film structures composed of alternating ferromagnetic and non-magnetic layers.
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4. Tunnel Magnetoresistance (TMR) : TMR occurs in magnetic tunnel junctions,

where two ferromagnetic layers are separated by an insulating barrier.

5. Colossal Magnetoresistance (CMR) : The mechanism of CMR is complex and
involves a combination of double exchange interactions, charge ordering, and phase sepa-

ration phenomena.

1.3 Charge Density Wave (CDW)

It is a fascinating quantum phenomenon that emerges in certain low-dimensional materials be-
cause of their unstable structure at low temperatures. According to Peierls’ theory, at low
temperatures, the crystal structures of 1D metallic systems are prone to periodic distortions,
modulating the electronic charge density, resulting in the formation of CDW phase. They are
collective electronic states characterized by periodic modulations in the charge density of a

material, often accompanied by distortions in the underlying crystal lattice.
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Figure 1.4: Illustration of band structure before and after phase transition. [4]

In a one-dimensional (1D) metal, atoms are arranged in a regular chain with equal spacing
defined by the lattice constant a. Electrons fill energy levels from low to high, and if we assume
there’s one electron per atom, the system is half-filled. In this case, the Brillouin zone spans
from —m/a to +m/a, and the Fermi level lies at Kp = 4+7/2a. At this stage, the system is in its

metallic ground state.
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However, 1D systems are unstable at low temperatures, and even small changes in the envi-
ronment can cause the atomic lattice to distort. One common type of distortion is dimerization,
where every two neighboring atoms pair up to form a new unit cell. This doubles the spacing
between repeating units to 2a, shifting the boundary of the Brillouin zone to +m/2a. Now,
since there’s still one electron per atom, the band becomes completely filled, and the system
transitions from a metal to an insulator.

This transition happens because the charge density modulation has a wavevector ¢ = 2Kp,
which matches the new Brillouin zone boundary. This causes an energy gap to open at the Fermi
level (K = +7/2a), leading to a more stable, lower-energy state. The energy saved by opening
this gap is greater than the energy cost of distorting the lattice, so the system naturally shifts
to this new state.

In an ideal, undisturbed lattice at low temperatures, such distortions occur due to interac-
tions between electrons and collective excitations, resulting in a charge density wave (CDW)—a
periodic modulation of electron density that goes hand-in-hand with the lattice distortion and
transforms the system into an insulating state.

When a lattice distortion happens, it can change the size of the unit cell, meaning the new
lattice constant, a’, might not be exactly twice the original (2a), and the ratio a//a can vary. If
this ratio is a rational number (like 2, 3/2, etc.), the CDW is called commensurate—meaning it
fits neatly with the original lattice. But if the ratio is an irrational number (like 7), the CDW

is called incommensurate, meaning it doesn’t align perfectly with the original lattice structure.

3]

1.3.1 The Formation Mechanism of CDW

There are mainly four formation mechanisms that results in CDW in any material:

1. Fermi Surface Nesting Mechanism : Fermi surface nesting is a phenomenon where
part of the Fermi surface overlaps with another part when shifted by a specific wave
vector, known as the nesting vector (q). This overlap leads to strong interactions between
electrons and phonons (vibrations in the lattice) at the Fermi surface. As a result, the

phonons become unstable, and their vibration frequencies drop sharply and abruptly. This
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instability causes the crystal lattice to distort, which then leads to a rearrangement of the

atoms and the distribution of electrons in the material.

2. Electron Phonon Coupling Mechanism : Inelastic scattering occurs between electrons
and phonons away from the Fermi surface. As the temperature rises, the number of

phonons increases, leading to more frequent scattering of electrons by these phonons.

3. Electron- Electron Interaction : In more delocalized (dispersed) systems, electron-
electron interactions become stronger. When these interactions dominate, the system can
exhibit multiple possible ground states—some of which are believed to be associated with

charge density wave (CDW) formation.

4. Jahn Teller Effect : The transition is driven by structural distortions that break the

degeneracy of the ground state energy, because of distortion the systems energy gets lower.

1.4 Weak Localization

Weak Localization is a quantum correction to the classical conductivity in disordered materials.
According to the Drude model (classical theory), electrons are like gas particles that move freely
in random directions with some momentum. They occasionally scatter from ion cores and lose
their momentum. The average time between two collisions is represented by relaxation time.

Conductivity is given by

(1.8)

Here we assume that no quantum effects are applicable. This mostly works at high temperatures
where quantum effects averages out.

At low temperatures or in disordered materials, we consider the wave nature of electrons.
So, electrons have a wave function with an amplitude and a phase. Electrons can interfere with
themselves due to superposition of paths. These interference effects leads to slight deviation

from drude model. It modifies the classical conductivity equation which now be represented as

0 = Oprude + Aowr (1.9)
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where,

2m2h,

.
Aoy, = zog<7¢) (1.10)

In a disordered system, electrons can scatter off from impurities and some electrons can head
back to their origin creating a loop path. Now those electrons create a quantum interference
between the clockwise and counter-clockwise paths. If electron’s phase coherence is preserved
along both the paths, then the interference is constructive, which increases the probability that
the electron stays near the origin and its forward motion is blocked. This reduces the conductivity

because it enhances backscattering.

Figure 1.5: Schematic illustrating the basic physics of weak localization. [12]

For weak localization to happen, there is a necessary condition that should be satisfied. The
phase coherence time (74) should be greater than the momentum relaxation time (7). Also,
the electrons must undergo multiple scattering events and it must maintain its quantum phase

coherence over those scatterings so that interference can happen.
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Chapter 2

Experimental Methods

2.1 Synthesis Methods

For the preparation of either a single crystal or a polycrystal, we followed a defined procedure
which includes: weighing of the elements according to the stoichiometry. Then we need to mix
them properly by grinding them in mortar-pestle in a glove box with argon atmosphere. After
that, the obtained mixed powder was pressed into a circular pellet using the hydraulic press and
was sealed in a quartz tube under a vaccum of 8 x 107 mbar. The vacumm quartz tube was
placed into a furnace (Two -zone furnace for single crystal and Muffle furnace for polycrystal)
and heated according to the temperature needed for the synthesis. For the synthesis, we follow
two methods: Chemical vapour transport method and Solid state method. We have discussed

the above methods in detail below:

2.1.1 Chemical Vapour Transport Method

This method uses the reactions to form crystals.It consists of a transporting agent, which deposits
the reactants in the form of crystals somewhere else. It is based on the fact that a solid (a
condensed phase), has an insufficient pressure for its own volatilization. But the pertinent
phase can be volatilized in the presence of a gaseous reactant (the transport agent). For the
deposition, it require different external conditions, usually different temperatures, at the position

of crystallization than at the position of volatilization. This technique requires a Two-Zone
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Furnace to maintain different temperatures at the two ends known as hot end and cold end. The
Hot end refers to the position of volatilization where the transporting agent and the elements
react with each other, and the temperature at this end is higher as compare to the other end,
while the Cold end refers to the position of crystallization, where the transporting agent deposits

the sample in the form of crystals. [5]

Figure 2.1: Schemetic of CVT experiments.

2.1.2 Solid State Method

This is the simplest and most commonly used method for synthesizing materials in material
science. It involves directly reacting solid starting materials at high temperatures. The elemental
powders are carefully weighed based on the stoichiometric ratios from the reaction equation and
then thoroughly ground in an agate mortar to achieve the desired phase. After that, the mixture

is heated under controlled conditions to help form well-defined crystalline structures.

Figure 2.2: The fig. shows Two-zone furnace, Muffle furnace, Hydraulic press, Vacuum Sealing
system, Glove box, and mortar-pestle.
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2.2 Characterization Techniques

After synthesizing the samples, we need to perform different characterization techniques to
authenticate the quality of our samples. For phase identification and to analyze the crystal
structure, we performed X-ray diffraction spectroscopy on our material samples, similarly, to
study vibrational properties, we used Raman spectroscopy and to find the composition of the
elements in our samples, we performed Energy-dispersive X-ray spectroscopy. For the resistivity
measurement, we used Closed Cycle Refrigerator (CCR) and other electronic instruments. These

all are discussed in detail below.

2.2.1 X-Ray Diffraction (XRD)

X-ray diffraction (XRD) is a powerful and non-destructive method used to study different prop-
erties of materials. It can help identify the phases present in a material, its crystal structure,
texture, and more. This technique works on different types of samples—powders, solids, and even
liquids. X-rays themselves are a type of electromagnetic wave, with wavelengths and energies

lies between those of gamma rays and ultraviolet light.
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Figure 2.3: X-Ray Spectrum of a tungsten tube. [6]
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There are a few ways to generate X-rays strong enough for diffraction studies. The most
common methods include hitting a metal target (called the anode) with a focused beam of
electrons, and using electromagnetic fields to bend high-energy electrons, which causes them to
release X-rays.

When X-rays are produced, they come in two main types: continuous and characteristic.
Continuous X-rays happen when fast-moving charged particles (like electrons) suddenly slow
down or stop. This type of radiation is known as Bremsstrahlung.” On the other hand, charac-
teristic X-rays are produced when an electron from an outer shell falls into an empty spot in one
of the atom’s inner shells. This releases energy in the form of X-rays that are unique to each
element, kind of like a fingerprint.

In X-ray powder diffraction, the sample is made up of a large number of tiny crystals (called
crystallites) that are ideally oriented in random directions. Because all possible orientations
are present, we only need to change the angles at which the X-rays hit and leave the sample.
The instrument records how much X-ray intensity is detected at different angles, and this data
is used to create a pattern called a diffractogram. The X-rays are diffracted (bent) by the
different phases in the sample, pass through more optical parts, and finally reach the detector.
By changing the angle between the incoming and outgoing X-rays (called 26), we can measure
the intensity at each angle and build the diffractogram.

For our experiment, we used a Bruker D2-Phaser X-ray diffractometer to study the phases

present in our polycrystalline samples.

Figure 2.4: Bruker-D2-Phaser X-ray diffractometer.
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2.2.2 Raman Spectroscopy

Raman spectroscopy is a powerful, non-destructive technique used to study vibrations and other
low-energy motions in materials. It works by shining light on a sample and analyzing how some
of the scattered light changes in energy. This energy shift happens because the light interacts
with vibrations within the molecules. Raman scattering occurs when a vibration in a molecule
changes how easily its electron cloud can be distorted—this property is called polarizability. For
a vibration to be detected in Raman spectroscopy (called Raman-active), it must cause a change

in polarizability during the vibration.
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Figure 2.5: Energy diagram for light scattering. [7]

When monochromatic light (like a laser) shines on the surface of a sample, most of the
light is scattered without any change in energy—this is known as elastic scattering or Rayleigh
scattering. However, a small portion of the light interacts with the molecular vibrations in
the material, causing a change in the energy of the scattered photons. This is called inelastic
scattering, or Raman scattering. This appears as a series of peaks in the spectrum, shifted to
both lower and higher frequencies relative to the original (Rayleigh) peak. The lower-frequency
shifts are called Stokes lines, while the higher-frequency shifts are known as anti-Stokes lines.

Since Stokes lines are typically much stronger, Raman spectra usually focus on them for analysis.

23



optical beam splitter and notch filter

microscope |
;
& 1) E——- ccD »| computer
detector
grating
sample
P pinhole
: laser

Figure 2.6: Layout of a Raman Spectrometer.[8]

In a Raman experiment, monochromatic light is focused onto the sample, usually from a laser.
The light that scatters off the sample at a right angle (90°) is collected and passed through a
high-resolution device called a monochromator, which separates the light based on its energy.

The laser’s wavelength stays constant, but the scattered light may have slightly different
energies. By measuring these energy differences, we get a Raman spectrum, which shows the
intensity of scattered light versus the Raman shift. This spectrum tells us about the vibrational
modes of the molecules or crystal structure in the material. Each material produces a unique
pattern of peaks in its Raman spectrum, such as a fingerprint, which helps us identify what the
material is.

For our samples, We used HORIBA LabRam HR Evolution raman spectrometer.

Figure 2.7: HORIBA LabRam HR Evolution Raman Spectrometer.
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2.2.3 Scanning Electron Microscopy with Energy-Dispersive X-ray

Spectroscopy (SEM-EDXS)

Energy Dispersive X-ray Spectroscopy (EDS) is a micro-analysis technique used to find out
what elements are present in a sample. It is often used in conjunction with scanning electron
microscopy (SEM), which is a method used to study the surface structure and composition of
materials. SEM works by using a focused beam of high-energy electrons that scans the surface of
a solid sample. When these electrons hit the sample, they interact with it and produce different
types of signals. These signals give us information about the surface shape (morphology), the
elements present (composition), and the arrangement and orientation of the crystals in the
material.
incoming Electrons

backscattered electrons

A Raye Cathode Radiation
&

Aguer Electrons Secondary Electrons

Inelastic Scattering Elastically Scattered
Electrons Electrons

v

non-scattered electrons

Figure 2.8: Rays and electrons formed as a result of the interaction of the incoming electron
beam. [9]

In EDS analysis, the sample is hit with a beam of electrons inside the SEM. These electrons
collide with the atoms in the sample and can knock out some of the electrons from the inner
shells of those atoms. When this happens, an electron from a higher energy level (outer shell)
moves in to fill the empty spot. As it does, it releases energy in the form of an X-ray. Each

element gives off X-rays with specific energy values, like a signature.

25



Incident electron Outer-shell electron

/ \V\\ | /
o0 o . ) Q C
\ \\\ ,/ 3/ \ \\ /’// |

\ \ Characteristic X-ray

Core electron
Figure 2.9: Characteristic X-ray emission from an atom. [10]

The X-rays given off by the sample are detected and measured using a Silicon Drift Detector
(SDD). For each point on the sample, the detector records the energy and intensity of the X-rays.
Special software, along with a database of known X-ray signals, is then used to figure out which
elements are present based on the energy of the X-rays, and how much of each element is there
based on the intensity. The result is an EDS spectrum—a graph that shows peaks at different
energy levels. Each peak represents a specific element, and the taller the peak, the more of that

element is in the sample.

Figure 2.10: JSM-7610FPlus Schottky Field Emission Scanning Electron Microscope.
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2.3 Measurement System

We performed resistivity measurements with respect to temperature in our laboratory. For this,
we used a current source, a voltmeter, a temperature controller, a chiller, and the Closed Cycle
Refrigerator system (CCR). The complete setup of the measurement system is shown in the

given figure.

Figure 2.11: Resistivity Measurement System in our QMM lab.

2.3.1 Closed Cycle Refrigerator System

It is the Janis CCR system that we used for the resistivity measurements. It includes components
like compressor for the supply of high pressure helium gas, a cold head which expands the helium
gas to cool the sample, the gas lines that are connected between the compressor and cold head
for the supply and return fittings, and transfer the helium gas between them. It also equipped

with a radiation shield which is used to intercept room temperature radiation.
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completes two full cycles for every turn of the disc.
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Figure 2.12: Schematic of the Janis CCR System.

Principles of Operation: The valve motor turns a rotating disc that controls the flow of
helium gas. This high-pressure helium drives a back-and-forth (reciprocating) movement of the

displacer inside the cylinder. Special ports in the valve disc are designed so that the displacer

through channels in the slack cap and into the regenerators. These regenerators—cooled during
the previous exhaust phase—help lower the temperature of the incoming helium gas. As the
cooled gas continues through the slack cap passages, it pushes the cap upward, which lifts the
displacer. This movement creates space for the cooled gas to expand at the heat stations after
it has passed through the regenerators. Simultaneously, as the displacer lifts, the gas above the

slack cap is partially compressed and pushed through the orifice into the surge volume.
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Figure 2.13: Schematic of the Cold Head.

Before the displacer reaches the valve stem, the valve shuts. At this point, the gas above the
slack cap gets compressed, which slows down and stops the displacer, preventing it from hitting
the valve stem. When the valve then opens for the exhaust phase, the high-pressure gas at the
heat stations is allowed to expand. This expansion cools the heat stations, and the outgoing gas
also helps cool down the regenerators. As the pressure drops, some of the partially compressed
gas from the surge volume flows out, pushing the slack cap and displacer back toward the heat
stations. This movement not only clears out the exhaust but also repositions the displacer before
it reaches the heat stations again. As this cycle repeats, the temperature at the heat stations

continues to drop, enabling refrigeration at cryogenic temperatures. [18]

2.3.2 Current Source

We used Keithley’s Model 6221 AC and DC current source. The source provides us with a DC

current from 0.1pA to 105mA with the voltage compliance limit from 0.1V to 105V in 10mV
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steps. It consists of an analog filter to slow down output response and a banana jack guard
output for the voltage measurements. It have features like Sweep functions (linear staircase,
logarithmic staircase, and custom) and Waveform functions (sine, square, ramp and arbitrary

function) for the desired output of current.

2.3.3 Voltmeter

We used Keithley’s Model 2182A Nanovoltmeter. It has sensitivity upto 1nV to provide accurate
ultra-low voltage measurements. For making accurate temperature measurements, it has a built-
in thermocouple linearization and cold junction compensation. For low noise levels, it has just

15nV peak-to-peak noise t 1 s response time, with 40nV to 50nV peak-to-peak noise at 60 ms.

2.3.4 Temperature Controller

We used Lakeshore’s Model 335 Temperature Controller. It operates down to 300 mK with
appropriate NTC RTD sensors. Two configurable PID loops providing 50 W and 25 W or
75 W and 1 W. It supports diode, RTD, and thermocouple temperature sensors. It has an
autotuning feature which automatically calculate PID control parameters which is useful for

smooth functioning.

2.4 Physical Property Measurement System (PPMS)

It is an automated low-temperature and magnet system for the measurement of material prop-
erties like specific heat, magnetic AC and DC susceptibility and both electrical and thermal
transport properties (like hall effect, magnetoresistance and seebeck effect). [19]

PPMS consists of an helium source that controls the sample’s temperature and provides a
range from 1.9 to 400 K. Also, it includes magnetic field which can go up to & 16 T.

The important hardware systems that PPMS includes are :

e Dewar : The dewar contains the liquid-helium bath in which the probe is immersed. Pri-
marily constructed of aluminum, the outer layer of the dewar has reflective superinsulation

to help minimize helium consumption.
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e Baffled Rods : The probe contains rods that run along its entire length, which house
the electrical connections for both the magnet and the impedance assembly. One of these
rods also includes the helium-level meter. Multiple baffles are positioned along the probe

to support and stabilize the rods.

e Probe : The probe is placed into a liquid-helium bath within the dewar. It’s a complex
device made up of sensitive components and includes key systems such as the temperature-
control hardware, a superconducting magnet, a helium-level meter, gas lines, connectors

for the sample puck, and various electrical connections.

e Magnets : The magnet is a superconducting solenoid made from a niobium—titanium
alloy embedded in copper. It is positioned on the outside of the probe, ensuring it remains

constantly immersed in liquid helium.

Figure 2.14: Image of an PPMS.
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Chapter 3

Characterization Results

In this chapter, we will talk about the results we obtained from the characterization techniques

mentioned above.

3.1 Material : TiSe,

3.1.1 Synthesis of Single Crystals by CVT Method

TiSe; was synthesized by mixing ultrapure Ti, Se, and I, (5.0 mg total) in a suitable ratio and
sealing the mixture in a quartz ampule under vacuum (<1.5 x 10~* mbar). The ampule was
heated in a two-zone furnace (650 °C hot end, 550 °C cold end) for 14 days, then cooled to room

temperature at 30 °C/h.

I
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(a) Experimental (b) Micro-images of crystals

Figure 3.1: Images of single crystal of TiSe; grown in our LTP lab.
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3.1.2 Synthesis of Polycrystalline by Solid State Method

We prepared two samples of polycrystalline TiSe, for studying the material’s sensitivity towards
synthesis process.

First procedure:The polycrystalline TiSe, sample was synthesized in two steps. First, Ti
and Se powders were mixed in the appropriate stoichiometric ratio, sealed in a quartz ampoule,
and heated in a muffle furnace at 650 °C for 24 hours with a ramp rate of 120 °C/h. The resulting
product was then ground again, resealed, and subjected to a second heat treatment at 950 °C
for 48 hours with the same ramp rate. Afterward, the sample was cooled to 650°C at 2°C/h,
held at this temperature for 24 hours, and finally cooled to room temperature.

Second procedure: The elements Ti and Se were mixed in appropriate ratio and sealed.
Then the ampoule was loaded into the muffle furnace for 7 days at 800 °C at a rate of 5 °C/min
from room temperature to 800 °C. After 7 days, material was cooled from 800 °C to the room

temperature at a rate of 30 °C/h.

Figure 3.2: Polycrystal sample of TiSe,

3.1.3 XRD pattern, Raman Spectra and EDS data of TiSe,

e The PXRD pattern confirms that the TiSe, sample synthesis is crystallized in a trigonal
crystal structure with a space group P -3 m 1 (164). No XRD peak corresponding to any

impurity peak is detected. All major peaks: (001), (002), (003), and (004) are present in
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the obtained pattern.
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Figure 3.3: XRD pattern of TiSe,.

e Raman vibration modes are observed at 136 cm™! and 198 cm™! respectively acquired
with A = 633 nm. These vibrational modes are identifed as A;, and E; modes of TiSe,

and are in accordance with the previous report on 1T phase of TiSes.
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Figure 3.4: Raman spectra of TiSe,.
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e We also perform the EDS on our samples and the data of our sample TiSe, clearly shows
the composition of elements Ti and Se to be in accordance with the stoichiometry.

Table 3.1: EDS Analysis Results

Element Atomic (%) elemental ratio
Titanium (Ti) 33.3 1
Selenium (Se) 64.3 1.93
lIodine (I) 2.4 0.07
Sel aman | New Sample | Area 1| Selected Area 1
3.24K aman | New Sample | Area 1| Selected Area 2
2.8BK aman | New Sample | Area 1| Selected Area 3
2.52K
216K
1.80K
1.44K
1.08K
0.72K TiK
0.36K o L
0.00K! - - : - e . e —
0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00
Q@ bl
kV:15 Mag:5000 Takeoff: 27.88 Live Time:50 Amp Time(us):0.96 Resolution:(eV): 132.8
Det : Element

Figure 3.5: Chemical Composition of TiSe,.

3.2 Material : ZI'()‘()5Ti0‘95SGQ

3.2.1 Single Crystals by CVT Method

The single crystals were synthesized in two steps. First, we prepared a polycrystalline sample
of Zrg.o5Tigo55€es by taking pure elements of Ti, Zr, and Se in their stoichiometric ratio. The
elements were mixed in an inert atmosphere in a glove box and then the mixture were shaped
into a pellet using hydraulic press. The pellet then sealed in a quartz tube and placed in a
muffle furnace for 24 h at 650 °C at a rate of 120 °C/h. Then the obtained pre-reacted powder
was grounded again and heated to a higher temperature of 950 °C at a rate of 120 °C/h for 48
h. Then the sample cooled to 650 °C with rate of 2 °C/h and then kept at 650 °C for 24 h.

Then it was finally cooled to room temperature at a rate of 30 °C/h. In the second step, the
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polycrystalline sample was sealed in a quartz tube and placed in a two-zone furnace for 6 days.
The hot end temperature was kept at 750 °C and the cold end temperature at 600 °C. After six

days, the material cooled to room temperature at a rate 30 °C/h.

(b) Microscopic image of single crystals

(a) Synthesized single crystals

Figure 3.6: Images of single crystal of Zrg g5 Tig.955¢2 grown in our LTP lab.

3.2.2 XRD pattern, Raman Spectra and EDS data of Zr(;Tijg5Ses.

The XRD, Raman, and EDX data of Zrgo5Tig955¢2 matched with the reference data which

confirms its high quality and good structure.
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Figure 3.7: XRD pattern of Zrg o5 Tig.955€5.
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Figure 3.8: Raman spectra of Zrg g5 Tig.955¢2 compared with the raman spectra of TiSes.
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Figure 3.9: Chemical composition of Zrg g5Tig.955€5.
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Chapter 4

Electronic Properties

In this chapter, we discussed the electronic properties of 2D materials we prepared in our lab.
These are the properties we observed during the different measurements we performed on our
samples. These measurements helped us to understand the transport properties of these materi-

als and gave us the detailed information about their behavior in response with their surroundings.

4.1 Material : TiSe,

4.1.1 Introduction

Titanium Diselenide (TiSes) is a 2D material and belongs to the TMDC family. It is one of
the most studied materials among other TMDCs. In 1976, Di Salvo et al. reported a (2 x
2 x 2) commensurate CDW transition at 200 K accompanied by a periodic lattice distortion.
It is still an ongoing debate on the possible reason for the occurrence of CDW. It’s electronic
band structure generally fluctuate between semimetal and semiconductor as in many research
papers, it has been reported that it is a semimetal but recent ARPES data confirms a bandgap
of 74 meV which denies its semimetal nature. The resistivity measurement of TiSe, has been
important to determine the CDW transition temperature and the Metal-Insulator Transition.
TiSe; has been very sensitive to its growth conditions and dilute impurities. Different growth
conditions can affect its crystal structure and can change the transport properties. We prepared

both single crystal and polycrystal samples of TiSe; to study the transport properties.
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4.1.2 Resistivity vs Temperature Measurement

The p-T measurements of the polycrystalline samples clearly show the dependence of the mate-

rial’s properties on the synthesis conditions.

T T T T T T T T T T T
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0.8 |-
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. r =60 °C/hr
¥ 0oy T = 650 °C
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Figure 4.1: p-T plot of polycrystalline samples of TiSe;. Here, red line and blue line represents
sample 1 and sample 2 respectively.

The properties of TiSe; depend on the Postsynthesis cooling rate (r), Postsynthesis annealing
time (t), and Postsynthesis annealing temperature (T). It has been reported that slow cooling
rate and postsynthesis annealing can improve the quality of crystals by relieve microstrain and
increase grain size. hence, any change in these three quantities can significantly change the
properties. We prepared two polycrystal samples with different growth conditions shown in
figure 3.5. In first sample, we cooled the sample at a rate of 30 °C/h and did not perform any
annealing process. In second sample, we made the annealed for 1 day at a temperature of 650
°C and then cooled it at a rate of 60 °C/h. Due to these changes we can observe notable changes
in the properties of these two samples. The peak position is similar in both but the hump of
peak in second sample is greater as compared to the first sample. Though both the samples

show semiconducting behavior but the values of resistivity differs in both. [13]
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Fig. 3.7 shows p-T measurements result of single crystal TiSe;. The properties of single

crystals are quite different than those seen in the polycrystalline sample.
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Figure 4.2: p-T plot of TiSes single crystal.

In single crystals, at low temperature, the resistivity shows metallic behavior and not semi-
conducting which is the case for polycrystalline. The possible reason behind this can be the
transporting agent (lodine) that was required for the growth of single crystals. Iodine can
possibly substitute Selenium (Se) atoms partially and dope the system. Also the deficiency of
Selenium serves as a method of self-doping and, hence, due to these reasons, there have been an
additional density of states near fermi surface that can enhance the conductivity on cooling.

In fig. 3.7, we can observe a clear peak around 160 K which can possibly due to the
temperature-dependent thermal populations of 2D holes and 3D electron bands and not be-
cause of the charge density wave, which is reported in many research papers. In fig. 3.8, the
minimum of dp/dT represents the CDW phase transition which is ~ 185 K. [14]

CDW transitions are often explained by Fermi surface nesting, but in TiSe,, this does not
apply because both the normal and CDW phases have a bandgap, which means that there is
no nesting. The bandgap actually becomes larger with the (2 x 2) distortion, which happens

because the conduction band’s degeneracy is lifted, indirectly affecting the valence bands. This
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Figure 4.3: The derivative of the resistivity plotted as a function of temperature.

bigger gap pushes the occupied Se 4p states to lower energies, which initially reduces the total
energy. However, this effect is eventually offset by other factors, like an increase in elastic energy.

Talking about temperature-dependent thermal populations, it had been confirmed by hall
effect measurements of TiSey, which clearly indicated a change in charge carriers as temperature
rises. According to the data, at low temperatures, electrons are majority charge carriers that
dominate the transport properties but as temperature rises, thermally activated hole-like carriers

increase significantly and becomes majority charge carriers, affecting the properties of material

and this change occurs around a characteristic temperature of ~ 160 K.

4.2 Material : ZI‘O.05Ti0.95SGQ

4.2.1 Introduction

Transition Metal Dichalcogenides (TMDCs) are one of the most studied materials among other
2D materials. They exhibit exceptional physical and chemical properties that make them suitable

for almost all types of electronic applications. The properties of TMDCs can be modified easily
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through intercalation or by substituting transition metal or chalcogen atoms. Material like
TiSe, are one of the most studied materials and many studies are there on the intercalation or
substitution of other transition metals (Mn, Cr, Pd or Fe) replacing Titanium, but there are
only a few studies on the zr doped TiSe;. So we try to synthesis zr doped TiSe; in which we
replace 5 at.% Ti by Zr to observe the impact of the substitution on the properties such as

charge density wave and metal-insulator transition.

4.2.2 Resistivity vs Temperature Measurement
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Figure 4.4: Resistivity Measurement of Zrg o5 Tig.955¢2 polycrystalline sample.

We carried out the resistivity measurement of polycrystal Zrg o5 Tig.9559¢2. We observed that the
material shows a metallic-type behavior from high temperature to low temperature, which is
different from pure TiSey. Substitution of Ti by Zr can affect the binding energy of components
which can result in fermi level shift also modifying the electronic structure. The energy of the
Zr 4d orbital is considerably higher compared to the Ti 3d orbital, it can be expected that a Zr
4d — Ti 3d charge transfer will occur. As both the Zr 4d and Ti 3d bands are partially unfilled,

they are expected to contribute to the formation of a conduction band in the compound. The
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density of states (DoS) near the bottom of the conduction band is expected to decrease with the
increased Zr concentration. This should increase the Fermi level for a constant conduction band

electron concentration, thus increasing the binding energies of all electrons in material. [15]

4.2.3 MR(%) Vs Magnetic Field

To study the magneto-transport properties of Zr-doped TiSes, we measured its magnetoresis-

tance with respect to magnetic field at different temperatures (10 K AND 300 K).
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Figure 4.5: Magnetoresistance vs Magnetic field plot of Zrgg5Tig955€¢2 at temperatures- 10 K
and 300 K.

We analyzed this plot and we observed that at both the temperatures, the resistance of
the material is negative which represents the negative MR. At low temperatures, around 10 K,
we noticed that resistance values start to become more negative, which might be due to weak
localization, a behavior that the parent material, TiSes, is known to show at low temperatures.
Also, the resistance values of Temperature 300 K, at low magnetic fields, show a dip which can
be inferred as a noise which can arise because of the connection break or some other reasons.

As compared with the parent material TiSes, the properties of Zr-doped TiSes; have similar

traits and show similar kind of phenomenon at low temperatures. From this we can conclude
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that the doping of Zr in TiSe,, which had a strong impact on the resistivity causing noticeable
changes in its behavior, also affected the MR data but not significantly and the phenomenons

reported in TiSe, are still accountable for most of the properties in this material.

4.3 Material : ZrSe,

4.3.1 Introduction

Zirconium diselenide (ZrSeq) is a two-dimensional material that belongs to the transition metal
dichalcogenide (TMDC) family. It is a semiconductor with an indirect band gap of approx-
imately 1.2eV and holds promise for applications in photovoltaic and thermoelectric devices.
However, growing ZrSes with precise stoichiometry is challenging, and deviations can introduce
native defects. Unintentional n-type conductivity is often observed in ZrSe,, which is generally
attributed to excess Zr atoms acting as donors. In this study, we focus on how these defects

significantly influence the transport properties of the material.

4.3.2 Resistivity vs Temperature Measurement

We study the transport properties of ZrSe, by performing measurements such as resistivity
(p) vs temperature (T). The results of resistivity (p) vs temperature (T) measurements clearly
indicate the metallic behavior, which is contrary to its nature as ZrSe, is a semiconductor
with a indirect band gap of 1.2 eV. This behavior of ZrSe; can be understood by considering
structural defects, ionized impurities or deviation of the elements from stoichiometry. Since it
has been reported that the presence of additional Zr may result in the metallic characteristic
of the material, so we performed EDS to find out the composition of elements in our sample,
and the data confirmed the presence of additional Zr (3 at.%) in our samples. The resistivity
varies linearly with temperature at higher temperatures between 200 K to 300 K, which responds
to the signature of electron-phonon scattering. To confirm the type of scattering in ZrSe,, we
performed curve fitting of our data. Hence, for the resistivity above 200 K, the data is fitted to
the expression

p(T) = A+ BT (4.1)
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where, A and B are the fitting parameters.
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Figure 4.6: Resistivity (p) vs Temperature (T) plot of ZrSes. The red line is fitted to Eq. (4.1)

and the blue line is fitted to Eq. (4.2).

Below 200 K, the resistivity does not vary linearly with temperature because the electron-

phonon scattering becomes weak as the temperature starts decreasing and turn out to be a T?

dependence on temperature. At low temperatures, electron-electron scattering dominates, and

the resistivity in this region is dependent as T? on temperature. So the data for this region is

fitted to the expression

p(T) = py + CT? + DT?

where, pg, C, and D are the fitting parameters. [16]
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4.4 Material : ZrSe;

4.4.1 Introduction

Zirconium triselenide (ZrSes) is a quasi-1D material belongs to the family of transition metal
trichalcogenides (TMTCs). It is a semiconductor by nature with an indirect band gap of 1.1 eV.
It exhibits a chain-like structure with linear chain of metal atoms parallel to the crystallographic
b-axis, which is the growth axis. The crystal grow in the form of layers which run parallel to
the b-axis. These layers are stacked along the c-axis by weak van der Waals bonds between the
Se atoms. To study ZrSes, we synthesized the single crystals of it and did the measurements to

examine the electronic properties of them.

4.4.2 Resistivity vs Temperature Measurement
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Figure 4.7: Resistivity (p) vs Temperature (T) plot of ZrSez. The red and blue lines represents
the warming and cooling of samples during the measurement.

We conducted the measurement of resistivity vs temperature (p-T) of ZrSes and the results

clearly indicate its semiconducting behavior. Also, during the measurement process, we were
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unable to use the four-probe on this material because of its high resistance values. So we
tried to perform the measurement using the two probe system and it succeeded but still as the
temperature decreased far low, the resistivity value went too high which makes it difficult for
the system to measure further data.

From p-T plot, we analyzed that at low temperatures, ZrSes begins to deviate from its
semiconducting nature to the insulating behavior which was confirmed by our p-T plot. With
decreasing temperature, the resistance of the material reaches so high values that we need to
plot the resistance values in logarithmic form. The possible reason behind this behavior can
be explained by considering the band gap between the conduction band and valence band and
the energy required by charge carriers to travel between them. So, as the temperature starts
decreasing, the energy required by the charge carriers to move from the valence band to the
conduction band increases, which can result in a decrease of the conductivity and hence an

increase in the resistivity of the material.

4.4.3 MR(%) Vs Magnetic Field
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Figure 4.8: Magnetoresistance vs Magnetic field plot of ZrSe; at temperatures- 200 K and 300
K.
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We carried out the measurement of magnetoresistance vs magnetic field to study the transport
properties of ZrSes. From the analysis of the plot, we observed that there has been so much noise
all over the range of magnetic field at both the temperatures. This possibly because of the low
carrier concentration in the material which we concluded from its resistivity data, which clearly
showed a transition from semiconducting to insulating nature. Also from the observation of plot,

we inferred that the material showed a negative MR as the magnetic field values increased.
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Chapter 5

Conclusion

In this work, we explored the magneto-transport properties of several two-dimensional (2D)
materials, especially focusing on transition metal chalcogenides like TiSey, ZrSey, ZrSes, and
Zrg.05Tig.955€2. These materials are known for their interesting electronic behaviors, particularly
under the influence of magnetic fields. Through our experiments, we were able to explore how
these materials respond to various synthesis conditions and how their structural characteristics
affect their electronic properties.

We used both single crystals and polycrystalline forms of the materials to examine their
differences. For TiSeqs, we found that the sample’s resistivity and overall behavior were highly
sensitive to how the material was grown and cooled. For instance, the two polycrystalline
samples showed a difference in their properties in resistivity vs temperature plot, which signifies
the effect of synthesis on this sample, although the nature remains the same throughout. Also,
at low temperatures, while polycrystalline samples, showed semiconducting behavior, the single
crystal sample showed more metallic behavior. This change was likely due to the effect of
synthesis parameters and the presence of iodine during the crystal growth of single crystal,
which may have caused doping or changes in the electronic band structure.

We also observed a charge density wave (CDW) transition in TiSe;, a phenomenon where
the electron density becomes periodically modulated. Interestingly, our results suggest that this
transition is not purely due to Fermi surface nesting, as seen in some materials, but may involve

more complex interactions like changes in band structure and thermal effects.
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In the case of Zrg5Tig.955€2, where we replaced some of the Ti atoms with Zr, the material
showed metallic behavior across all temperatures tested. This could be a result of changes in
the energy levels of the Ti and Zr orbitals, leading to a shift in the Fermi level and alteration of
the conduction band. The MR data showed weak localization phenomenon at low temperature
and a negative MR as same as his parent material TiSe,.

Similarly, ZrSe, showed an unexpected metallic character despite being a semiconductor by
nature. After analyzing the material’s composition, we found extra Zr atoms that may have
acted as electron donors, thus making the material behave more like a metal. The fitting of
resistivity data at different temperature ranges confirmed the dominant scattering mechanisms
involved, including electron-phonon and electron-electron interactions.

Finally, ZrSes, which is a semiconductor, showed high resistance at low temperatures, indi-
cating a transition from semiconducting to insulating behavior. This was most likely due to the
increasing difficulty for charge carriers to move as thermal energy decreased. Also, its magne-
toresistance values decreased with magnetic field and showed noise in the measurement, which
possibly because of the small quantity of charge carriers.

Overall, this study highlights how sensitive 2D materials are to their environment, structure,
and preparation methods. Even small changes in composition or synthesis can lead to significant
differences in their electrical behavior. Understanding these effects is not only fascinating from
a scientific point of view but also essential for designing future electronic and magnetic devices

using these materials.
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