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Chapter 1 

                      Introduction 

 

Titanium dioxide (TiO2) also known as titania, is studied since the 

beginning of material research. It is important due to its 

multifunctional properties such as tunable bandgap (anatase ~ 3.2 eV 

and rutile ~ 3.0 eV) [1] and high photo-corrosion stability. Different 

crystal structures and corresponding electronic band structure 

facilitates its applications in different fields, such as, optoelectronic 

devices [2, 3], self-cleaning glass coating materials [4, 5], 

photocatalyst [6, 7], fuel cell [8], dye-sensitized solar cell [9, 10], 

sensor [11, 12], opacifier and white pigment [13, 14], etc.. It facilitates 

environmentally beneficial reactions through photocatalytic activity by 

splitting of water to produce hydrogen, curing polluted air/water. Low 

cost, nontoxicity, and high chemical stability add a special importance 

for its application in different fields. 

 

1.1 Crystal Structure 

Ilmenite (FeTiO3) ore is the main source of titanium dioxide. TiO2 has 

been mostly synthesized using “sulfate” or “chloride” method [15]. In 

these methods, iron is extracted from this ore yielding pure TiO2. TiO2 

mainly has three naturally occurring polymorphs [16]. In order of 

abundance, these are rutile (tetragonal, space group-P42/mnm), anatase 

(tetragonal, space group-I41/amd), and brookite (orthorhombic, space 

group-Pbca) [16, 17]. A fourth naturally occurring polymorph of TiO2 

is “TiO2(B)” (monoclinic, bronze-type, space group-C2/m) [18]. It was 

also observed experimentally, that there are some other high-pressure 

polymorphs of TiO2: “TiO2(II)” (orthorhombic, columbite type (-

PbO2), space group-Pbcn) [19-22], “TiO2(OI)” (orthorhombic, space 

group-Pbca) [23], “TiO2(H)” (tetragonal, hollandite type, space group-

I4/m) [24], “TiO2(MI)” (monoclinic, baddeleyite type, space group- 

P21/c) [20, 21, 25], “TiO2(OII)” (orthorhombic, cotunnite type, space 
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group-Pnma) [23] and “c-TiO2” (cubic, fluorite type, space group-

Fm3m) [16, 26]. Depending on crystal structure, different physical and 

chemical properties such as density, bandgap, refractive index, 

hardness, dielectric permittivity etc. of TiO2 are different [27-29]. 

These govern their applications and usage in the multifunctional field.   

Details of the three main crystal structures are discussed below. 

 

1.1.1 Rutile 

There are huge numbers of industrial and research applications of TiO2 

in rutile form like paint, paper, ink, food, medicine, varnishes etc..  It’s 

a stable phase of TiO2. The unit cell of rutile TiO2 consists of two 

formula units (TiO2) with six atoms per primitive unit cell. It has a 

tetragonal structure with lattice constant a = b = 4.587 Å and c = 2.954 

Å [26]. Each Ti
4+

 ion is octahedrally coordinated with six O
2-

 ions. 

TiO6 octahedra in rutile phase have two different type of Ti-O bond 

length, with equatorial bond length 2.01 Å being slightly shorter than 

apical bond length 1.96 Å [30].  

  

 

Figure 1.1: (a) and (b) Packing of TiO6 octahedra in rutile phase, 

shared two edges and six corners to the nearest neighbor octahedra. 

Shared edges of TiO6 octahedra are shown using navy blue solid lines.  

(c) Arrangements of equatorial and apical O atoms in TiO6 octahedra. 

 

The equatorial four O
2-

 ions are coplanar and occupy a rectangular 

arrangement [26]. However, the packing of TiO6 octahedra is regular. 

The octahedra share six corners in a-b planes and two edges in the c 
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direction with nearest neighbor octahedra [31]. The two opposite edges 

of an octahedron are shared with similar edges of the neighboring ones. 

It has less empty space outside the TiO6 octahedra. Hence, it shows the 

highest density (~ 4.13 g/cm
3
) [30] among the three common 

polymorphs of TiO2.   

 

1.1.2Anatase 

Among the three polymorphs of TiO2, anatase is the most active form 

for photocatalytic applications [28, 32]. Most of the semiconducting 

nanoparticle applications of TiO2 are in the anatase phase. This phase 

is generally formed at a very lower temperature (300-450 C) in 

ambient condition.  The unit cell of anatase TiO2 consists of six 

formula units (TiO2) with six atoms per primitive unit cell.  

 

 
 

Figure 1.2: (a) and (b) Packing of TiO6 octahedra in anatase phase are 

showing four edges sharing of the same TiO6 octahedra from two 

different directions. Shared edges of TiO6 octahedra are shown using 

navy blue solid lines. (c) Arrangements of equatorial and apical O 

atoms in TiO6 octahedra. 

It has tetragonal crystal structure with lattice constants a = b = 3.782 Å 

and c = 9.502 Å [26]. Each Ti
4+

 ion is octahedrally coordinated with 

six O
2-

 ions. The TiO6 octahedron is distorted. The apical Ti-O bond 

length is ~2.00 Å, slightly longer than the equatorial Ti-O bond length 

~1.95 Å [30]. There are crossed rows of zigzag chains of octahedra 
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that run along a and b directions. Consequently, the anatase phase can 

be considered as a layered structure with more empty space outside the 

TiO6 octahedra. The layers are linked with each other by soft apical 

Ti–O bonds [30]. Hence, anatase has a lesser density (3.76 g/cm
3
) [30] 

than rutile. 

 

1.1.3 Brookite 

Commercial synthesis of brookite TiO2 is very difficult due to its 

complicated structure. It is only available as natural single crystals 

[33]. Very few studies have been reported on its properties due to its 

complicated crystal structure. It consists of eight formula units per unit 

cell with six atoms per primitive unit cell [26]. It has an orthorhombic 

structure with lattice constant a = 9.191 Å, b = 5.463 Å and c = 5.157 

Å [34]. It also has the same TiO6 building block but with different Ti-

O bond lengths. Like anatase, it also has distorted TiO6 octahedra. All 

four equatorial and two apical Ti-O bond length are different in this 

phase. It shares 3 edges and 5 corners with nearest neighbor octahedra 

[31]. It has less empty space than anatase but more than rutile. Hence, 

it has a moderate density (~4.098 g/cm
3
).  

 

Figure 1.3: (a) and (b) Packing of TiO6 octahedra in brookite phase 

are showing three edges sharing of the same TiO6 octahedra from 

two different directions. Shared edges of TiO6 octahedra are shown 

using navy blue solid lines. (c) Arrangements of equatorial and 

apical O atoms in TiO6 octahedra. 
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1.2 Properties of TiO2 

Depending on different crystal structure and corresponding electronic 

band structure, TiO2 shows different physical and chemical properties. 

Commercial synthesis of brookite is very difficult and it is not used for 

any application. Hence, below is a discussion on the properties of 

anatase and rutile. 

 

1.2.1 Physical properties 

Pure TiO2 in anatase phase is brownish or light honey color. With 

heating (~600-700C in an air atmosphere) anatase is converted into 

the rutile phase. Rutile is white in color. Both anatase and rutile phases 

are odorless with a molecular weight of 79.866 g/mol. TiO2 in both 

phases is insoluble in water. The density of rutile (R =  4.13 g/cm
3
) is 

higher than anatase (A = 3.76 g/cm
3
) [30]. The refractive index of 

anatase and rutile are 2.488 and 2.609.  Melting and boiling point of 

rutile TiO2 is 1843 C and 2972 C. Depending on pressure and 

environment, melting and boiling point shifts. 

 

1.2.2 Optical properties 

TiO2 is a n-type wide bandgap semiconductor (anatase ~3.2 eV and 

rutile ~ 3.0 eV) [1]. From density functional theory (DFT) [35], it was 

observed that anatase has an indirect bandgap while rutile has a direct 

bandgap. Due to the indirect bandgap of anatase, photo-generated 

electrons and holes exhibit a longer lifetime than direct bandgap rutile. 

These electrons and holes have a higher migration rate (goes from 

interior to surface). A low charge carriers recombination rate results 

due to a light average effective mass of electron and hole of anatase 

compared to rutile. Hence, anatase TiO2 nanoparticles are used as a 

promising candidate for photocatalytic applications. Due to high 

refractive index, higher opacity and wide bandgap of rutile TiO2, it is 

used as a white pigment in different applications. 
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1.2.3 Optoelectronic properties 

TiO2 belongs to a class of solids with superior functionalities for 

conversion of light into other forms of energy.  Processes of optical 

absorption and emission are highly dependent on defects related to 

dopants, different synthesis methods (involving calcination 

environment, pressure, time and temperature) [36-39] or form of 

sample (thin film, nanoparticle, bulk, and single crystal) [40, 41]. 

Depending on its optoelectronic properties, TiO2 is used in various 

applications like in dye-sensitized solar cell, fuel cell, photodetectors, 

gas sensing etc. From different reports, it was observed that no 

bandgap related photoluminescence (PL) is observed for anatase TiO2, 

as it is an indirect bandgap semiconductor. When irradiated with ultra-

violate light, it shows a broad visible light PL for anatase and 

visible/infrared PL for rutile [42, 43]. PL arises from free carriers and 

oppositely charged trapped carriers. PL intensity increases and 

decreases for anatase when it is synthesized in a vacuum and oxygen-

rich condition. In rutile, a reverse trend is observed [44]. But despite a 

wide effort dedicated to improving its optoelectronic performances, the 

microscopic nature of the fundamental electronic and optical excitons 

is still not clearly understood. 

  

1.2.4 Electrical properties 

TiO2 has a wide bandgap of 3 eV (rutile) and 3.2 eV (anatase) at room 

temperature. Due to its wide band gap, TiO2 has many advantages such 

as higher breakdown voltage, lower electronic noise, sustainability of 

large electrical fields, high-power and high-temperature operation. 

Among unitary metal oxides, it has a highest dielectric permittivity 

~100 for rutile [45, 46] and ~6 for anatase [47]. Nowadays, it is 

observed that by selective co-doping, it shows colossal permittivity 

(10
3
 to 10

4
) which is stable in a wide frequency (40 Hz to 10

6
 Hz) [48] 

and temperature range (80 K to 450 K) [49]. It also shows very low 

dielectric loss ( 0.05) [49]. These properties make the material 

suitable for various electrical applications. 
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1.2.5 Magnetic properties 

Dilute magnetic semiconductors (DMS) are considered as a promising 

candidate for spintronic applications, due to their coexisting 

semiconducting and ferromagnetic behavior. Various reports show that 

room temperature ferromagnetism (RTF) can be achieved by doping 

different magnetic elements like Fe, Ni, Co etc. [38, 50]. However, 

even for non-magnetic elements, like Ga, V, Cu etc. RTF has been 

reported [51-53]. Also, it has been observed that defects in TiO2 lattice 

can generate magnetism [54, 55]. In some cases, RTF is explained in 

terms of unpaired electrons in orbital or oxygen vacancies [54], cation 

vacancies [55] and bound magnetic polarons (BMP) [56]. In BMP, an 

electron locally bound by an oxygen vacancy (OV) and through orbital 

overlapping, it shows ferromagnetism. 

 

1.3. Applications of TiO2 

1.3.1 As a pigment 

The worldwide production of titanium dioxide (TiO2) only as a 

pigment is several million tons per year (~7.4 million tons in 2016 

according to “Mineral commodity summaries 2017” published by U.S. 

Geological Survey). Because of its very high refractive index (2.6 for 

rutile) and brightness, it is used as a white pigment [13, 14]. Very few 

materials are better candidates than TiO2. Rutile form of TiO2 is mostly 

used as a pigment. TiO2 is tentatively used in two thirds amongst all 

pigments. Thin films of TiO2 serve as an excellent reflective optical 

coating for dielectric mirrors due to its refractive index and color. TiO2 

provides whiteness and opacity in powder form, to products such as 

paints, coatings, plastics, papers, inks, foods, medicines (i.e. pills and 

tablets) as well as most toothpaste[13].  The definitions of "the perfect 

white", "the whitest white", or other similar terms are assigned to TiO2 

when it comes to issues related to paints. The particle size of the TiO2 

particles is optimized to improve opacity. When used as a pigment, it is 

called titanium white, Pigment White 6 (PW6), or CI 77891.  
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Figure 1.4: Use of TiO2 as a white pigment in different fields. 

 

1.3.2 As a photocatalyst 

In 1967, Akira Fujishima first discovered the photocatalytic activity 

(PCA) for TiO2. Fujishima and Honda in 1972, discovered splitting of 

water on TiO2 electrodes through photocatalytic reactions [57]. After 

this discovery, a new era of photocatalysis has begun. Photocatalysis is 

basically a reaction which uses light to activate a catalyst 

(photocatalyst) and thus change the speed of a chemical reaction by 

lowering the activation energy for the primary reaction to occur. 

Because of nontoxicity, chemical stability, inertness, cheap cost, and 

easily tunable bandgap, TiO2 is wildly used as an important 

photocatalyst among all photocatalyst.  Electron-hole pairs are created 

when pure or doped TiO2 is exposed to light. For pure TiO2, UV 

irradiation which is higher than its bandgap is required. Visible or 

infrared (IR) light is sufficient for doped TiO2. These electron-hole 

pairs react with surface adsorbed air or water molecules and facilitate 

photo-catalytic activities.  
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Figure 1.5: Schematic of photocatalytic activity of TiO2 in presence of 

UV light. 

 

At present time, there are two main concerns of the world: 

environment pollution and energy crisis. TiO2 has a great potential to 

solve both the problems through PCA. It reacts to environmental waste 

and produces hydrogen and water. This hydrogen is collected and used 

as fuel cell [8]. Polluted air and water can also be cleaned by this 

process. PCA on object-surface has attracted tremendous attention for 

practical applications. Some of these examples are self-cleaning glass 

coating materials, tiles, and windows, where the super-hydrophilic 

properties are used. It is also used as an antibacterial agent [58, 59] due 

to its strong oxidation activity. Many organic substances can break 

down on TiO2 surface because of its very high oxidation potential.       

 Anatase phase of TiO2 is most active for PCA than rutile and brookite. 

From several reports, it was observed that (001) plane of anatase is 

most pronounced for PCA than thermodynamically stable (101) plane 

[60, 61]. It is also observed that at interface PCA is most effective. A 

mixture of anatase and rutile gives the best PCA for TiO2. Degussa 
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P25 is considered as ideal photocatalyst of TiO2, where anatase in 75% 

and rutile is 25% [62, 63].  

 

1.3.3 As a UV absorber  

Titanium dioxide has a high refractive index. It is also a strong UV-

absorbent and prevents discoloration under UV illumination. These 

factors are instrumental in protecting human skins from UV exposure 

[64]. Visible light is less scattered by TiO2 nanoparticles than 

pigments, without affecting UV protection. Skin irritation is lesser in 

TiO2 than other UV absorbents. Hence, it is used widely in sunscreens. 

Sunscreens designed for infants or people with sensitive skin are often 

based on titanium dioxide [65]. 

 

1.4 Phase transition 

Crystal structure strongly controls the physical and chemical properties 

of a material. Hence, the applicability of any material is strongly 

dependent on such properties which are actually controlled by the 

crystal structure.  

Among the three polymorphs, anatase and brookite are metastable 

phases while rutile is the most thermodynamically stable phase [66]. In 

all the three phases, the arrangement of the basic TiO6 octahedra 

building blocks gives rise to different properties [16]. Difference 

between the three phases originates from the Ti-O bond length in TiO6 

octahedra and number of corners and edges shared by the octahedra as 

discussed above. In general, the anatase crystalline phase of TiO2 is 

easily formed at lower temperatures. This is because surface free 

energy of anatase is lower compared to rutile despite rutile has lower 

Gibbs free energy than anatase [27, 67].  Brookite is rarely available 

[68, 69]. Commercial synthesis of brookite TiO2 is very difficult. It is 

only available as natural single crystals [33]. Both anatase and brookite 

phases are metastable. With the increase of temperature a first order 

phase transition [33] takes place when both the metastable phases are 

irreversibly and exothermally [27] converted into rutile phase. 

However, it is unclear from reports that whether this transition is in the 
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order, anatasebrookiterutile or brookiteanataserutile.  A 

brookiteanataserutile route has been suggested by Ye et al. [70]. 

On the other hand, a anatasebrookiterutile has been suggested by 

Mitsuhashi and Kleppa et al. [31]from calorimetric studies on phase 

transition enthalpies. They suggested that thermodynamic phase 

stability is like anatasebrookiterutile. This allows the anatase phase 

to either transform directly to rutile phase or take an intermediate 

brookite phase transition to a final rutile phase. Anataserutile 

(AR) phase conversion is not a simple distortive/displacive phase 

transformation. A total structural reconstruction takes place by 

breaking and reforming of bonds [27]. During AR phase 

transformation, a and b lattice constant expand while c contracts 

resulting in shrinkage (~8%) of unit cell volume [27, 33, 71]. Most of 

the applications of TiO2 are in anatase and rutile phase. Hence, it is 

very important to know the factors responsible for grain growth 

process and delay/promotion of AR phase transformation.  

There are several factors which control grain growth process and 

delay/promotion of AR phase transformation. Synthesis methods, 

environment, pressure, calcination temperature/time, strain, initial 

crystallite size, presence of dopants, pH, defects and impurities etc. 

controls the grain growth and thereby transformation. 

Each factor are discussed in detail below   

           

1.4.1. Synthesis Methods 

Synthesis methods are critically important in this case. Phase 

formation, particle size, growth rate, transition temperatures etc. are 

highly dependent on synthesis methods. Few commonly used methods 

are discussed below: 

 

1.4.1.1 Solid-state reaction method 

Most common and ancient method to prepare any material is the solid-

state reaction method. In this method mainly oxides are used as 

precursors of elements. Stoichiometric ratio of each precursor are 
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mixed together and thereafter ground for several hours for uniform 

mixing. Then the mixture is heated at a very high temperature (  600 

C). After cooling, the samples are ground and X-ray diffraction 

measurements were performed to check the formation of the right 

phase. If the desired crystal structure is not formed, then further 

grinding and heating at a temperature higher or equal to the previous 

temperature. This cycle of grinding and heating is repeated until the 

desired material with the right phase is formed.  

Anatase phase is formed at a lower temperature and is stable up to 

~450-500 C at normal ambient conditions. Thereafter the anatase 

phase transforms into the rutile phase. Hence, the anatase phase is 

difficult to be achieved by solid-state reaction process. Purely rutile or 

mixed phases of anatase and rutile can be easily prepared by this 

method. Umadevi et al. [72] reported that it is possible to prepare 

anatase TiO2 nanoparticle by this method when heated at 500 ⁰C for 

5h. Particle formed in this method have flake-like shape and of size 

~50-60 nm. Recently it was observed that using ‘green’ solid-state 

synthesis anatase phase is stable up to a higher temperature ~800 ⁰C 

[73]. There are very few reports on anatase TiO2 preparation by this 

method.  From literature, it was observed that TiO2 rutile nanoparticles 

and ceramics were mostly synthesized by this method [49, 74-76]. 

Particles formed in this method have distorted spherical to irregular rod 

like shape. Grain sizes of TiO2 ceramics prepared by conventional 

solid-state sintering method have bigger size compared to the grain 

size prepared by microwave sintering and spark plasma sintering 

process [75-77]. 

 

1.4.1.2 Hydrothermal method 

The shape and size can be controlled by this method as pressure and 

temperature, both can be controlled. Basic medium is mainly used to 

prepare TiO2 by this method [78-81]. However, there are a few reports 

where acidic medium was used [67]. Kasuga et al. [79] prepared 

needle-shaped TiO2 (anatase) nanotube of diameter ~6 nm and length 
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~100 nm by this method using NaOH aqueous solution and heated it at 

110 C for 20 h. Tang et al. [81] reported TiO2 nanotube by the same 

method with diameter ~5 nm and length ~80-500 nm. It was observed 

that mostly nanotubes of TiO2 are formed by hydrothermal method [1, 

38, 78-81]. However, there are a few reports where nano-ribbon[82], 

nanoflakes [83], nano-flower[84] etc. were prepared by this method. It 

was also observed by many authors that by varying temperature, time, 

pressure and acid or base concentration, phase formation (anatase, 

brookite or rutile) and phase transition (AR) temperature can be 

changed.  

 

Figure 1.6: Different morphology of TiO2: (a) needle shape [79], (b-c) 

nanoflower and nanorod [85], (d-e) hollow cube [86], (f) polyhedron 

shape [87]  (g) platelet rectangle [88], (h) belt like [89], and (i) cube 

shape [90].  

 

Sabyrov and Penn co-workers [91] had shown that anatase 

nanoparticles of size ~3.1-12.7 nm (with an aging rate of 0 to 48h) are 

formed at 200 C. Rutile phase was formed at 250 C. Ding and Liu 

co-workers [67] reported that 95% anatase and 5% rutile phase was 

formed when sample was prepared at 100 C. On the other hand at 150 

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
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⁰C the ratio of rutile phase increases (anatase: 58% and rutile: 42%). 

Hydrothermal method generally lowers the phase formation 

temperature of anatase or the rutile phases and also reduces the AR 

phase transition temperature to very low values as compared to solid-

state reaction method and sol-gel method, as pressure plays an 

important role in this method.  

 

1.4.1.3 Sol-gel synthesis method 

This process is commonly used to prepare nanomaterials. In this 

method, precursors which are soluble in water, acids, bases or applying 

heat are used. Stoichiometric ratio of each soluble precursor are mixed 

together and stirred for some time to make a homogeneous solution. 

The resultant solution is heated to obtain a gel. The gel is thereafter 

heated on an oven and finally burnt at a higher temperature. In most 

cases, the powders obtained are in amorphous form. To get the desired 

material, the powders are denitrified or decarburized at a higher 

temperature (~250-500 C) [92]. The materials obtained by this 

method are of nanoscale dimensions. One of the most important 

advantages of this method is the homogeneity of the material 

composition.  

The low-temperature attribute of this method makes this a suitable 

process to prepare both anatase and rutile phase TiO2. Anatase phase 

nanoparticle is mostly prepared by using this method. Heating at 

higher temperature leads to a phase transition from anatase to rutile 

phases. Beyond a certain temperature, the anatase phase irreversibly 

converts into the rutile phase. 

Gelling/chelating agents, pH, and calcination environment determine a 

lot of properties of the resultant powders. Morphology, particle size, 

grain growth rate, crystallization and phase transition temperature etc. 

are affected by the above parameters. Wang et al. [93] reported that 

ethylene glycol with different amount of H2O controls particle size and 

morphology. Addition of citric acid enhanced the crystallization 

process at lower temperatures (~300° C) [94]. Addition of higher 
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amount of citric acid results in larger particle size of anatase TiO2 [95]. 

A comparative study on phase formation and transition temperature, 

crystallite size, surface area, and grain growth process using different 

complex agents by Azizi et al. [96] are shown below in Table 1. 

 

Table 1.1: Effects of different complex agents of sol-gel method on 

phase formation/transition temperatures, crystallites size and surface 

area. 

Complex agents Crystallite size 

(nm) 

Crystalline 

phase and 

(A/R) 

Surface 

area 

(m
2
/g

-1
) 

TCalcinating =400 ⁰C 

Acetylacetone 

Ethylene glycol 

 Citric acid 

Urea 

 

10 

13 

8 

10 

 

A 

A 

A 

A 

 

86 

76 

75 

60 

TCalcinating =500 ⁰C 

Acetylacetone 

 

Ethylene glycol 

 

Citric acid 

 

Urea 

 

21 

28 

17 

29 

14 

22 

14 

-- 

 

A 

R (2.33) 

A 

R (4.26) 

A 

R (1.17) 

A 

R (6.7) 

 

51 

 

37 

 

51 

 

24 

TCalcinating =700 ⁰C 

Acetylacetone 

Ethylene glycol  

Citric acid 

Urea 

 

 

31 

30 

27 

31 

 

 

R 

R 

R 

R 

 

 

-- 

-- 

-- 

-- 
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1.4.1.2 Temperature and Time 

Temperature and time are important parameters in phase formation, 

crystal growth and phase transition of TiO2. Heat treatment of 

amorphous titania at elevated temperature converts it to a crystalline 

anatase phase below 600 C in an air atmosphere, with further heating 

at higher temperatures convert it to rutile structure in between ~400-

1100 C [15, 27]. Buchholcz et al. [1] reported that below 600 C, 

sample is in anatase phase and when the temperature was further 

increased (from ~600 to ~900 ⁰C) appearance of rutile phase was 

observed.   

Using hydrothermal method, Ding et al. [67] reported changes in the 

A/R ratio of anatase and rutile phases varied with temperature and time 

when solution concentration is constant.  

 

Table 1.2: Effects of temperature and time on anatase to rutile weight 

ratio. 

Temperature 

(C) 

Time 

 

A 

(%) 

R 

(%) 

Temperature 

(C) 

Time 

 

A 

(%) 

R 

(%) 

100 3 h 95 5 150 1 h 85 15 

100 12 h 87 13 150 3 h 58 42 

100 2 d 31 69 150 12 h 10 90 

100 30 d 0 100 150 2 d  0 100 

 

 

1.4.1.3 Environment of calcination  

Apart from the process, temperature and time, the atmosphere of 

calcination is an important factor which controls relative phase 

stability of TiO2 nanoparticles. Ahonen et al. [97] reported that AR 

transition starts at a higher temperature in a nitrogen atmosphere (~580 

C) than in an air atmosphere (~500 C). Again in a reducing 

environment AR transition was promoted while retarded in the 

oxidizing environment [98]. 
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Wang et al. [99] reported that rutile phase was stronger when anatase 

powders were heated at 1000 C in presence of pure oxygen 

atmosphere than when heated in vacuum. Hence, oxygen-rich 

environment promotes AR. In both cases, ratio of rutile phases is 

below 10%. It was observed that AR is faster in the air than pure O2 

or vacuum [33] due to lower convective heat transfer than air. 

Iida et al. [100] reported that grain size of TiO2 particle calcined in H2 

atmosphere exceeds that in O2, Ar, air, and vacuum. The rate of AR 

transition decreases with an increase of partial pressure of O2 of the 

atmosphere. 

There are different reports on the onset temperature of AR. 

However, most observations, for TiO2 grown in an air atmosphere, the 

onset temperature is in the range ~600-700 C [27, 101].  

 

1.4.1.4 Pressure 

Pressure too has significant effects on phase formation, grain growth 

and phase transition on TiO2 synthesis and decarburization and 

denitrification. Anatase phase transforms to rutile phase with an 

increase of temperature but transforms to some other crystal structure 

with increased pressure. The new structure is also pressure dependent. 

At 2-5 GPa pressure, anatase phase transforms into an orthorhombic 

(α-PbO2) structure. With further pressure increase (10 GPa) it 

transforms into monoclinic baddeleyite (P21/c) structure [21]. On the 

other hand, the rutile structure transforms into monoclinic baddeleyite 

type structure at a pressure of ~12 GPa [102]. Cubic fluorite type TiO2 

structure was prepared by heating anatase to 1627-1827 C at 48 GPa 

and reported it as possibly ultrahard material [103]. At a temperature 

>727 C and pressure >60 GPa, Cotunnite type (PbC12) crystal 

structure was formed. This is the hardest and least compressible oxide 

[29]. 

Using in-situ synchrotron radiation x-ray diffraction, the effect of 

pressure on transformation from amorphousanataserutile phase 

was discussed by Albetran et al. [104]. Sealed and heated in quartz 
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capillary, anatase phase starts appearing at 200 C. Under normal 

atmospheric condition, anatase phase starts to appear at a much higher 

temperature ~400 C. This was reported to be because of increased 

oxygen partial pressure in the capillary. At 600 C, in normal 

atmospheric condition, anatase phase starts to transform into the rutile 

phase. But sample heated at gas pressure ~0.36 MPa up to 800 C 

shows only anatase phase. It was also observed that particles size of 

capillary sealed samples is smaller (~85±31 nm) than normal 

atmospheric condition grew samples (~118±44 nm). Hence, pressure 

plays a significant role in phase formation temperature, crystal growth 

and phase transition temperature of TiO2. 

     

1.4.1.5 pH 

The acidity/basicity (pH) of the solution is also an important factor to 

control the phase transition and rate of grain growth [91, 105-107]. 

When pH of sol-gel increases from 4.5 to 6.5, the phase transition 

temperature decreases [108]. A completely AR conversion happens 

at 800 C for pH ~4.5, whereas, it happens at 650 C for pH ~6.5. It 

was confirmed from X-ray Photoelectron Spectroscopy (XPS) studies 

that increased oxygen vacancies are responsible for such changes 

irrespective of the particle size. Tsega et al. [109] reported that 

nanoparticles prepared at different pH value (3.2-6.8) by a sol-gel 

method, calcined at 500 C for 2h. In the pH range, 4.4-6.8 only 

anatase phase is observed, while anatase, brookite co-exist with 

majority rutile phase for pH ~3.2. Strain increased and crystallites size 

decreased with increased pH value from ~3.2 to 6.8. From 

literature[110], it was observed that the decrease of pH accelerates the 

AR transition.  

 

1.4.1.6 Strain 

Strain also a very important parameter for phase transition and grain 

growth of TiO2 [111, 112]. Choudhury et al. [113] in their report 

observed a positive strain (~0.0345), when particles are in anatase 



 Chapter 1 

  

19 

 

phase and a negative strain (~0.0006) when particles are in rutile 

phase. A similar type of result was observed by Moghaddam et al. 

[114].  

 

1.4.1.7 Crystallites size 

Crystallite size is one of the most important parameters for 

stabilization of anatase phase and brookite phase. It also controls the 

AR phase transformation [115, 116]. From most experimental 

reports, it was observed that the anatase phase is stable below particles 

size ~10-15 nm [117], whereas brookite phase is stable in between 

~11-35 nm.  Rutile phase becomes stable at all particles size above ~35 

nm. Large brookite particles directly transform to rutile phase. For very 

small anatase nanoparticles an AR phase transition may happen 

directly or via an intermittent brookite phase. Phase stability crossover 

diameter of anatase TiO2 particle was calculated to be ~2.5 nm at 27 C 

in vacuum [118].  

 

Figure 1.7: Phase transition dependent on initial crystallite size ( figure 

reprinted with permission from [91]. Copyright  2013 American 

Chemical Society). 

 

Many authors had reported [91, 119] that phase transition from anatase 

to rutile and grain growth rate also depends on initial particles size of 

anatase TiO2. Sabyrov  et al. [91] had shown that ~3.1-3.7 nm sized 

crystallites, transforms to 100% rutile of size ~6-12.7 nm after 12h 

aging and heating at 250 C. Hence, the rate of phase transition 

increased if initial crystallite size decreased.    
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1.4.1.8 Agglomeration or interfaces 

Phase transition and grain growth rate critically depend on 

agglomeration and surface interface of particles [119, 120].  

Aggregation of anatase nanocrystals can be avoided by silica. In such a 

treatment, anatase phase can even be stable above ~900 C in an air 

atmosphere [121]. 

Faster phase transition and higher grain growth rate has been reported 

for densely agglomerated particles compared to loosely agglomerated 

particles by Sabyrov et al. [91]. 

 

Figure 1.8: Interface nucleation of anatase particle to form rutile phase. 

(figure reprinted with permission from [122]. Copyright  2015 

American Chemical Society). 

 

Also, the rate of AR is enhanced by the presence of rutile nuclei 

[15]. Nucleation happens at the surface as well as in the bulk, and also 

at the interface of two anatase nanoparticles, during the AR. One of 

these processes takes a leading role in the phase transformation. The 

predominant process may change from interface nucleation at low 

temperature to surface nucleation at intermediate temperatures and to 

bulk nucleation at very high temperatures. The phase fraction, i.e. the 

ratio of A/R, depends on the particle packing and the calcination time.  

 

1.4.1.9 Impurities 

Crystal growth and phase transition are largely affected by the addition 

of external and internal impurities. Thus doping and substitution are 
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the easiest ways to control crystal growth and morphology, phase 

formation and phase transition temperature, thereby, tune the physical 

and chemical properties of the modified materials. 

 

1.4.1.9.1 Additives/external impurities 

External impurity sitting in the samples as an additional phase, also 

affects crystallization of TiO2, phase transition (AR) and grain 

growth process [99, 123]. Addition of SiO2 into TiO2 xerogels shifted 

the crystallization temperature of anatase TiO2 to higher temperature 

[123]. At 10% SiO2 addition, activation energy (EA) for nucleation 

growth of anatase TiO2 becomes almost double (EA: 181 kJ/mol (0% 

SiO2) and EA: 368 kJ/mol (10% SiO2)). Phase transition temperature 

also shifted to a higher temperature (~680 C for 0% SiO2 and ~1000 

C for ≥ 5% SiO2). Amorphous SiO2 layer forms on the surface of the 

anatase TiO2 nanoparticles, suppresses diffusion of molecules between 

anatase particles during sintering at high temperature, thereby, limiting 

the growth process and surface nucleation for rutile phase. 

WO3 addition also modifies AR. Different reports are available on it 

[99, 124, 125]. Zhu et al. [124] reported that phase transition is 

accelerated and AR onset temperature is reduced. On the other hand, 

Yu et al. [125] reported that it inhibits the phase transition. But Wang 

et al. [99] showed that addition of WO3 in pure anatase accelerates the 

phase transition whereas, in case of P25 (25% A + 75% R), it inhibits 

the phase transition. Yu et al. [125] have shown that monolayer of 

WO3 strongly retards AR onset temperature, but multilayer of WO3 

has little effect. Other additives like aluminum, potassium, phosphorus, 

sulfur, lanthanum, cerium, zirconium etc. control grain growth process, 

surface morphology, crystallization temperature, and phase transition 

temperature, and thereby, tune the properties of TiO2. Depending on 

the type of additive, different types of morphology of TiO2 can be 

synthesized [126]. Details of a few examples are tabulated below [15]: 
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Table 1.3: List of additives influences phase transition and grain 

growth process of TiO2. 

Authors Elements Inhibit Promote Grain growth 

Hishita et al. 

[127] 

Rare earth 

elements 

(Y2O3, La2O3, 

CeO2, Nd2O3, 

Sm2O3, Gd2O3, 

Ho2O3, Dy2O3, 

Er2O3, Tm2O3, 

Yb2O3.) 

  Promoted 

Iida et al. [100] NiO, CoO, 

MnO2, 

 

FeO2, CuO, 

MoO3 

 

Na2O, WO3, 

 

 

Cr2O3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Strongly 

promoted 

 

Strongly 

promoted 

 

Have no 

effect 

 

Slightly 

promoted 

Francisco et al. 

[128] 

CeO2, 

CuO 

 

 

 

 

Inhibit 

Promoted 

Zhang and 

Banfield [129] 

Al2O3   Inhibit 

Shannon and 

Pask [33] 

CuO   Promoted 

Criado and 

Real [130] 

PO4
3-

   Inhibit 

Zhenfeng et al. 

[124] 

   Promoted 
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However, conclusions on a few additives are sometimes contradictory. 

The distribution, nature, stability, and amount of additives used 

provides a huge matrix of unknown unexplored quest on the AR 

transformation. 

 

1.4.1.9.2 Internal impurities/dopants 

In contrast to processing parameter phase transition, grain growth, 

surface morphology etc. can be easily controlled by internal impurities 

or defects created due to doping. It is also useful to tune the optical, 

electrical, optoelectronic and dielectric properties of TiO2.  

The AR transformation is affected by the presence of intentionally 

incorporated dopants. A solid solution of a dopant in the anatase 

lattice, where the dopant ion substitutes a Ti ion, may induce different 

levels of oxygen vacancies (OV). Such variations in OV, are 

instrumental in the mechanism of delaying or accelerating the phase 

transition (AR). It is recognized widely that the most important 

factor affecting the phase transformation is the presence and amount of 

defects on the oxygen sublattice (TiO2-x) [126, 131, 132]. Easy 

arrangement and transformation are promoted by increased amount of 

OV in the oxygen sublattice [33]. 

Solid solutions with interstitial dopant ions may lead to spurious 

results. The lattice may be stabilized or destabilized, depending on the 

properties of the dopant ion, like ionic radius, oxidation state, and 

amount of doping. 

Beyond the solubility limit, precipitation of impurity phases occurs. 

These precipitated phases may generate heterogeneous nucleation 

which in turn facilitates the phase transition. There are two types of 

dopants: cationic and anionic. Both influence the crystallization 

temperature, AR transition, grain growth, surface morphology, and 

modifies the properties of TiO2. These are discussed below. 
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 (a) Anionic 

Interesting modifications in the photocatalytic performance of TiO2 are 

observed due to anion doping. Only a few reports on anion doping are 

reported discussing the phase transition. This may be due to the lack of 

confirmation of the doping. It is generally assumed that dopant anions 

fill up OV sites. 

If the anionic radius is within 15% of host ion, appreciable solubility is 

observed. However, most anions are not comparable to the ionic radius 

of O
2-

(III) (1.22 Å). Oxygen is only ~6% smaller than nitrogen, N
3-

 

(~1.3 Å). Thereby, a possibility of nitrogen replacing oxygen exists. 

Stabilization of the lattice may take place due to such a replacement on 

account of the larger size of the dopant ion. Hence, nitrogen doping 

inhibits phase transition. But the charge of N
3-

 is different from O
2-

. 

Hence, for charge balance, N
3-

 removes O
2-

. Thereby, OV increases and 

lattice becomes destabilized [132, 133], promoting the phase transition.  

Fluorine, F
-
(III), (~1.16 Å) is ~5% smaller compared to O

2-
. Hence, it 

is expected that F
-
 can substitute oxygen in TiO2. From charge balance 

point of view, replace of each O
2-

 anion requires inclusion of two F
-
 

ions which are extremely unlikely from ionic size consideration. On 

the other hand, inclusion of one F
-
 ion in an oxygen vacancy site 

results in a reduction of Ti
4+

 into Ti
3+

 which would decrease the level 

of OV. Upon reduction of Ti
4+

 to Ti
3+

, ionic radius of titanium 

increases. Both the mechanism of F
-
 inclusion expands the lattice, 

which would expect to inhibit phase transition and has been reported 

[72]. Fluorine doping not only inhibits phase transition but also retards 

grain growth of TiO2. 

Depending on ionic size and charge of anion, other anions responsible 

for promotion and inhibition of phase transition can be listed as 

follows: Cl
1-

  N
3-

  O
2-

  F
1-

. 

 

(b) Cationic 

Cation dopants dominating the AR transition, are widely reported. 

Cations of small radius and low valence promote the AR transition. 
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This is due to increased OV resulting out of substitution of lesser 

charged cations in place of Ti
4+

 ions [33, 131, 134]. For such doping 

either OV will be formed in the case of proper substitution, or the 

dopant will occupy an interstitial site to maintain charge neutrality 

[123, 135]. On the other hand, when a larger cation of higher valence 

state substitutes Ti
4+

, the anatase TiO2 lattice gathers extra positive 

charge and reduction in OV is observed. Hence, interstitials are created. 

These processes strongly determine the structural stability and capacity 

to reorganize the chemical bonds to form rutile. Hence, in case of 

substitutional cationic solid solubility, a small cation of low valence 

(4) should accelerate the AR transition and large cation of high 

valence (4) should delay it. 

Sometimes it has been argued that the incorporated foreign ions do not 

substitute but rather goes to interstitial sites. Introduction of cations of 

smaller ionic radius results in lattice contraction mainly along c 

direction. This contraction along the c axis promotes AR [136]. With 

the incorporation of interstitial dopants having larger ionic radius than 

the Ti
4+

, the anatase structure becomes more stable which inhibits 

AR [137-139]. From a structural stability point of view, there are 

few reports on interstitial destabilization of lattice resulting in 

promotion of AR. 

Phase transition not only depends on charge and ionic radius but also 

on the concentration of doping. Dopants may occupy 

substitutional/interstitial sites or segregate on the surface depending on 

concentration [140]. Formation energy mostly determines the type of 

substitutional/interstitial doping or segregation on the surface at 

different concentrations. One example was provided by Arroyo et al. 

[140]. They reported that interstitials are predominant for lower doping 

of Mn (< 1.5 mol %). Phase transition is inhibited due to decrease of 

OV. For higher Mn doping (> 2 mol %), the dopant ions segregate on 

the surface of TiO2 and promote rutile transformation.    

Mn
4+

 + Ti
4+

 +2 O
2-

  (Mn
2+

 + O
2-

 + OV) + 𝑇𝑖𝑖
4+ +

1

2
 O2 
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Another important issue is that certain cations may exist in more than 

one valence states. Their associated potentials are responsible for 

different type of reactions which result in inhibition or promotion of 

phase transition. Two factors influence the phase transition: oxygen 

vacancies and Ti
3+

 interstitials. As a reference, one can see that 

different valence state of Fe
3+/2+

 can influence in both ways. Iron 

creates oxygen vacancies through the reaction below 

2 Fe
3+

 + O
2- 2 Fe

2+
 + OV + 

1 

2
 O2 

This OV promotes phase transition. 

Also it may create interstitials as per the reaction, 

Fe
3+

 + Ti
4+

 + 2 O2-  (Fe
2+

 + OV + O
2-

) + 𝑇𝑖𝑖
3+ +

1

2
 O2 

Here, the Ti
3+

 interstitials are responsible for inhibition of phase 

transition. 

In case of Al-doped TiO2 sample [141], Al
3+

 (VI-0.675 Å) has a 

slightly smaller ionic radius and lesser charge than Ti
4+

. Al
3+

 should be 

creating more oxygen vacancies due to its lesser charge. But however, 

Al
3+

 substitution generates Ti
3+

 interstitials to maintain charge balance 

and thereby reduce oxygen vacancies which result in inhibition of 

phase transition. 

Al
3+

 + Ti
4+

 + 2O
2-(Al

3+
 + 

3

2
O

2-
 + 

1

2
OV) + 𝑇𝑖𝑖

3+ + 
1

4
O2 

 

1.5 Motivation of the present work 

As discussed above there are several parameters which control 

crystallization temperature, onset/phase transition (AR) temperature, 

grain growth process and optical properties of TiO2. Among them, 

doping is the easiest way. It has been discussed that charge and ionic 

radius are extremely important in influencing these factors. Keeping in 

mind these points, we have synthesized four series of samples:  

 

 Gallium doped system (Ga
3+

 having less charge and bigger 

ionic radius (VI-0.76 Å)) 
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 Vanadium doped system (V
5+

 having higher charge and smaller 

ionic radius (VI-0.68 Å)) 

 Charge compensated Ga-V co-doped system (Ga: V = 1:1)  

 Charge uncompensated Ga-V co-doped system (Ga: V = 4:1)  

 

Due to ionic radius mismatch and charge imbalance, dopants occupy 

substitutional/interstitial sites or creates oxygen vacancies which will 

modify crystal structure of TiO2. These structural modifications are the 

key factors for controlling crystallization temperature, onset/phase 

transition (AR) temperature, grain growth process and optical 

properties of TiO2.  

 

1.6 Chapter details 

Systematic flow of the research work is provided below:  

 

i. Synthesis and solubility test of doped/co-doped samples 

ii. Effect of doping/co-doping on anatase crystal structure (lattice 

constant, unit cell volume, strain) 

iii. Effect of structural modification of anatase phase on onset 

temperature, AR temperature, and activation energy. 

iv. Surface morphology, size and grain growth process of anatase 

and rutile phase affected due to doping/co-doping. 

v. Modification of optical properties of anatase and rutile phase of 

TiO2 due to structural distortion. 

 

The remaining chapters of this thesis are summarized as follows: 

 

Chapter 2: Experimental details and characterization techniques 

Synthesis processes, solubility limit of doping and different 

characterization technique are discussed in this chapter.  
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Chapter 3: Effect of Ga doping on grain growth, structural phase 

transition and optical properties of TiO2 

Effect of smaller size and lesser charged Ga
3+

 doping on the onset and 

AR temperature, grain growth process of anatase and rutile phase of 

TiO2 have been detailed in this chapter. Valence states of elements 

(Ga, Ti), substitutional/interstitial occupancy of Ga
3+

 ion and or 

creation of oxygen vacancies are confirmed by X-ray photoelectron 

spectroscopy (XPS). Effects of interplay of substitutional, interstitials 

and oxygen vacancies on the optical property of TiO2 are also 

discussed here.     

 

Chapter 4: Effect of V doping on structural phase transition, grain 

growth and optical properties of TiO2 

Effect of smaller size and higher charged V
5+

 doping on the onset and 

phase transition temperature, grain growth process of anatase and rutile 

phase of TiO2 have been detailed in this chapter. Local environment 

and valence states of elements (V, Ti) are investigated by X-ray 

absorption near edge structure (XANES) and extended X-Ray 

absorption fine structure (EXAFS) measurements. Effects different 

valence states of V ion on optical properties of TiO2 are also discussed 

here.     

 

Chapter 5: Effect of charge compensated Ga-V (1:1) co-doping on 

structural phase transition, grain growth and optical properties of 

TiO2 

Effect of Ga-V co-doping in 1: 1 ratio on the onset and phase transition 

temperature, grain growth process of TiO2 have been detailed in this 

chapter. Valence states of elements (Ga, V, Ti), 

substitutional/interstitial occupancy of Ga and V ion and or creation of 

oxygen vacancies are investigated by XPS measurement. Effects of 

interplay of substitutional, interstitial of Ga and V and oxygen vacancy 

on the optical property of TiO2 are also investigated.     
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Chapter 6: Effect of charge uncompensated Ga-V (4:1) co-doping 

on grain growth, structural phase transition and optical properties 

of TiO2 

Effect of Ga-V co-doping in 4: 1 ratio on the onset and phase transition 

temperature, grain growth process of TiO2 have been detailed in this 

chapter. Surface morphology and facets are confirmed by HRTEM 

analysis. Optical properties of TiO2 influenced by modified crystal 

structure are also shown here. 

Chapter 7: Conclusions and Future Scope 

This chapter summarizes the results of present research work with 

concluding remarks. The possible future scope of present study has 

also been discussed here 
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Chapter 2       

Experimental Details         

 

This chapter provides basic information about the synthesis (sample 

preparation) and characterization techniques used in present research 

work. All presently studied samples have been prepared using sol-gel 

synthesis routes. As far as characterization techniques are concerned, 

we have performed (i) Thermogravimetric analysis (TGA) to confirm 

the phase formation temperature, (ii) N2 adsorption-desorption study 

using an automated gas sorption analyzer to study surface area and 

pore size distribution (iii) X-ray diffraction (XRD) to confirm the 

formation of right phase and structural phase transition behavior of 

materials, (iv) X-ray photoelectron spectroscopy (XPS) to identify 

elements valence states, oxygen vacancies and interstitials in the 

samples,  (v) XANES and EXAFS to investigate the local environment 

and valence states of elements, (vi) Raman spectroscopy to study the 

changes in vibrational modes, (vii) High resolution transmission 

electron microscope, (viii) Field emission scanning electron 

microscope (FESEM) to study morphology and size of the material, 

(ix) Energy dispersive X-Ray spectroscopy (EDX) to confirm chemical 

composition of the material, (x) UV-Vis spectroscopy to study the 

band gap change due to doping. Fullprof –Suite (for Rietveld 

refinement of XRD data), XPS peak analyzer 4.1 software for XPS 

data analysis, Athena and Artemis for data processing and analysis of 

XANES/EXAFS data, Image J for analysis of HRTEM and FESEM 

images, etc. has been used for analysis of structural and physical 

properties. Specific details about the synthesis of samples and 

characterization techniques are discussed in this chapter. 

2.1 Synthesis process 

Semiconducting nanoparticles are useful in the field of material 

science with direct and indirect applications in daily life. Synthesis of 

new nanoparticles broadens the field of applications.  
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Nanoparticles may be prepared with the help of several methods: solid-

state reaction, hydrothermal, co-precipitation, vapor-phase synthesis, 

sol-gel etc.. Sol-gel is a widely used method well-known due to its 

simplicity and inexpensive requirements. No special/expensive 

equipment is needed.  It consumes less energy. The most important 

aspect is the molecular level mixing of precursors which provides 

excellent homogeneous and single phase samples of high purity. 

Extremely fine particles are processed at comparatively low 

temperatures.  

 

2.1.1 Sol-gel synthesis   

Pure and doped TiO2 samples were synthesized by modified sol-gel 

method. Dihydoxy-bis titanium (TALH: C6H18N2O8Ti; 50% aqueous 

solution (alfa Aesar)) was taken as Ti precursor. Required amount of 

Ti precursor was mixed with deionized (DI) water in a beaker, at room 

temperature, while stirring. In another beaker required amount of 

doping precursor (M) was mixed with appropriate solvents like nitric 

acid (HNO3) and ammonium hydroxide (NH4OH). The dopant 

precursor solution was then added dropwise into the Ti solution. After 

one hour of mixing, some gelling agents were added to the solution. 

This mixture was stirred for another 1 h for homogeneous mixing. 

Thereafter it was slowly heated. Temperature of this solution was 

maintained at 80 C for 4-5 h to get a thick gel. By this time the Ti ions 

and doping elements ions have got attached homogenously to the 

polymeric chains. The gel containing the homogeneously distributed 

ions of all the different elements was burnt on a hot plate at 100 C in 

normal ambient condition. The atmospheric oxygen reacts with the 

ions and results in a black dry powder, containing partial oxides of the 

elements with a lot of carbon and nitrogen trapped in the matrix. To get 

rid of the extra elements (mainly carbon and nitrogen), the powders 

were denitrified and decarburized at 450 C in an air atmosphere for 6 

h to get desired nanoparticles.  
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For pure TiO2 

C6H18N2O8Ti +C6H8O7 + (CH2OH)2   

                             (C2H5-O-Ti-O-C2H5)n      

                          TiO2 + H2O + N2  + CO2 

For doped TiO2 

C6H18N2O8Ti + M+C6H8O7 + (CH2OH)2   

                             (C2H5-O-Ti-O-C2H5-O-M-O-C2H5)n      

                          Ti(1-x)MxO2 + H2O + N2  + CO2 

Further calcination followed at higher temperatures to analyze the 

grain growth and phase transition (AR) behavior. Schematic 

diagram of the sol-gel process is shown in figure 2.1.  

 

Figure 2.1: Schematic diagram of a sol-gel synthesis route used in our 

work. 

 

2.1.2 Doped Sample Preparation: 

For all doped samples, the procedure is the same as discussed in 

section 2.1.1. Required amount of precursors were measured for all 

doped samples and mixed in a similar fashion as discussed above. For 

all doped samples the gels were burnt, decarbonized and denitrified 

similar to the process discussed in Section 2.1.1. The processes of 

Precursors
+
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Stirring

Final Solution 
SOL

Stirring
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+ 

Heating

Heating
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POWDERS

Ti Precursor
Dopants

Precursor



Chapter 2  

  

34 

 

obtaining these solutions are discussed in detail in the following 

sections. 

 

a) Ga doped TiO2 synthesis 

Ti(1−x)GaxO2 samples  were synthesized for x = 0, 0.025, 0.050, 0.075, 

and 0.100 and named T0, TG2, TG5, TG7, and TG10 respectively. 

Gallium nitrate: Ga(NO3)3 (Alfa Aesar, purity-99.99%) and 

Dihydroxy-bis titanium (TALH: C6H18N2O8Ti (Alfa Aesar, 50% w/w 

aqueous solution)) were used as Ga and Ti precursors. An appropriate 

amount of Ga(NO3)3 was dissolved in DI water. The Ga-solution was 

added dropwise to the Ti solution (as detailed in Section 2.1.1) at room 

temperature while stirring. A solution of citric acid and ethylene glycol 

(1:1) were mixed to the precursor solution. The resultant solution was 

further stirred for another 1 h to obtain a uniformly distributed 

homogeneous solution which was further heated at a constant 

temperature of ~80 C, while stirring. Evaporation of water from the 

solution results in gel formation around ~3-4 hrs.  

C6H18N2O8Ti + Ga(NO3)3 +C6H8O7 + (CH2OH)2   

                             (C2H5-O-Ti-O-C2H5-O-Ga-O-C2H5)n      

                          Ti(1-x)GaxO2 + H2O + N2  + CO2 

Gels were burnt on a hot plate at 100 C in ambient condition resulting 

in black powders. These powders transformed into light honey color 

TG nanoparticles after decarburization and denitrification at 450 C for 

6 h in an air atmosphere. These are the starting materials for our 

analysis. 

TG nanoparticles were subsequently heated at eight different 

temperatures (450 C, 500 C, 550 C, 600 C, 650 C, 700 C, 750 C 

and 800 C) in 50 C steps. Different samples transit from anatase to 

rutile phase (AR) at different annealing temperature. Hence to 

provide enough time to maximize the phase transition possible at a 

specific temperature, the furnace was maintained at that specific 

temperature for 6 h. Processing parameters (like heating/cooling rates, 

calcination time, environment, etc.) were kept constant for all samples 
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at all temperature. Solubility limit of Ga is around ~10% for both the 

phases, beyond that rutile phase was formed. 

 

b)  V doped TiO2 synthesis 

Ti(1−x)VxO2 were synthesized for x = 0, 0.01, 0.03, 0.06 and 0.09 and 

named T0, TV1, TV3, TV6, and TV9 respectively. A vanadium 

precursor solution was prepared by dissolving Vanadium Pentoxide 

(V2O5; Alfa Aesar (99.9%)) in ammonium hydroxide (NH4OH). The 

V-solution was added dropwise to the Ti solution (prepared similarly 

as Section 2.1.1) at room temperature while stirring. The gelling 

solution of citric acid and glycerol (1:1) were added to the precursor 

solution. Resultant mixture was further stirred for another 1 h followed 

by heating at a constant temperature of ~80 C. Evaporation of water 

from the solution results in gel formation around ~3-4 hrs.  

C6H18N2O8Ti + V2O5 +C6H8O7 + C3H8O3   

                             (C2H5-O-Ti-O-C2H5-O-V-O-C2H5)n      

                          Ti(1-x)VxO2 + H2O + N2  + CO2 

 

Gels were burnt on a hot plate at 100 C in ambient condition resulting 

in black powders. These powders transformed into light wine to dark 

wine color with increasing doping concentration after decarburization 

and denitrification at 450 C for 6h in an air atmosphere. 

The nanoparticles were further heated at eight different temperatures 

(from 450 C to 750 C) in 50 C steps for 4 h each to observe the 

phase transition (AR) behavior. Processing parameters were kept 

constant for all samples at all temperature as discussed in section 

2.2(a). Solubility limit of V was ~9% in anatase phase while in rutile 

phase ~6%. 
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Figure 2.2: Step by step experimental pictures for V-doped TiO2 

sample. 

 

c) Charge compensated Ga-V (1:1) co-doped TiO2 synthesis 

Ti(1-x)( Ga0.5V0.5)xO2 samples were synthesized for x = 0, 0.025, 0.050, 

0.075, and 0.100 and named T0, TGV2, TGV5, TGV7, and TGV10 

respectively. The same Ti, Ga and V precursors were used to make 

soluble solution as discussed in section 2.2.(a) and 2.2.(b). Ratio of 

Ga
3+

: V
5+ 

were maintained as 1:1 for all samples. Citric acid and 

ethylene glycol (1:1) were added to the precursor solution.  The rest of 

the process is same as discussed above.  

C6H18N2O8Ti + Ga(NO3)3 + V2O5 +C6H8O7 + (CH2OH)2   

   (C2H5-O-Ti-O-C2H5-O-G-O-C2H5-O-Ti-O-C2H5-O-V-O-C2H5)n      

                          Ti(1-x)( Ga0.5V0.5)xO2 + H2O + N2  + CO2 

 

After decarburization and denitrification at 450 C for 6h in an air 

atmosphere, the black powders changes color from white to yellow to 

Ti Precursor V Precursor
Precursors + 

gelling agents

Gel formation
Thick GelDry Gel
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dark yellow, with increasing dopant concentration.  

The nanoparticles are further heated at six different temperatures in 50 

C steps from 450 C to 700 C. The temperature was kept steady at 

each step for 6 h at each temperature to ensure the complete phase 

transition. Processing parameters were kept constant for all samples at 

all temperature as discussed in section 2.2(a). Solubility limit of Ga-V 

(1:1) is ~10% for both the phases.  

 

d) Uncompensated Ga-V co-doped TiO2 synthesis 

Ti(1-x)( Ga0.8V0.2)xO2 samples were synthesized for x = 0, 0.015, 0.031 

and 0.046 and named T0, TGV1, TGV3, and TGV4 respectively. The 

same Ti, Ga and V precursors were used to make soluble solution as 

discussed in section 2.2.(a) and 2.2.(b). Ratio of Ga
3+

: V
4+/5+ 

were 

maintained as 4:1 for all samples. Citric acid and ethylene glycol (1:1) 

were mixed to the precursor solution.  The rest of the process is same 

as discussed above.  

C6H18N2O8Ti + Ga(NO3)3 + V2O5 +C6H8O7 + (CH2OH)2   

   (C2H5-O-Ti-O-C2H5-O-G-O-C2H5-O-Ti-O-C2H5-O-V-O-C2H5)n      

                          Ti(1-x)( Ga0.8V0.2)xO2 + H2O + N2  + CO2 

 

After decarburization and denitrification at 450 C for 6 h in an air 

atmosphere, the black powders change its color from whitish to grayish 

yellow. Crystal size and dopant type or concentration significantly 

change the color of the samples [142]. Hence, the color is also 

dependent on the phase of particles. The images of the nanoparticles 

are shown in figure 2.3.  
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Figure 2.3: Images of charge compensated Ga-V (1:1) co-doped TiO2 

samples prepared at 450 C (Top panel) and 800 C (Bottom panel) for 

6 h shows color changes with doping composition. 

 

The nanoparticles are further heated at eight different temperatures in 

50 C steps size from 450 C to 800 C, stabilizing for 6 h at each 

temperature to observe the phase transition behavior. Processing 

parameters were kept invariant for all samples at all temperature as 

discussed in section 2.2(a). Images of samples heated at 800 C are 

shown in figure 2.3. 

    

2.2 Characterization Techniques 

All characterization techniques are briefly discussed below: 

 

2.2.1 Thermogravimetric analysis (TGA) 

TGA is a unique thermal technique vastly used for the analysis of solid 

materials including organic, inorganic, polymer and composite 

materials. Generally, it is used to decide the percentage of inorganic 

compounds present in the synthesized samples. It can calculate (1) 

amount of volatile elements/moisture/liquid present in the compounds,  

(2) crystallization temperature, and (3) degradation rate. 

T0 TGV1 TGV3 TGV4

T0 TGV1 TGV3 TGV4

Anatase

Rutile
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Figure 2.4: TGA/DSC system used in this work. 

 

TGA measurements are carried out in this work using METTLER 

TOLEDO (TGA/DSC1) system attached with the STARe software 

system from room temperature to 800 C in an air atmosphere with a 

heating rate of 5 C min
-1

. 

 

2.2.2 Nitrogen (N2) adsorption-desorption study 

Surface texture of nanomaterials like surface area, pore volume/size 

distribution is determined by N2 physisorption. Samples calcined at 

450C are used in this analysis. Samples are degassed at 300 C under 

vacuum for 4 h. Surface area of the materials is calculated from N2 

adsorption isotherm by Brunauer, Emmett, and Teller (BET) theory. 

Pore volume/size distribution is calculated from a desorption isotherm 

using Barret–Joyner– Halenda (BJH) method. Surface area and pore 

volume/size distribution related information are provided below. 

When highly dispersed solid/nanoparticles in a vacuum are exposed to 

N2 gas, the solid/nanoparticle starts adsorbing the N2 gas. Adsorption 

process happens through monolayer adsorption. This process 
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completes via multilayer adsorption and capillary condensation. A 

monolayer of N2 molecules is absorbed on the surface of a target 

sample at a low pressure. Amount of N2 adsorbed is used to determine 

the surface area. Specific surface area of the sample is calculated by 

the number of N2 molecules required to fill the monolayer on the 

samples using Brunauer, Emmett, and Teller (BET) theory. BET 

equation is shown below. 

𝑃

𝑉 (𝑃0−𝑃)
 = 

1

𝑉𝑚𝐶
 + 

𝑃 (𝐶−1)

𝑉𝑚𝑃0𝐶
 ………………………………… (Eq. 2.1) 

where P0 is saturated pressure and P is equilibrium pressure of 

adsorbates at the temperature of adsorption, V is adsorbed N2 

molecules and Vm is the monolayer adsorbed N2 molecules and C is 

the BET constant. 

 

Figure 2.5: N2 adsorption-desorption setup using an automated gas 

sorption analyzer Quantchrome autosorb iQ2. (a) Complete setup used 

in our experiment, (b) computer attached with the setup, (c) heating 

unit for degassing and (d) N2 cylinder. 

 

According to IUPAC definition, materials are classified according to 

their different pore diameter (D). Types are classified as microporous 

( 2 nm), mesoporous (2  D  50 nm) and macroporous (D  50 nm) 

[143].  

(a) (b)

(c) (d)
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At the time of absorption, after monolayer formation, quantity of 

adsorbed N2 molecules increases as a result of increased pressure. This 

quantity of N2 molecules increased drastically due to capillary 

condensation in the mesopores. Adsorption isotherm is completed, 

when all the pores are filled. From the equilibrium gas pressures using 

Barrett, Joyner, and Halenda (BJH) computational method, one can 

calculate the pore sizes. 

At the time of desorption, pores remove its adsorbed N2 gas molecules 

at a certain relative pressure corresponds to the size of the core. Once 

core N2 molecule is removed, a layer of N2 still remains on the 

surface.   

The thickness of this layer can be determined for a certain relative 

pressure from a thickness equation. Pore size/ volume distribution of 

the samples with various pore sizes can be fixed by above equation. 

Hysteresis loops are formed due to capillary condensation and 

evaporations as they do not happen at the same pressure. Nature of this 

hysteresis loops determines the pore shapes [144, 145]. 

Literature shows that there are mainly four types of loops observed 

[143]. These are H1, H2, H3, and H4. Corpuscular systems and 

agglomerated spherical particles show type H1 and H2 loops, whereas, 

H3 and H4 type of loops are due to slit-shaped pores or plate-like 

particles. Although N2 adsorption-desorption process appears to be 

well established, it is still difficult to confirm the pore structures 

accurately due to the surface and structural heterogeneity of the 

samples.  

 

Figure 2.6: Four different types of hysteresis loops according to 

IUPAC report [146]. 
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2.2.3 X-Ray Diffraction 

X-ray Diffraction (XRD) is a technique for analyzing the structure and 

phase of a material. It works on the principle of interference of X-rays 

after diffraction from a regular arrangement of atoms. Interatomic 

distances between the atomic layers are of the order of wavelength of 

the X-rays. Using this technique, we can also find the d-spacing, stress, 

strain and other lattice parameters of a given material. 

When X-rays fall on a set of crystalline planes at an incident angle, , 

they get diffracted. When d (interatomic distance) and  satisfies the 

condition that the path difference, 2dsin, equals the integral multiple 

of the wavelength, Braggs relation 2dsin = nλ is satisfied and 

constructive interference takes place. A schematic diagram best 

explains the Braggs condition. By analyzing these sets of data we can 

find lattice parameters. 

 

Figure 2.7: Diffraction of X-rays through lattice/atomic planes of a 

crystal (indicating Bragg’s law). 

 

Geometrical path difference, ∆, between two rays, MAM’ and NDN’,  

∆ = BD + DC = ADsinθ + ADsinθ = 2ADsinθ = 2dsinθ …… (Eq. 2.1) 

For constructive interference, path difference must be an integer 

multiple of wavelength, i.e.,  

∆ = nλ…………………………………………………… (Eq. 2.2) 

Thus, from equations 2.1 and 2.2, the Bragg’s condition for 

constructive interference of diffracted X-rays is  
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2dsinθ = nλ……………………………………………… (Eq. 2.3) 

where n is an integer.  

 

Figure 2.8: Bruker D2 phaser diffractometer (tabletop powder XRD 

machine) for XRD measurement. 

 

Rietveld refinement 

Rietveld refinement of XRD and neutron diffraction data provides the 

following information:  

 Confirms the phases present in the sample 

 Estimates structural parameter such as lattice constants, unit 

cell volume, density, atomic position, angle and bond length 

between the elements, microstrain etc. 

 Estimates the fraction of different phases present in a mixed 

phase sample  

 Determines the phase transition behavior of any material 

Profile of powder diffraction pattern depends on characteristics of 

incident X-ray and neutron beam, experimental arrangement, and on 

size and shape of the sample. 

Parameters refined at the time of refinement 

 Scale factor 

 Overall  factor 
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 Lattice parameter (a, b, and c) 

 FWHM parameters (U, V, W, IG) 

 Background 

However, some parameters are not refined at the time of 

refinement. These are: 

 Space group symmetry 

 Chemical composition of the sample 

 Analytical function (describing shape of diffraction profiles) 

 Polynomial function describing the background 

 Wavelength of X-ray or neutron beam 

 Intensity ratio of the doublet (K1 and K2) 

  

2.2.4 X-ray photoelectron spectroscopy (XPS) 

Photoelectricity is the effect of electron emission from the surface of a 

metal due exposure to light. The frequency of the photon, υ, needs to 

be more than the threshold frequency (υ0) of the metal. The threshold 

frequency is related to the work function, W, of the metal as W = hυ0, 

where h is the Planck’s constant. The maximum kinetic energy of the 

emitted electrons, KEmax, is the difference of energies between the 

incident photon and the work function. Albert Einstein, in his 

revolutionary work, formulated a simple equation connecting these 

energies, using quantum theory of light as, 

h(-0) = KEmax……………………………………………(Eq. 2.4) 

However, the above equation is only applicable for metal surfaces, 

where the electrons are already at the Fermi level. In semiconductors 

and insulators, the electrons need energy to reach the Fermi level and a 

definite amount of energy named as binding energy, EB, needs to be 

supplied before the electron can be released from the material. Hence 

the above equation modifies to, 

h(-0)-EB= KEmax………………………………………… (Eq. 2.5) 

 

When a lattice is distorted due to some perturbation source the bond 

lengths between ions gets modified. In reality, these are manifestations 
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of changes in the electronic clouds of the ions. These changes in the 

electronic clouds change the binding energies of the electrons 

responsible for the bonding. The core electrons too, cannot remain 

unperturbed due to these changes in the valence electrons. Hence as a 

whole the binding energy shifts to newer values. Hence, any modified 

system energies which can probe the core, as well as valence electrons, 

are powerful tools of understanding the electronic properties of the 

system.  

 

Figure 2.9: Schematic diagram showing working mechanism of X-ray 

photoelectron spectroscopy. 

 

Using detecting systems like channeltron, etc. the kinetic energy of the 

electrons can be assessed. Binding energy is calculated using the above 

equation. X-ray photoelectron spectroscopy (XPS) is a powerful 

technique used widely by physicists and chemists all throughout the 

world to understand the valence state of the constituent elements and 

determine vacancies and other irregularities present in the sample. 

 

2.2.5 X-ray absorption spectroscopy (XAS) 

XAS is an extremely powerful technique capable of providing 

information about the valence states and local structure of individual 

component elements of a material. Any modifications in structure and 
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ionic properties can be evaluated taking advantage of the absorption 

processes involved when core electrons are excited to higher energy 

states and thereafter analyzing the interference effect due to the 

scattering processes involved with the atoms in the immediate locality 

of a scattering atom. Highly intense synchrotron radiation with a 

variable X-ray beam is used for XAS measurement. Energy of the X-

ray source is varied from 0.5–500 KeV. The broad range of energy 

enables electrons from different shells (L, M, N etc.) of an element to 

be excited to higher valence states. This includes even the K-shell. 

Absorption happens when an X-ray of an appropriate energy is 

incident on a core-shell electron and the entire energy is utilized by the 

electron to either escape or transit to a higher shell. The event can be 

recorded in absorption versus energy plot. Name of the edges depends 

on their shell number (n=1(K), 2(L), 3(M) etc.). 

Bonding type (hybridization of elements), oxidation states of elements 

and structural distortion of a compound can be determined by X-ray 

absorption near edge structure (XANES) or near edge X-ray absorption 

fine structure (NEXAFS) near the absorption edge.  

The extended range of absorption spectra (post edge) gives the 

information about the local arrangement of elements inside the sample. 

Absorption coefficient depends on probability of X-ray absorbed by 

the material following Beer’s law 

teII  0 ……………………………………………… (Eq. 2.6) 

where I is the intensity of X-ray passing through the sample, I0 is the 

intensity of incident X-ray, t is the thickness of the sample. Intensity of 

X-ray depends on a number of photons absorbed. Absorption 

coefficient () is a function of atomic number (Z), density of sample 

(), atomic mass (A) and energy of X-ray (E) which is as follows 

3

4

AE

Z
  …………………………………...…………… (Eq. 2.7) 

It is a basic characteristic of X-ray that  is highly dependent on Z and 

E which is applied for lots of characterization technique.  
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Figure 2.10: The photoelectric effect; an X-ray is absorbed and a core 

level electron is promoted out of the atom. Inset shows schematically 

for X-ray absorption measurements: An incident beam of 

monochromatic X-rays of intensity I0 passes through a sample of 

thickness t, and the transmitted beam has intensity I. 

 

EXAFS data contains the information about the local environment of a 

scattering atom. When a specific energy photon is absorbed by a 

scattering atom, the energy acquired is immediately released to the 

surrounding in all directions as a fluorescent photon. This process 

happens typically within a few femtoseconds of absorption.  The wave 

property of the light allows this energy to interact with the neighboring 

atoms and be scattered again. The situation is replicated at every lattice 

site. This results in a complex interference pattern which contains the 

information of the scattering lengths between the atoms. Hence the 

bond lengths can be assessed from an EXAFS data. The data is 

presented as a simple energy dependence of μ at and above the binding 

energy of a known core level of a known atomic species. Every atom 

has core-level electrons with well-defined binding energies. Hence, 
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absorption edges of a selected element can be selectively chosen. The 

absorption and emission can be detected by two processes: X-ray 

fluorescence, and a de-excitation of the core hole (Auger Effect). In the 

second case an electron drops from a higher electron level and a 

second electron is emitted into the continuum.  

 

Figure 2.11: Decay of the excited state: (a) fluorescence process and 

(b) Auger process. In both cases, the probability of emission (X-ray or 

electron) is directly proportional to the absorption probability. 

 

When hard X-ray ((> 2 KeV) energy is absorbed, fluorescence is more 

likely to happen, but for lower energy X-ray absorption, Auger 

processes predominate. Anyone of these processes can be used to 

determine the absorption coefficient μ.  Fluorescence is commonly 

used for it. 

In our work, XANES and EXAFS measurements were carried out on 

Ti(1-x)VxO2 samples. Fluorescence mode is used for Ti K-edge and V 

K-edge measurements. To confirm the valence states of Ti and V, 

linear combination fitting of the data at the edge is performed using 

Athena software. EXAFS results of the sample are analyzed by 

Artemis software to investigate the local environment of the elements.    
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2.2.6 Raman spectroscopy 

Raman spectroscopy provides fingerprint information of a material. It 

is a vibrational spectroscopy which detects the phonon modes of the 

materials and thereby identifies the possible phase of the materials. 

The spectroscopy is highly sensitive to changes in crystal structure, 

phase transition, defects, stoichiometry, strain etc. as vibrational 

properties are highly modified by subtle changes in bond lengths and 

strain. 

 

Figure 2.12: Vibrational energy level diagram of Rayleigh, Stokes and 

anti-stokes line of Raman spectroscopy. 

 

The sample is excited by a monochromatic light. The molecules on 

which the light is incident can absorb the photon and momentarily go 

to virtual excited states. The excited molecules emit photons when they 

return to the ground state. However, if the vibrational ground state has 

several vibrational states then the return not is to the exact same 

vibrational state. Depending on whether the state reached is the same 

or not the photon released will be of the same energy or of a different 

one. Hence, elastic (Rayleigh scattering) and inelastic (Raman 

scattering) processes are observed. When the energy level returned is 

at a higher energy than the initial state, then the light emitted will have 

lesser energy than the light absorbed. This type of spectrum is known 
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as Anti-Stoke’s spectrum, while the reverse situation is known as the 

Stoke’s spectrum.  

 

At room temperature, population of ground states is higher than 

excited states. Hence, intensity of Stoke’s line is higher than anti-

Stoke’s line. The ratio of the Stoke’s to anti-Stoke’s lines can provide 

information about the temperature of the sample. The Stoke’s line 

provides the correct information about the sample’s vibrational 

properties.  

 

Figure 2.13: (a) Raman spectroscopy connected with PC. (b) Laser 

power supply unit and (c) sample mounting stage. 

 

In our work, pure and modified TiO2 powder has been studied using 

Raman spectroscopy.  

Depending on incident photon energy, different vibrational modes 

behave differently. In case of UV laser source, the ratio of the area of 

the prominent modes of anatase and rutile phases is used to see phase 

transition behavior. On the other hand, in case of visible laser source, 
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the area under B1g mode of anatase and Eg mode of rutile is used for 

the same. In our case, wavelength used for Raman spectroscopic 

measurement is 488 nm and 532 nm which are in visible light region. 

Hence, the area under B1g mode of anatase and Eg mode of rutile is 

used to see phase transition behavior.  

 

2.2.7 Electron Microscopy 

Electron microscopes are high-resolution microscopes which can 

investigate the detailed surface morphology or the crystalline structure 

of samples using electrons instead of normal visible light. Electrons 

being of much smaller size than normal visible light photons can 

resolve the surface morphology better producing high-resolution 

images. The electrons can either fall on a surface and detect the details 

of the morphology of the samples or diffract through thin layers of the 

sample, to produce diffraction patterns which can analyze the 

crystalline structure of the material. Using high energy electron beam 

from an electron gun and collimating the beam by a series of 

electromagnetic lenses, the sample can be illuminated with a spectrum 

of different monochromatic electron beams.  

 

2.2.7.1 Transmission electron microscope (TEM)  

In case of TEM, the beam needs to be energetic enough (high energy 

electrons) to penetrate the thin layer or edge of the samples and get 

diffracted to reach the detector, and hence provide the required 

crystallographic information. Hence, sample should be thin enough to 

allow the electron to pass through the sample. To make thin sample, 

powders of TiO2 are dispersed into ethanol and ultrasonicated for few 

minutes, then the liquid is kept on carbon-supported copper grids 

dropwise. High accelerating voltage has an extremely short wavelength 

of electrons which provide the information in atomic scale. X-ray is 

generated with a transmitted electron at the time of electron-atom 

interaction. High-resolution TEM (HRTEM), provides information 

about the lattice spacing and particle orientation. On the other hand, 

selected area electron diffraction (SAED) provides information about 
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the crystallinity and nature of materials (like amorphous, single crystal 

and polycrystalline). Instrument is composed of an electron gun, 

condenser, objective lens, sample stage, detector, fluorescent screen, 

scanner, and computer. Schematic diagram of TEM is shown below. 

 

Figure 2.14: Schematic diagram of transmission electron microscopy 

(TEM). 

 

In our TEM analysis, two different models of TEM machines have 

been used. In both the cases, the maximum accelerating voltage was 

200 KeV. 

 

2.2.7.2 Scanning electron microscope (SEM)  

A normal SEM follows the same schematic as an electron microscope. 

The electron beam is incident on the sample surface and various 

processes of scattering take place, including back-Scattered, secondary, 

and Auger processes, etc. The normal SEM generally uses a thermionic 

beam gun and can resolve in the scale of a few microns to sub-micron 

orders. In comparison in a FESEM, the electrons are released by a field 

emission source. An electromagnetic beam gun is used in FESEM. The 

electron beam is more powerful in FESEM which enables one to attain 

extremely high magnification, high resolution, therefore, excellent 

picture quality. A resolution, as small as ~1 nm, can be achieved using 
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FESEM.  

X-rays are also produced in the process when an electron knocks out a 

core electron from a surface atom and an X-ray is liberated by a higher 

energy electron filling up the hole created. The process helps to assess 

and determine the energy spectrum of the X-rays and thereby analyze 

the elemental composition of the material. This process known as 

energy dispersive X-ray spectroscopy (EDX) can reveal chemical 

composition of the sample. These X-ray photons have energies specific 

to the elements in the specimen. These X-rays are used for elemental 

analysis of the sample. It usually has energies between 0.1 and 20 keV. 

Apart from chemical composition, 2-dimensional elemental mapping 

can be performed by this instrument to see the distribution of elements 

in the sample.  

Due to the high energy of the electrons, the particle size detected by it 

is extremely small. This can resolute much better and can thereby see 

the sample's surface, topography, morphology. The interaction of 

electron with matter results in an emission of secondary electrons 

(SEs), backscattered electrons (BSEs), Auger electrons, X-rays, etc.  

Secondary electrons are ejected from few nm of the sample surface. 

These are generated by the interaction of primary electrons with the 

sample surface. They have energy < 50 eV and originate from the 

sample’s surface. Hence, they contain detailed information about the 

surface. The angle and velocity of these secondary electrons are highly 

dependent on the surface structure of an object. Secondary electrons 

are catch by a detector. The electronic signal produced by the 

absorption of these secondary electrons are amplified and transformed 

to a video scan-image for analysis.  
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Figure 2.15: Schematic diagram of scanning electron microscopy 

(SEM). 

 

Backscattered electrons are ejected from the deeper regions of the 

sample and they originate as a result of interaction of incident electrons 

and atoms in the specimen. This results in a change in the electrons’ 

trajectory. The number of backscattered electron is proportional to 

their atomic number. Backscattered electrons provide information 

about topography, crystallography and magnetic field of the sample. 

These are usually high energy electrons (E >50 eV) and used for 

analysis of chemical composition of the specimen.  

In our investigation, FESEM images from the powder sample were 

collected. As the samples in this investigation are nonconductive, 

hence gold coating was carried out on it to avoid the charging effect. 
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Figure 2.16:  (a) Image of Supra55 Zeiss-FESEM used in our work, (b) 

Inca software attached within the computer for EDX and elementary 

mapping and (c) Gold coating set up.  

 

2.2.8 UV-Vis Absorption Spectroscopy and Diffuse Reflectance 

Spectroscopy 

Absorption, scattering, reflection, transmission occur simultaneously 

when electromagnetic (EM) radiations are incident on materials. These 

processes occur in our everyday life regularly without our conscious 

understanding. However, if it is designed properly, these processes can 

be utilized to understand the properties of the materials. The rotational, 

vibrational and electronic energies add up to account for the total 

potential energy of a molecule. The energy of an incident radiation is 

absorbed by a molecule if and only if the incident energy is equal to 

the energy between two energy levels of the material. 

 

Working Principle 

Amount of absorbed radiation by a molecule is dependent on the 

difference between the incident intensity (I0) and reflected or 

(a) (b)

(c)
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transmitted intensity (I). Quantitatively absorbance of radiation is 

described by the equation:  

𝐴 = − log(
𝐼

𝐼0
)..................................................................... (Eq. 2.8) 

where, A is absorbance, I0 and I are the intensities of incident and 

transmitted radiation respectively at a given wavelength. A tungsten-

halogen or deuterium lamp is used as a source of radiation in UV-VIS 

spectroscopy. A monochromator is used to select the wavelength of 

incident radiation. A detector is used to convert UV- visible light into 

an electrical signal as a final component of the spectrophotometer.  

In the case of powder samples, light is scattered in a diffused manner. 

Hence, the integration of the entire light is essential. Diffuse 

reflectance is measured by an integrating sphere detector. This is an 

attachment to a UV-Vis spectrometer (Carry 60, Agilent) (figure 2.17). 

Bandgap is calculated using Tauc plot (F(R)) hʋ = A(h-EG)
n
, where, 

R is the reflectance, A is a constant, ʋ is the frequency of illumination, 

h is Planck’s constant, EG is the bandgap and n is a unitless parameter 

with value ½ or 2 for direct or indirect bandgap semiconductor 

respectively. From the literature[35], it was observed that anatase is an 

indirect (n=2) bandgap semiconductor whereas rutile is a direct (n = 

1/2) bandgap semiconductor. Hence, bandgap of the samples is 

measured accordingly. 

 

 

Figure 2.17: Experimental set up for diffuse reflectance measurement: 

(a) Carry 60 UV-Vis spectrometer and (b) schematic of diffuse 

reflectance. 
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Chapter 3 

Effect of Ga doping on grain growth, 

structural phase transition and optical 

properties of TiO2 

 

3.1 Overview 

The anatase to rutile phase transition (AR) is drastically modified by 

doping. Hence, properties of TiO2 can be efficiently tailored by 

doping. The AR can be delayed by doping Ce, La, Nb, Nd, Si, Sm, 

Sr [27, 147] and promoted by doping Al, Co, Li, Na, Sb, V [27, 148]. 

Theoretical calculations predict that trivalent Ga doping may delay 

AR [27]. There are a few reports on optical properties of Ga-doped 

TiO2, but they are contradictory to each other. With Ga incorporation, 

some people reported a decrease in band gap [149, 150] while some of 

them showed an increase [151]. A few reported unsystematic changes 

[152] or even no change [153] at all. To the best of our knowledge, the 

effect of systematic Ga doping on AR and on grain growth process 

of rutile phase is not available in the literature.  

In this chapter, the effect of systematic Ga doping on structural phase 

transition, grain growth process and optical properties of TiO2 is 

presented. Crystal structure and AR transition is confirmed by XRD 

and Raman spectroscopy. Presence of oxygen vacancies (OV), 

interstitials (Ga
3+

) and substitutional sites due to Ga-doping are 

estimated using XPS. Effect of Ga-doping on grain growth in the 

anatase and rutile phases is estimated by HRTEM and FESEM images. 

Elemental composition and distribution of elements in the samples are 

analyzed by EDX and elemental mapping. Bandgap of the samples is 

calculated by DRS measurements. Results presented in this chapter are 

published in peer-reviewed journals
$
. 

$
 N. Khatun et al. J. Appl. Phys. 123, (2018) 245702. 
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3.2 Experimental 

Phase confirmation and transition (AR) were investigated by powder 

X-ray diffraction (XRD) using Bruker D2 Phaser diffractometer (Cu 

K=1.54 Å). Phase transition was also investigated and confirmed by 

Raman spectroscopy using a Research India Raman Spectroscopy 

(model number-RIRM151). Raman spectra were obtained using a 

green laser of wavelength 532 nm. A detailed structural analysis of TG 

samples was carried out by Rietveld refinement from XRD data. High-

resolution transmission electron microscopy (HRTEM) (JEOL JEM-

2100 LaB6) and field emission scanning electron microscopy (Supra55 

Zeiss- FESEM) was used to observe the effects of Ga incorporation on 

grain growth process of TiO2. Electronic structure and valence states of 

elements were examined by high-resolution X-ray photoelectron 

spectroscopy (XPS) (Thermo Kalpha+ spectrometer). Diffuse 

reflectance spectroscopy (DRS) measurements were carried out using 

Bentham TMc300 Monochromator to estimate changes in the bandgap. 

 

3.3 Results and Discussion 

3.3.1 Thermal gravimetric analysis 

Sol-gel processed pure TiO2 (T0) powders need to be heated at a 

specific temperature in order to remove carbon, nitrates, moisture, and 

other undesirable materials. The decarburization and denitrification 

temperature is known as calcination temperature. Different materials 

have different calcination temperature which varies with synthesis 

condition and synthesis technique. In order to optimize the calcination 

temperature, thermogravimetric (TGA) analysis has been done on the 

as-prepared powders (dry gel) as shown in figure 3.1. 

TGA measurement on dry gel powder (T0) was performed from room 

temperature (RT-27 C) to 800 C. Weight loss of 1.04%, from RT to 

~110 °C, was observed in pure TiO2 (T0) (figure 3.1). This is due to 

elimination of physically adsorbed water [154]. In the temperature 

regime ~110 to 315 °C a sharper weight loss of ~2.52% was observed. 

This may be attributed to the rupture of polymeric chains present in the 



Chapter 3 

  

59 

 

black powders and removal of ethylene glycol units [155]. 

 

Figure 3.1: Thermogravimetric analysis of pure TiO2 (T0) in 

temperature range of 27 C to 800 C showing loss of adsorbed water, 

nitrates and carbonates. 

   

A final sharp weight loss of ~5.61% was observed in the temperature 

regime ~315-430 C. This drastic loss is due to decomposition of the 

organic compounds into carbon dioxide and nitrogen dioxide, 

desorption of chemisorbed water molecules [156, 157]. This 

temperature was high enough to take care of the unreacted precursors 

and thereby form crystalline nanoparticles of the desired stoichiometry. 

Note that beyond ~430-450 C, there is almost no change in weight 

loss. Thus, 450 C was selected as the optimum calcination 

temperature which is high enough to achieve crystallization. This 

temperature is optimum to reduce the thermal growth of the calcined 

particles to maintain nano-scale features. A minor weight loss of 

0.48%, in between 550 to 650 °C can be ascribed to the removal of the 

surface hydroxyl groups present in the samples [158]. 

 

3.3.2 Structural analysis 

 XRD pattern of the Ga doped TiO2 samples (calcined at 450 C for 

6h) are of tetragonal anatase phase of TiO2 with space group I41/amd 



Chapter 3 

  

60 

 

(COD ID- 9015929) (figure 3.2:(a)). There are no traces of the rutile 

phase at this temperature. Anatase phase transforms into the rutile 

phase with further heating at higher temperatures (figure 3.2). 

Compared to pure TiO2, in Ga-doped samples phase transformation 

(AR) is delayed and anatase phase is retained. This tendency 

increases with increasing amount of Ga content. All samples are 

completely converted into the rutile phase at 800 C. XRD patterns 

confirm a tetragonal rutile phase with P42/mnm space group (COD ID-

1532819) (figure 3.2 (h)).  

Figure 3.3 shows the zoomed view of XRD pattern in the range 2 = 

24.5-28, where most intense peaks of anatase (110) and rutile (101) 

are situated.  For pure TiO2 (T0), phase transition (AR) starts at 

~450-500 C due to specific reagents (ethylene glycol and citric acid) 

[96] used in this method. T0 transforms to entire rutile phase at 700 C. 

In the intermediate temperature (450-700 C), samples are in a mixed 

phase. The phase transition (AR) shifts towards higher temperatures 

with increasing Ga incorporation. It is observed that complete 

conversion to rutile phase is also affected by Ga incorporation. Up to 

550 C, rutile phase is not observed in all Ga doped samples. TG2 

starts showing small traces of the rutile phase at ~600 C. For TG5 and 

TG7 samples, phase transition starts in between 600-650 C, while for 

TG10 in between 650-700 C. TG2 and TG5 samples are completely 

converted into rutile phase at ~750 C, while the same happens for 

TG7 and TG10 at ~800 C.  Hence, Ga doping delayed both onset and 

AR temperature of TiO2.  
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Figure 3.2: XRD pattern of all Ga doped TiO2 samples heated at eight 

different temperatures ((a) 450 C, (b) 500 C, (c) 550 C, (d) 600 C, 

(e) 650 C, (f) 700 C, (g) 750 C, and (h) 800 C). 

 

For quantitative analysis, rutile phase fraction (fR), has been evaluated 

using Spurr and Mayers equation[159]: 

𝑓𝑅 = 
1

1+(
1

0.8
)

𝐼𝐴
𝐼𝑅

   …………………………………………. (Eq. 3.1) 

where IA is the intensity of the most intense peak of anatase (101) 



Chapter 3 

  

62 

 

(2=25.34) and IR is the same for rutile (110) (2=27.40) phases. 

Temperature dependence of fR (figure 3.4 (a)) ensures an inhibition of 

phase transformation.  

 

Figure 3.3: XRD pattern of all Ga doped TiO2 samples at eight 

different temperatures (~450-800 C) in the range of 2θ=24.5-28 

showing a gradual shift in AR phase transition to a higher 

temperature due to Ga doping in TiO2. 

 

All processing parameters (like heating/cooling rates, environment of 

calcination, etc.) are kept constant. Hence, this inhibition of phase 

transformation entirely depends on concentration of Ga doping. 

Activation energy of phase transition is calculated by Arrhenius 

equation: 

𝑙𝑛(𝑓𝑅) = - 
𝐸𝐴

𝑅𝑇
  ……………………………………….. (Eq. 3.2) 

where 𝑓𝑅 is  the fraction of rutile phase present in the sample, R is the 

universal gas constant (8.314 J/mol. K.), T is the temperature in Kelvin 

and EA is the activation energy of phase transition (AR).  

Linear fits of ln(fR) vs 1/T are shown in figure 3.4 (b-f).  It is observed 

that EA increases drastically with incorporation of Ga up to TG5. 

However, for TG7 and TG10, the rate of increment of EA retarded and 

shows a nearly saturated behavior (figure 3.4 (g)). Activation energy 

varies from 125 kJ/mol to 300 kJ/mol for pure TiO2 to TG10. Note that 

AR conversion is associated with lattice contraction mainly along c 
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axis. Hence, a delay in such transition (AR) and associated huge 

change in activation energy hints at an increase of lattice constant c 

(also unit cell volume) with Ga incorporation. 

 

Figure 3.4: (a) Fraction of rutile phase with temperature for all Ga-

doped samples showing delayed phase transition due to Ga doping.  

(b), (c), (d), (e), and (f) show ln(fR) vs 1/T fits for T0, TG2, TG5, TG7, 

and TG10 samples, (g) shows variation of activation energy with Ga 

concentration. 

 

Samples in the anatase phase, when heated to a higher temperature 

(500 C) leads to rearrangement of Ti-O bonds, as a result, c axis 

contract [27]. Unit cell volume also contracts and phase transformation 

(AR) occurs. Lattice constant c is smaller in rutile phase compared 

to anatase phase. Hence, reason behind this delay of phase 

transformation (AR) can be explained in terms of change in lattice 

constant c. 
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Rietveld refinement of pure anatase (450 C) and rutile (800 C) 

samples are shown in figure 3.5 and 3.6. 

 

Figure 3.5: Rietveld refinement of anatase Ga doped TiO2 samples 

prepared at 450 C.  

 

 

 3.6: Rietveld refinement of rutile Ga doped TiO2 samples prepared at 

800 C.  
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 Rietveld refinement of anatase samples reveals considerable increment 

in all three lattice constants up to TG5 (figure 3.7: (a)). The rate of 

increment reduces for higher doping (TG7 and TG10). As a result, unit 

cell volume also shows a similar trend (inset of figure 3.7: (a)). This 

expansion of lattice (or especially lattice constant c) in anatase phase 

with increasing Ga content is responsible for the delay of AR phase 

transition.  

 

Figure 3.7: (a) Variation of lattice constants with Ga content in TiO2 

sample prepared at 450 ⁰C (anatase) and (b) 800 ⁰C (rutile). Insets of 

the corresponding figures show unit cell volume changes with Ga 

content for both the phases. 

 

Rietveld refinement of XRD data for a complete rutile phase (800 C) 

also shows a similar trend of increment as in anatase phase. At higher 

doping, a saturation-like tendency is observed for all three lattice 

constants. Hence, the unit cell volume follows a similar trend as lattice 

constants (figure 3.7: (b)).  

Shannon et al. [33] reported that due to oxygen vacancies lattice gets 

contracted, which in turn accelerate AR phase transformation. On 

the other hand, Ti interstitials expand the lattice which inhibits phase 

transformation. Ti
4+

(VI) in TiO2 has an ionic radius  ~ 0.745Å. Ga
3+

 

(VI) ion have lesser charge and slightly bigger ionic radius (~0.76 Å) 

compared to Ti
4+

. When Ga
3+

 is incorporated in TiO2, charge 

imbalance is introduced in the lattice which can be compensated by 

two ways, either by the creation of oxygen vacancies (Ov) or by 
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introducing Ti and Ga interstitials (note that Ti
4+

 and Ga
3+

 both have 

comparable ionic radii). Two Ga
3+

 ions in TiO2 matrix will give rise to 

one oxygen vacancy. On the other hand, three Ga
3+

 ions create one 

Ga
3+

/Ti
3+

 interstitial.  Okajima et al.[160] reported that Ga doping 

induces Ov in TiO2 lattice. Malati et al.[161] reported that generation 

of oxygen deficient material is responsible for decrease in activation 

energy for AR phase transformation. But, in these Ga-doped 

samples, an opposite phenomenon is observed, Ea increases with 

increasing Ga incorporation. Hence, it is possible that Ga doping not 

only creates oxygen vacancies but also forms interstitials (Ga
3+

 or 

Ti
3+

). This results in lattice expansion. Inhibition of phase transition 

observed from XRD and Raman spectra hints at a more significant role 

of Ga
3+

/Ti
3+

 interstitials along with oxygen vacancies for AR phase 

transformation. 

In case of Al, Cu and Mn-doped TiO2 [128, 137, 140, 141, 162, 163], 

oxygen vacancies and/or interstitials also affect the phase transition. 

Ionic size of Al
3+

(VI) ~0.675 Å, Cu
2+

(VI) ~0.87 Å, Mn
2+

(VI) ~0.81 Å 

and Mn
4+

(VI) ~0.67 Å, are comparable to Ti
4+

(VI) ~0.745 Å. In all the 

above cases there is a charge difference. To compensate this charge 

difference, oxygen vacancies and Ti
3+

 interstitials are created. Interplay 

of these competing mechanisms affects phase transition. In case of Al-

doped TiO2, Al
3+

 has slightly smaller ionic size than Ti
4+

. However, it 

was observed that lattice constant c increases for 20% Al-doping but 

decreases for 30% [141]. However, all Al-doped samples have a higher 

value of c than un-doped TiO2, while a remains invariant. Ti
3+

 

interstitials are held responsible for inhibition of phase transition. On 

the other hand, slightly larger Mn doping shows interesting behavior 

during phase transition. At lower doping ( 0.2%), some Mn ions form 

interstitials and delay the phase transition, whereas at higher doping ( 

0.2%) Mn ions substitute Ti ions and thereby accelerate the phase 

transition[140]. In the case of slightly larger Cu
2+

 doping, phase 

transition was accelerated due to oxygen vacancies [164]. 

In case of Ga-doped samples, at lower doping ( 0.05), considerable 
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increment in lattice constants may happen due to interstitials (Ti
3+

 and 

Ga
3+

). For higher doping ( 0.05), Ga
3+

 ions might occupy more 

substitutional sites or create oxygen vacancies. This may compensate 

the effect of interstitials and retard further lattice expansion.  

 

3.3.3 Raman spectroscopic studies 

Raman spectroscopy is a very sensitive tool for determining crystal 

phases of materials. Hence, phase confirmation of Ga doped TiO2 

samples and effect of Ga doping on phase transition (AR) are 

analyzed by Raman spectroscopy. Vibrational modes of T0 (heated at 

450 C), matches well with phonon modes of crystalline pure anatase 

TiO2. The modes are identified at: 145 cm
-1

 (Eg), 198 cm
-1

 (Eg), 398 

cm
-1

 (B1g), 516 cm
-1

 (A1g+ B1g) and 641 cm
-1

 (Eg) [68] (figure 3.8 (a)). 

Ga doped samples (TG2, TG5, TG7, and TG10) heated at the same 

temperature also shows similar vibrational modes as pure TiO2. 

However, slight blue shifting of first Eg (145 cm
-1

) mode position is 

observed (inset of figure 3.8 (a)). This shift is observed for TG2 and 

TG5 only. For TG7 and TG10 further blue shift is not observed. Figure 

3.8 (b) shows full width at half maxima (FWHM) of the first Eg mode 

increased with increasing Ga concentration. This blue shift and 

increase of FWHM may happen due to increased strain, a decrease of 

particle size or phonon confinement [165]. Hence, it is expected that 

due to Ga doping strain may increase and particle size should decrease. 

Any vibrational modes related to rutile TiO2 are absent at this 

temperature (450 C). Hence, all samples are in pure tetragonal anatase 

phase (space group: I41/amd) of TiO2.   

 



Chapter 3 

  

68 

 

 

Figure 3.8: (a) Raman spectrums of Ga doped TiO2 samples prepared 

at 450 C. (a) Inset shows the blue shifting of the first Eg mode of 

corresponding spectrums. (b) Change in Raman shift and FWHM of 

the first Eg mode with Ga concentration. 

 

When samples are further heated at a higher temperature, phase 

transformation (AR) takes place and vibrational modes 

corresponding to rutile phase appear (figure 3.10). For T0, traces of 

rutile phase are observed at ~500 C. For Ga doped samples, the 

appearance of the rutile phase is delayed. The transition starts at higher 

temperatures (or onset temperature delayed) with increasing Ga 

content (TG2  500-600 C, TG5 and TG7 600-650 C, and TG10  

650-700 C). Phonon modes of T0, heated at 700 C, matches entirely 

with phonon modes of crystalline tetragonal rutile TiO2 ((143 (B2g), 

244 (M), 441(Eg) and 609 (A1g) cm
-1

)). This is consistent with the 

XRD results. However, traces of anatase phase remain in Ga doped 

samples heated at the same temperature (700 C). Hence, all samples 

are further heated at higher temperatures for complete conversion into 

rutile phase. At 800 C, all samples are converted into the rutile phase.  

There are no considerable shifts in vibrational modes (B1g, M, A1g) 

position of Ga doped samples compared to pure TiO2 in rutile phase, 

except Eg mode. Eg shows nominal blue shifting with increasing Ga 

content (figure 3.9). Parker et al. [166] showed that blue shifting of Eg 

mode happened when the oxygen content in TiO2 lattice increases. 
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Hence, this blue shifting hint that oxygen content may increase due to 

Ga incorporation. 

 

Figure 3.9: RT Raman spectrums of Ga doped TiO2 samples prepared 

at 800 C. Inset shows the blue shifting of Eg mode of corresponding 

spectrums. 

 

In between 450-800 C, samples show a mixed (A and R) phases. For 

532 nm laser wavelength, B1g (396 cm
-1

) of anatase and E1g (446 cm
-1

) 

of rutile are very sensitive
36

. Thus, the area of B1g (AA) and E1g (AR) 

modes are used to calculate weight ratio of anatase and rutile phases ~ 

WA/WR [167]. The rutile phase fraction, fR, calculated from Raman 

spectra is consistent with XRD results (figure 3.10. (f)). 

Activation energy, EA is calculated using the aforementioned Arrhenius 

equation from Raman spectra. It is observed that EA increases with Ga 

incorporation and follows a similar trend as observed from XRD 

analysis (figure 3.11). These results also indicate that Ga doping 

inhibits phase transition (AR).  
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Figure 3.10: Raman spectra in the range ~100-800 cm
-1

 of all the 

samples at temperature range 450-800 C showing AR phase 

transition ((a) T0, (b) TG2, (c) TG5, (d) TG7 and (e) TG10). (f) 

Delayed rutile phase transition in Ga-doped samples is confirmed from 

rutile phase fraction with temperature.   

 

Figure 3.11: Change in activation energy with Ga concentration from 

the Raman spectrum.   
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3.3.4 XPS analysis 

High-resolution XPS is used to identify chemical states, oxygen 

vacancies and interstitials in the samples. Figure 3.12 shows fitting of 

XPS spectra for Ti 2p, O 1s, and Ga 3d of T0, TG5, and TG10 

samples.  

 

Figure 3.12: XPS spectra of anatase phase (450 C) samples: (a-b) T0, 

(c-e) TG5 and (f-h) TG10. 

 

Deconvolution of Ti 2p of T0 yields two peaks at binding energy 

~458.9 eV (Ti 2p3/2 ) and 464.6 eV (Ti 2p1/2), with a spin-orbit splitting 

of 5.7 eV, where Ti is in 4+ valence state [168, 169]. It also shows that 

there is no evidence of any Ti
3+

 species. Similar behavior is observed 

in case of TG5 (i.e. deconvolution of Ti 2p yields two peaks at binding 

energy ~ 458.5 eV (2p3/2) and ~ 464.2 eV (2p1/2), with a spin-orbit 

splitting 5.7 eV) with a minute difference in FWHM of Ti 2p1/2 

compared to that of T0. For T0, FWHM of Ti 2p1/2 is ~1.13 eV and for 
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TG5 it is ~1.20 eV (provided in Table 3.1). This increment in FWHM 

implies the presence of less-oxidized metal ions in TG5 sample (or 

existence of very small amount of Ti
3+

 species). For TG10, 

deconvolution of Ti 2p (figure 3.12 (f)) shows similar splitting (~458.8 

eV (Ti 2p3/2) and 464.5 eV (Ti 2p1/2)) as observed in T0 with 

unchanged spin-orbital splitting of 5.7 eV. FWHM decreases from 1.20 

eV (TG5) to 1.15 eV (TG10) which signifies the presence of Ti
3+

 

species decreases. Note that the FWHM of TG10 though lower than 

TG5, but it is higher than that of T0. Hence Ti
3+

 species is lesser in 

TG10 than TG5. 

 

Table. 3.1: XPS fitting results of T0, TG5, and TG10 samples. 

 

 

Deconvolution of Ga 3d spectrum (TG5) yields two peaks at binding 

energy 20.3 eV and 22.4 eV (figure 3.12 (e)). A similar lower binding 

energy peak at ~20.3 eV was reported by Luo et al. [170] in Ga doped 

TiO2. This was discussed in terms of substitution of Ti
4+

 ions by Ga
3+

 

ions (GaL). The higher binding energy peak at 22.4 eV was interpreted 

Sample Orbital Bonds Binding 

Energy 

(eV) 

FWHM 

(eV) 

Area (%) 

T0 Ti 2p1/2 Ti-O 464.62 1.13 67.94 

Ti 2p3/2 458.94 1.94 32.06 

O 1s Ti-O (OL) 529.86 1.28 62.13 

O 1s Ti-O (OV) 530.93 3.24 37.87 

TG5 Ti 2p1/2 Ti-O 464.18 1.20 67.79 

Ti 2p3/2 458.50 1.98 32.21 

O 1s Ti-O (OL) 529.86 1.28 62.16 

O 1s Ti-O (OV) 530.92 3.23 37.84 

Ga 3d Ga-O (GaL) 20.33 2.72 59.98 

Ga 3d Ga-Ti,  

Ga-O (GaI) 

22.4 2.13 40.02 

TG10 Ti 2p1/2 Ti-O 464.46 1.15 67.50 

Ti 2p3/2 Ti-O 458.79 1.98 32.05 

O 1s Ti-O (OL) 529.86 1.28 62.95 

O 1s Ti-O (OV) 530.97 3.21 37.05 

Ga 3d Ga-O (GaL) 20.32 2.09 51.89 

Ga 3d Ga-Ti,  

Ga-O (GaI) 

22.51 2.45 37.75 

Ga 3d Ga-Ga (GaM) 17.32 2.84 10.36 
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by Banerjee et al. [153] as Ga interstitial sites (GaI) in TiO2 [153]. 

Hence, from the presence of both peaks in Ga 3d spectrum of TG5, it is 

confirmed that Ga occupies both substitutional and interstitial sites of 

TiO2. Similar peaks corresponding to GaL and GaI are observed for 

TG10 at 20.3 eV and 22.5 eV (figure 3.12 (h)). However, for TG10, 

the relative intensities, as well as areas of GaL to GaI, changed when 

compared to TG5 (Table 3.1). It is clear that contribution of GaL is 

dominant in TG10 than TG5. Hence, number of interstitials sites is 

more compared to substitutional sites for lower doping (x0.05) while 

for higher doping (x0.05), number of substitutional sites is more 

compared to interstitials. However, in TG10 a small peak at 17.3 eV is 

also present. According to literature, this peak arises from metallic Ga 

(GaM) present in the samples [171]. From area calculations, it is found 

that this peak contributes to about 10% of the entire Ga content. Hence, 

it is worth mentioning that a small fraction of Ga might have gone out 

from lattice structure but yet the net amount of Ga in the TiO2 lattice is 

more than TG5.  

Deconvolutions of O 1s feature displays two types of oxygen. A lower 

binding energy peak at ~529.9 eV (for T0, TG5, and TG10) 

corresponds to regular lattice oxygen (OL) [172]. The higher binding 

energy peak at ~530.9 eV (for T0, TG5, and TG10) is due to oxygen 

vacancies (OV) present in the sample [173, 174]. Concentration of OL 

and OV present in the samples are calculated by the area of 

corresponding peaks (concentration of OL and OV are shown in Table 

3.1). It is observed that oxygen vacancies are almost same for T0 and 

TG5 while TG10 shows a considerable decrease (T0:37.87%, 

TG5:37.84% and TG10:37.05%). This implies that oxygen vacancies 

decrease at higher Ga doping. From Ga 3d spectrum, it is observed that 

Ga
3+

 ions occupy both substitutional and interstitial sites. Hence, due 

to interstitial Ga
3+

 ions, a net amount of positive charge increases in 

the lattice. To balance this positive charge, oxygen content increases in 

the lattice which slightly reduce the oxygen vacancies in the lattice. 

Although the proportion of substitution increases for higher doping, the 
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amount of interstitials still increases as the amount of doping 

concentration increases. Hence, a decrease in the number of oxygen 

vacancies observed from O 1s spectra is due to this interstitials. 

Hence, for lower doping (x  0.05), a considerable increment in lattice 

constants are due to bigger radius of substitutional Ga
3+

 ions in the 

lattice. However, at higher doping (x  0.05), Ga
3+

 ions occupied more 

substitutional sites and some amount of Ga ions move out from the 

lattice structure which compensates the effect of interstitials and 

oxygen vacancies thereby lattice expansion retarded and phase 

transition showing saturated behavior.  

 

3.3.5 Grain growth and morphological analysis 

Particles size of rutile phase is larger than anatase phase samples. For 

anatase phase (450 C) crystallite size is estimated from broadening of 

(101) peak, using Scherrer equation and verified using HRTEM 

images. Particles size of rutile TG samples (800 C) is larger than 100 

nm. Hence, particles size of in rutile phase is estimated from FESEM 

micrographs.  

From TEM images (figure 3.13 (a and b)), it is observed that both the 

particles are irregular spherical in shape and size decreases from ~14 

nm (T0) to 7 nm (TG5) due to Ga incorporation. d-spacing of 

HRTEM images (figure 3.13 (c and d)) corresponds to T0 (d101~0.35 

nm and d200~0.19 nm) and TG5 (d101~0.35 nm and d301~0.24 nm) show 

both the particle are in pure anatase phase. There is no reflection 

related to rutile particles. SAED patterns also reveal anatase phase of 

T0 and TG5 samples (figure 3.13 (e and f)). Clarity of the rings 

ensures good crystalline nature of the samples. Crystallites size of the 

nanoparticle is calculated from 101 peak broadening of XRD data 

using Scherrer equation: 

𝐷 =  
𝑘𝜆

 𝑐𝑜𝑠
………………………………………………..(Eq. 3.3) 

where D is the crystallites size, k is a dimensionless shape factor and 

its value is ~0.9,  is the FWHM of 101 peaks after removing 

instrumental broadening and  is Bragg angle. 
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 Crystallite sizes reduce from 16.5 nm (T0) to 6.6 nm (TG10) (figure 

3.13 (f)) due to Ga incorporation which is consistent with TEM results. 

 

Figure 3.13: TEM images of T0 (a) and TG5 (b) nanoparticles in pure 

anatase phase (450 ⁰C). (c) and (d) shows the  HRTEM images of 

corresponding samples. (e) and (f) show SAED pattern of T0 and TG5 

samples. (g) Variation of crystallite size calculated from Scherrer 

equation with Ga doping.  
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Synthesis of these nanoparticles (~13.4-6 nm) is possible due to the 

choice of ethylene glycol, citric acid and pre-calcination heating 

temperature (100 C). The choice of such a combination ensures the 

formation of crystalline nanoparticles upon calcination at a low 

temperature ~450 C.  Doping hinders grain growth in anatase phase 

due to increasing strain imposed by the foreign element doping into 

TiO2 lattice [68, 147, 175].  

 

Figure 3.14: Twin boundary (112) of anatase phase where nucleation 

of rutile phase first starts (Left). Schematic diagram of the grain 

growth process of pure and Ga doped samples with temperature 

(Right). Grain growth process of pure TiO2 (Top) and restrain grain 

growth process due to Ga doping (Bottom). 

 

It was reported that rutile phase starts to nucleate at (112) twin 

boundaries of anatase phase (figure 3.14). This involves displacement 

of one-half of titanium ions within the twin slab [176]. Proportions of 

rutile phase increase during AR phase transformation. In addition to 

nucleation at twin boundaries, rutile phase nucleation starts easily at 

interfaces of agglomerated anatase particles as compared to outer 

surfaces [177]. Such interfaces help to decrease activation barrier for 

112

Anatase
Nucleation of 

rutile start

Rutile

Grain growth process (Pure TiO2)

450 C 800 CTemperature increase
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nucleation of rutile particle [178]. Figure 3.14 shows the schematic 

diagram of grain growth process of pure TiO2 and Ga doped (TG) 

samples. 

FESEM images of T0, TG2, TG5, TG7, and TG10 in a complete rutile 

phase (800 C) are presented in figure 3.15.  It is observed that particle 

sizes reduce with Ga doping. An increment in activation energy may 

be responsible for slow nucleation process (restraining grain growth 

process) of rutile particles. Both crystallites size (in case of A) and 

particles size (in case of R) are restrained by incorporation of Ga. This 

restrained grain growth process not only affects surface properties but 

also optoelectronic properties.  

 

Figure 3.15: FESEM images (a-e) of the samples prepared at 800 C 

and (f) variation of particles size with doping concentration. 

 

Elemental composition (Ga, Ti, and O) of rutile TG5 sample is 

estimated using energy dispersive X-ray (EDX) analysis mounted on 

FESEM. Proportion of constituent elements is close to the intended 

values of compositions (listed in the table, inset of figure 3.16 (b)).  
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 Elemental scans reveal homogeneous distribution of Ti, Ga, and O in 

the sample (figure 3.16 (c, d, and e)). A homogeneous distribution is a 

result of the synthesis route using a sol-gel process. This process 

enables uniform mixing of all elements (Ga, Ti, and O) at the 

molecular level.  

 

Figure 3.16: Elemental analysis of TG5 sample prepared at 800 C; 

where (a) SEM image, (b) elemental composition in weight and atomic 

ratio from EDX spectrum, and elemental mapping of Ti K (c), O K (d) 

and Ga K (e) showing a uniform distribution of elements. 

 

3.3.6 Optical properties 

Optical properties of TiO2 are affected by Ga doping. Room 

temperature DRS measurements are carried out on anatase (450 C) 

and rutile (800 C) samples. The scattered light is collected excluding 

normally reflected light in a DRS measurement. This satisfies the 

applicability of Kubelka-Munk function given by: 

𝐹(𝑅) =  
(1−𝑅)2

2𝑅
 ……………………………………………. (Eq. 3.4) 

where R is reflectance.  

Bandgap (EG) is calculated using Tauc plot:  

𝐹(𝑅)ℎʋ =  𝐴(ℎʋ − 𝐸𝐺)𝑛………………………………… (Eq. 3.5) 

O kTi k
Ga k

Element Weight Atomic%

O K 31.81 58.75
Ti K 93.95 39.45
Ga K 4.25 1.80

Totals 100

(a) (b)

(c) (d) (e)
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where, h is Planck's constant,  is the frequency of illumination and n 

is a unitless parameter. The n-parameter depends on the type of 

bandgap: n = 1/2, specific for direct bandgap while n = 2 for an 

indirect bandgap.  

Anatase TiO2 is an indirect bandgap semiconductor while rutile TiO2 is 

a direct bandgap semiconductor [35]. Hence, bandgap anatase and 

rutile samples are calculated using n = 2 (A) and 1/2 (R).  

 

Figure 3.17: (a) DRS spectrum of samples prepared at 450 ⁰C, (b) 

variation of bandgap and Urbach energy with Ga concentration. (c, d, 

e, f, and g) shows linear fits of lnF(R) vs hʋ plot (blue circles are 

original data points and pink lines are linear fits to data points).  
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Figure 3.18: (a) DRS spectrum of all samples prepared at 800 C, (b) 

variation of bandgap and Urbach energy with Ga concentration. (c, d, 

e, f, and g) shows linear fits of lnF(R) vs hʋ plot (blue circles are 

original data points and pink lines are linear fits to data points). 

 

Bandgap shows a blue shift with increasing Ga content (figure 3.17 (a) 

and 3.18 (a)). A considerable increment in bandgap from 3.14 eV for 

T0 to 3.23 eV for TG5 (in case of rutile from 3.06 eV for T0 to 3.08 

eV for TG5) is observed for lower Ga doping (x < 0.05). Whereas, at 

higher doping x  0.05 (TG7 and TG10), increments in bandgap are 

nominal for both the phases. 

In TiO2, O 2p and Ti 3d hybridization (p-d) form strong bonding states 

which are responsible to form valence band (VB) [35]. On the other 

hand, antibonding state due to p-d hybridization between O 2p and Ti 

3d forms conduction band (CB). Due to Ga doping, the hybridization 

between O 2p and Ga 4p gives contribution in valence band [151, 170] 

which results in increasing of the bandgap of TiO2 in Ga doped 

samples.  

Enhancement in bandgap follows similar trends of lattice expansion. 

This is because electronic band structure is strongly correlated with 
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lattice structure. 

In previous reports, the effect of Ga doping on the bandgap of TiO2 

was unclear and ambiguous (Table 3.2). The reason behind this 

unsystematic behavior of bandgap is not clear. 

 

Table 3.2: List of reports available on Ga doped TiO2. 

Authors Bandgap 

of pure 

TiO2 

(eV) 

Ga doped 

TiO2 

Bandgap 

(eV) 

Bandgap 

change 

Reference 

Deng et al. 2.71 

 

2.41 (0.5 % 

Ga) 

Decrease [149] 

Zhou et at. 3.15 3.10 (1% Ga) Decrease [150] 

Gionco et al. 3.8 4.2 (3 %  Ga) Increase [151] 

Chandiran et 

al. 

3.22 3.19-3.25 

(0.5-2% Ga) 

Unsystematic [179] 

Banerjee et al. 3.32 3.32 (1% Ga) No change [153] 

Sudou et al. 3.29 3.35 (10% 

Ga) 

3.31 (20% 

Ga) 

3.36 (50% 

Ga) 

Unsystematic [152] 

Whang et al. 3.1 5% Ga Decrease [175] 

 

Urbach energy (EU) is a measure of disorder present in lattice which 

also affects electronic band structure [180, 181].  Due to lattice 

distortion localized states are formed just below the absorption edge. 

These localized defect states affect the bandgap [182]. EU is calculated 

from linear fits of “lnF(R) vs hʋ” plots just below the absorption edge 

of DRS data (figure 3.17 (c-g) for anatase and 3.18 (c-g) for rutile). 

Reciprocal of the slope gives EU. It is observed that EU decreases from 
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108 meV (T0) to 75 meV (TG10) with increasing Ga incorporation for 

anatase phase, in case of rutile it decreases from 58.59 meV (T0) to 

47.25 meV (TG10)). In most semiconductors, it is observed that 

reduction of EU is related to an increase in optical bandgap [183, 184]. 

In the present study, reduction of EU can be attributed to regularization 

of lattice. Interstitials (Ga
3+

), substitution and oxygen vacancies help 

for such regularization. As a result, width of localized states near band 

edge (band tail) decreases and bandgap increases. 

 

3.4 Summary 

In summary, following major observations are listed from this work: 

1. Samples are in a pure phase of TiO2 (from XRD). 

2. Annealing in the temperature range 450-800
 
C reveals Ga 

doping inhibits onset temperature and (AR) phase transition.  

3. Raman spectra ensure the same results.  

4. Activation energy of phase transition, calculated both from 

XRD and Raman studies, increases with increasing Ga 

concentration. 

5. Considerable lattice expansion is observed for x  0.05 from 

Rietveld refinement of XRD data of both phases. For x > 0.05 

saturation like behavior is observed.  

6. Ga
3+

 interstitials and substitution (Ti
4+

 by Ga
3+

) and oxygen 

vacancies are observed from XPS spectroscopy.  

7. Due to Ga
3+

 interstitials and bigger ionic radius of Ga, lattice 

expands and delays phase transition. 

8. XRD, FESEM and HRTEM studies show Ga incorporation 

hinders the grain growth process for both the phases. Hence, 

the crystallite and particles size decreases.  

9. Bandgap increases from 3.14 eV (T0) to 3.24 eV (TG10) in 

anatase phase. In the rutile phase, it increases from 3.06 eV 

(T0) to 3.09 eV (TG10)). 

10. Urbach energy decreases in anatase phase from 108 meV (T0) 

to 75 meV (TG10). In case of rutile, it decreases from 58.59 eV 
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(T0) to 47.25 meV (TG10). 

Hence, reduction of particle size makes this material important for 

photocatalytic applications due to its enhanced surface area. However, 

due to the large bandgap, the material is applicable for high energy 

light ~UV, only. As only 5% of solar spectrum is UV light, whereas 45 

% is visible light, such materials need modifications. Usage of visible 

light is more beneficial. To overcome from this problem, our 4
th

 

chapter is planned accordingly. 
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Chapter 4 

Effect of V doping on structural phase 

transition, grain growth and optical 

properties of TiO2 

 

4.1 Overview 

In chapter 2, slightly bigger and less charged Ga
3+

 doping in TiO2 was 

discussed. Ga-doping stabilized the anatase phase and increased the 

bandgap of TiO2. Thus, Ga-doped materials can only absorb UV light. 

Therefore, only 5% of the solar spectrum may be absorbed by such 

materials. Hence, a major portion of the solar spectrum belonging to 

visible light ~45% cannot be used by Ga-doped TiO2. This is a great 

disadvantage towards applicability of the materials. 

Vanadium is an important element in tailoring bandgap of TiO2. Effect 

of smaller and higher charged V
5+

 doping on structural phase transition 

(from XRD and Raman spectra), grain growth (from HRTEM and 

FESEM) and optical properties (from DRS) of TiO2 has been 

investigated in this chapter. Results presented in this chapter are 

published in peer-reviewed journals
$
. 

$
 N. Khatun et al. Mater. Sci. Semicon. Proc. 50, (2016) 7-13. 

$
 N. Khatun et al. Ceram. Int. 43(16), (2017) 14128-14134. 

 

4.2 Experimental 

Structural characterization are done using Bruker D2 phaser 

diffractometer. XANES spectra of Ti and V K-edge are recorded at 

scanning EXAFS beamline (BL-9) Indus-2, RRCAT Indore, India. 

Raman spectroscopic measurements are carried out by HORIBA Jobin 

Yvon LabRAM HR using a laser of wavelength 488 nm. 

Morphological investigation is studied by FESEM (Carl Zeiss FESEM 

Supra–55) and TEM (Philips CM12 TEM). DRS measurement is 
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carried out by Bentham TMc300 Monochromator.  

4.3 Results and Discussion 

4.3.1 Structural analysis  

XRD patterns of pure and V doped TiO2 samples heated at 450 ⁰C 

(figure 4.1) matches well with JCPDS card #78-2486 and COD ID-

1010942, which confirms tetragonal anatase phase of TiO2 (space 

group I41/amd) for all the samples with no secondary phase. Also, 

there is no evidence of any peaks corresponding to the rutile phase.  

 

Figure 4.1: XRD patterns of V doped TiO2 samples heated at seven 

different temperatures (450-750 C).  

 

With further heating at higher temperatures, the structure gradually 

changes from anatase to rutile phase. Samples prepared at 750 C are 

in rutile phase and XRD pattern matches well with COD ID- 9009083 

(rutile, space group - P42/mnm). There is no remnant anatase phase in 
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the samples prepared at this temperature. At rutile phase, TV9 sample 

shows a small sign of impurity phase. This is because at higher 

temperature due to thermal instability and less space of rutile phase, 

some amount of V ions comes out from the lattice and forms this 

impurity phase. For that reason, TV9 sample is not used to see phase 

transition behavior.  A mixed phase of anatase and rutile are observed 

for other samples heated at an intermediate temperature between 450-

750 C. Small rutile peaks appear after heating at 500 C for T0 and 

TV1 samples. TV3 and TV6 samples heated at 500 C introduce a 

clear visible rutile phase (figure 4.1). Complete conversion into rutile 

phase happens at 750 C, 700 C, 650 C and 550 C for T0, TV1, 

TV3, and TV6 samples respectively. Hence, V doping promotes the 

phase transition.  

This can be clearly observed from the most intense peaks of anatase 

(101) reflection at 25.34 and rutile (110) at 27.40 (figure 4.2 (a-d)). 

A closer view of these two peaks is shown for all temperatures in the 

regime of 2θ from 24 to 28.5. 

 

Figure 4.2: ((a-d)) Close view of XRD patterns of all samples in 2θ 

range from 24 to 28.5. It shows that phase transition is promoted by 

V incorporation. 

 

We have estimated the rutile phase component in the mixed phases by 

calculating rutile fraction % (fR) using the same Spurr and Mayers 
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equation [159] as discussed in chapter 3. 

The gradual phase change (AR) is observed from the phase diagram. 

It is a function of calcination temperature and V-content (figure 4.3 

(a)). As all processing parameters are invariant, the transformation 

from metastable anatase to stable rutile phase entirely depends on V 

content. 

Activation energy (EA) of phase transition (AR) is calculated by 

using the same Arrhenius equation as discussed in our previous chapter 

(chapter-3). It is calculated by the reciprocal of the slope of linear fits 

of ln(fR) vs 1/T. It is observed that EA decreases drastically with the 

incorporation of V up to TV3. However, for TV6 the rate of decrement 

of EA retarded and shows a nearly saturated behavior (figure 4.3 (b)). 

Activation energy varies from 129 kJ/mol to 7.6 kJ/mol for pure TiO2 

to TV6. Hence, acceleration of transition (AR) and associated huge 

change in activation energy hint at a decrease of lattice constants (also 

unit cell volume) with V incorporation. 

 

Figure 4.3: (a) Fraction of rutile phase with temperature for all V-

doped samples showing promotion of phase transition due to V doping. 

(b) Shows variation of activation energy with V concentration.   

 

Samples in anatase phase, when heated to a higher temperature ( 500 

C) leads to rearrangement of Ti-O bonds as a result unit cell volume 

contracts and phase transformation (AR) occurs. In anatase phase, 

lattice constant a = b (3.785 Å) is smaller and c (9.514 Å) is larger 
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compared to lattice constants of rutile phase (a = b = 4.594 Å and c = 

2.958 Å) [27]. Hence, unit cell volume of anatase phase is larger 

(136.3 Å
3
) compared to rutile phase (62.4 Å

3
). Therefore, (AR) 

phase transition ((AR)) can be explained in terms of change in 

lattice constants and unit cell volume.  

From literature, it was observed that charge and ionic radius of 

elements are very sensitive to change the lattice constant and thereby 

accelerate or delay the AR phase transition [27]. In general, if unit 

cell volume of anatase TiO2 decreases, it promotes the phase transition. 

On the other hand, if unit cell volume of anatase TiO2 increases, it 

delays the phase transition. From XRD data, it is observed that V 

doping promotes the phase transition. Hence it is expected that lattice 

constant decreases due to V incorporation in TiO2. 

 

Figure 4.4: (a) Rietveld refinement of V-doped TiO2 samples heated at 

450 C. (b) Variation of lattice constants and (c) unit cell volume with 

V concentration. 

 

Rietveld refinement of XRD data in pure anatase phase (450 ⁰C) 

reveals that lattice constants a, b and c decrease due to V incorporation 

(figure 4.4 (b)). Hence, the unit cell volume also decreases with 
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increasing V concentration. As the ionic radius of V
5+

 (VI) (0.68Å) 

and V
4+

 (VI) (0.72Å) are smaller compared to Ti
4+

 (VI) (0.74Å) while 

V
3+

 (VI) (0.78Å) is larger, the shrinking of the unit cell volume is 

indicative of the presence of either V
5+

 or V
4+

 rather than V
3+

. These 

decrease of lattice constants and unit cell volume is the reason to 

accelerate the phase transition.  

The decrease of lattice constant hints that V ions occupy the lattice site 

(replace Ti
4+

 ions by V
5+/4+

 ions) of TiO2 lattice. It was also observed 

that the formation energy of anatase TiO2 is low when  V occupies the 

substitutional sites rather than interstitial sites [185].  Theoretically, it 

was proved that V occupies substitutional sites in TiO2 [68, 186, 187] 

and thereby decreases all the lattice constants.  This is because V
4+/5+

 

have smaller ionic radius compared to Ti
4+

.  

An observation of increased strain (figure 4.18 (b)) in the lattice is a 

consequence of lesser dopant ionic radii and therefore lattice 

contraction. 

 

Figure 4.5: (a) Rietveld refinement of V-doped samples heated at 750 

⁰C. (b) Variation of lattice constants with V concentration.  

 

The incorporation of V in TiO2 not only promotes the phase 

transformation to rutile phase but also its concentration has an 

observable effect on rutile structure. A detailed structural study is 

carried out on the rutile phase by Rietveld refinement on samples 
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heated at 750 C (figure 4.5 (a)) using Fullprof suit software. From this 

study, it is observed that the lattice constants decrease with increasing 

doping concentration (figure 4.5 (b)), as a result of which unit cell 

volume also decreased.  As the ionic radius of V
5+ 

and V
4+

 ions are 

smaller than Ti
4+

 ions such contraction is expected.  

It has been observed that metal oxides with lower melting point lower 

than the melting point of TiO2 promotes the phase transformation 

while higher melting point metal oxides inhibit the phase 

transformation [188]. The melting point of V2O5 is around 750 C 

which is lower than the melting point of pure TiO2 (1843 C). Ionic 

radius may also have a role as a determining factor in this regard [189]. 

Both V
4+

(VI) (0.68Å) and V
5+

(VI) (0.72Å) have smaller ionic radius 

than Ti
4+

(VI) (0.745Å). Both the above reasons may cause a lower 

onset and AR temperature due to V incorporation, as we have 

observed. 

 

4.3.2 Raman spectroscopic studies 

Room temperature Raman spectra of samples in pure anatase phase are 

shown in figure 4.6 (a). Tetragonal anatase TiO2 (Space group: 

I41/amd) have two formula units with 6 atoms per primitive unit cell 

[190]. According to factor group analysis, the optical phonon modes of 

anatase TiO2 at Γ point of the Brillouin  Zone can be represented by Γ 

= A1g (R) + 2 B1g (R) + 3 Eg (R) + A2u (IR) + B2u (IR) + 2 Eu (IR), 

whereas there are six Raman active (R)  (A1g, B1g, and Eg) modes and 

three Infrared (IR) active modes (A2u, B2u, and Eu) are present [190, 

191]. Experimentally, these Raman active modes are found at 144 cm
-1

 

(Eg), 197 cm
-1

 (Eg), 399 cm
-1

 (B1g), 513 cm
-1 

(A1g), 519 cm
-1

 (B1g) and 

639 cm
-1

 (Eg) for single crystal anatase TiO2 observed by Ohsaka et al. 

[192]. 
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Figure 4.6: (a) Raman spectrums of samples prepared at 450 C and (b) 

change in Raman shift and FWHM of first Eg mode with V 

concentration (dotted lines are to guide the eye). 

 

In our investigation, it is observed that total five peaks are present 

(three weak peaks at 395 cm
-1

 (B1g), 515 cm
-1

 (A1g+ B1g)  and 640 cm
-1

 

(Eg) and one small peak at 199 cm
-1

(Eg) along with the most intense 

peak at 145 cm
-1 

(Eg)) for all of these sample. The peak positions of the 

Raman spectrum confirmed that it belongs to tetragonal anatase phase 

of TiO2 and these spectral characteristics are similar to the previously 

reported studies [193, 194].  Fang et al. [195] showed that Eg peak 

comes due to O-Ti-O symmetric stretching vibration in TiO2, B1g 

comes due to O-Ti-O symmetric bending vibration and A1g comes due 

to O-Ti-O anti-symmetric bending vibration. 

The comparative observation on the spectrums for pure as well as V-

doped TiO2 shows FWHM of first Eg mode increases and a 

considerable blue shift from 145.52 cm
-1 

(T0) to 151.12 cm
-1

 (TV9) 

(figure 4.6 (b)) is observed with increasing Vanadium concentration.  

One of the possible reasons for observation of a blue shift is due to 

lattice contraction (i.e. due to V-doping) can be explained with the help 

of force constraints and phonon confinement [196, 197]. Here, we need 

to remind that from XRD results that lattice constants and volume 

decrease with increasing V concentration. As lattice constants and 

volume decreases, the interatomic distance decreases leading to an 
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increase in the force constraint which leads an impact to phonon 

confinement. Another reason for the blue shift can be due to increasing 

strain in the unit cell and decreased crystallites size [197]. 

Raman spectra of samples heated at 600 C are shown in figure 4.7.  

For lower doped samples (T0 and TV1), vibrational modes have mixed 

phase of A and R. For higher doped samples (TV3 and TV6), 

vibrational modes are in pure rutile phase. For clear understanding, 

Raman spectra of T0 and TV6 are deconvoluted using Lorentzian 

function (figure 4.8). From these fitting, it is observed that both the 

samples only have vibrational modes corresponding to anatase and 

rutile phase, except one peak at 755 cm
-1

 which is the characteristic 

peak of rutile single crystal. Hence, a similar trend in phase transition 

with Vanadium doping is observed using Raman spectroscopy similar 

to XRD studies.  

 

Figure 4.7:  Raman spectra of samples heated at 600 C. 
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Figure 4.8: (a) and (b) Lorentzian fitting of Raman vibrational modes 

of samples T0 and TV6 prepared at 600 C. 

 

Raman spectra of samples heated at 750 C (figure 4.9) are similar to 

that of rutile TiO2 with a tetragonal structure having space groups of 

P42/mnm (𝐷4ℎ
14) [16, 198]. Rutile TiO2 has two formula unit consisting 

of six atoms per unit cell (two Ti and four O) [26]. From factor group 

analysis rutile has 15 optical modes (1 A1g + 1 A2g + 1 A2u + 1 B1g + 1 

B2g + 2 B1u + 1 Eg + 3 Eu), whereas there are four Raman active modes 

(A1g, B1g, B2g and Eg) [199]. In rutile TiO2, along with four Raman 

active modes one multiphonon mode (M) has been observed which is 

due to second order effect (SOE). Experimentally these modes are 

found at 143 (B1g), 447 (Eg), 612 (A1g), 826 (B2g) and 240 (M) cm
-1

 

[199, 200]. In this study, for pure TiO2, we observe two most intense 

peaks at 444 (Eg) cm
-1

 and 608 (A1g) cm
-1

, two weak peaks at 145 (B1g) 

cm
-1

 and 826 (B2g) cm
-1

 along with one multiphonon mode at 23 7(M) 

cm
-1

.  With increasing V doping concentration these modes become 

broaden and a clear shifting of M and Eg modes has been observed. 

Deconvolution of the spectra for pure TiO2 (figure 4.10 (a)) is 

performed by the Lorentzian fitting which reveals eight individual 

peaks: five rutile modes as discussed above and three extra peaks. 

These three peaks are observed at 201 cm
-1

, 380 cm
-1

 and 692 cm
-1

.  
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Figure 4.9: Raman spectra of samples heated at 750 C. 

 

 

Figure 4.10: (b) and (c) Lorentzian fitting of Raman vibrational modes 

of T0 and TV6 samples prepared at 750 C. 

 

Proto et al. [199] reported that infrared active transverse optical modes 

occur at 183 (Eu) cm
-1

 and 388 cm
-1

 (Eu) for pure TiO2 , which are 

close to the peaks found in our observation at 201 and 380 cm
-1

 

respectively for V doped TiO2 samples. The peak at 692 cm
-1 

 can be 

attributed to be generated by second order process as reported by Xing-
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Yuan et al. [201] in their observation on rutile single crystal. For TV6 

samples (figure 4.10 (b)), five Lorentzian peaks are fitted to describe 

the data satisfactorily. All these peaks correspond to the rutile phase. 

The Raman active modes consist of motion of anion (oxygen) with 

respect to central cation (Ti) either parallel to c axis (Eg) or 

perpendicular to c axis (B1g, A1g, and B2g). B1g vibrational mode is a 

combination of asymmetric bending of O-Ti-O bonds in the (001), 

(110) and (-110) planes. The Eg mode occurs due to asymmetric 

bending of O-Ti-O bonds in the (110) plane, caused by the anti-parallel 

movement of the O atoms across the O-Ti-O bond. A1g mode happens 

due to symmetric stretching of the O-Ti-O bonds of the (110) plane 

caused by oscillation of the O atoms in the adjacent O-Ti-O bonds, in 

the direction opposite to each other [200]. The basic Raman vibrational 

modes of rutile TiO2 are shown figure 4.11. 

 

Figure 4.11: Vibration corresponding to Raman modes of rutile TiO2 

(B1g, Eg and A1g). The red and Navy blue balls denote Oxygen (O) and 

Titanium (Ti) atoms respectively and magenta arrows show the 

direction of vibrations. 

 

The Eg peak exhibits a clear redshift from 444 cm
-1

 (T0) to 398 cm
-1

 

(TV6) with increasing vanadium concentration (figure 4.12 (b)). The 

multiphonon mode (M) observed around 237 cm
-1

 shows a blueshift 

with increasing doping concentration from 237 to 268 cm
-1

 (figure  

4.12 (a)). The multi-phonon scattering is more prominent in bulk 

materials than nanoparticles [202]. The particle size of the samples 

(750 C) observed in SEM and TEM is more than 200 nm which is 

large enough to exhibit bulk-like properties; which justify the 
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occurrence of M mode in present samples. 

 

Figure 4.12: (a) Blue shift of multiphonon mode (M) and (b) redshift 

of Eg mode with increasing V concentration. (c) Variation of FWHM 

of all Raman modes with V concentration. 

 

There are no observable changes in the peak position of B1g and A1g 

Raman modes (figure 4.9). Vanadium doping does not affect the 

position of B1g peak. Based on a detailed analysis with simulation and 

experimental data, Lan et al. [203] explained that B1g mode is 

contributed from quasi-harmonic and explicit anharmonic vibrations 

which are opposite to each other with almost equal magnitude. In 

quasi-anharmonic effect, vibrations are harmonic but frequency 

changes with volume. In our observation, with increasing vanadium 

concentration the unit cell volume decreases which changes the quasi-

harmonic vibration. It is also to be noted that anharmonicity increases 

with increasing doping concentration. The cancellations of quasi-

harmonic and explicit anharmonic vibrations cause no change in B1g 

mode position. The shifting of B2g mode is not clear as the intensity of 

this mode is very low. 

From figure 4.12 (c), it is noted that phonon modes become broad for 

all Raman modes with increasing vanadium concentration. The 

FWHM is increased due to a decreased lifetime of phonon. The 

broadening of phonon modes is more for higher doping compared to 
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pure TiO2 which suggest anharmonicity systematically increased with 

increasing V incorporation.  

 

4.3.3 XANES and EXAFS studies 

The X-ray absorption near edge structure (XANES) analysis is a well-

established technique to know the valence states of the probe elements 

and is strongly affected by the coordination environment of the 

absorbing atom [204]. The atomic environment of samples in pure 

anatase phase (450 C) were studied by XANES focusing on 

vanadium(V) and titanium (Ti) K edges [186]. Calibration of Ti K-

edge and V K-edge has been done using Ti and V foil as a reference.  

 

Figure 4.13: XANES spectra of T0, TV3 and TV9 samples prepared at 

450 C: (a) Ti K-edge and (b) V K-edge. 

 

Figure (4.13 (a)) show Ti K-edge of T0, TV3, and TV9 samples. The 

edges of all samples coincide with each other which show Ti ions are 

mostly in +4 valence states.  In another figure 4.13 (b), it is shown that 

the V K-edge of TV3 and TV9 samples are similar to that of V K-edge 

of V2O5 but not matches with VOSO4. This indicates that the vanadium 

has a 5+ valence state in TV3 and TV9 samples. 

Vittadini et al.[205] reported that V
5+

 is more likely the major surface 

species, where V
4+

 is stable inside balk. From XRD (figure 4.2), it is 
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observed that 101 peak becomes broad which signifies that particles 

size decreases with increasing doping concentration. At later section 

(figure 4.17 and 4.18 (a)), from TEM images and Scherrer equation, it 

is observed that particles are in irregular spherical shape and in nano 

size. With increasing doping concentration, particle size decreases 

which result to increase of the surface area to volume ratio of the 

samples. Hence, at anatase phase, all the vanadium ions are mostly in 

5+ Valence states [68, 188]. For charge compensation may be some 

Ti
4+

 convert to Ti
3+

 or V
5+

 convert to V
4+

 states. 

It was aforementioned that lattice constants decreased due to V doping 

and is expected that V ions substituted the Ti ions and the V ions may 

be in 5+ or 4+ valence states. Hence, from XANES results, it is proved 

that V ions are mostly in 5+ states which results for a decrease of 

lattice constants and thereby promotes the phase transition (AR). 

The normalized XANES spectra of T0, TV3 and TV6 samples in rutile 

phase are shown in figure 4.14 (a) and (b).  It is noted that Ti K-edge 

positions for vanadium containing samples (TV3 and TV6) matches 

well with that of pure TiO2. This confirms that most of Ti ions in 

doped samples are in Ti
4+

 states.  XANES data of commercial V2O5 

and VOSO4 are presented as the references of V
5+

 and V
4+

 

respectively. Quantification of V
5+

 and V
4+

 components in the samples 

is estimated from linear combination fitting (LCF) around the edge 

jumps of the XANES data using Athena software. The V
5+

: V
4+

 ratio is 

estimated to be 67(3):33(3) for TV3 and 45(3):55(3) for TV6 

samples. As Ti is in Ti
4+

 state, such a tendency for V
4+

 state is likely to 

avoid charge imbalance in the lattice. Theoretically, Vittadini et al. 

[205] reported that V
5+

 is more likely a major species at the surface, 

while internally V
4+

 is a more likely state. The surface to volume ratio 

decreases with increasing particle size. In later section (figure 4.20), it 

is observed that particle size increases with vanadium incorporation. 

This may be a vital reason for the change of V
5+

: V
4+

 ratio. 
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Figure 4.14: XANES spectra of T0, TV3 and TV6 samples prepared at 

750 C: (a) Ti K-edge and (b) V K-edge. 

 

Table 4.1: Refinements structural parameters obtained from EXAFS 

fitting of Ti K-edge; N is the coordination number, R is the bond 

distance and σ
2
 is the Debye-Waller factor. The numbers in 

parentheses indicate the uncertainty in best estimates. 

  T0 TV3 

Path N R (Å) σ
2
 (Å

2
) R (Å) σ

2
 (Å

2
) 

O (1
st
/2

nd
)   6 1.968 (7) 0.0092 (5) 1.956 (9) 0.0107 (5) 

Ti (3
rd

) 2 2.780 (4) 0.0075 (7) 2.749 (5) 0.0057 (8) 

O (4
th

) 4 3.626 (6) 0.0085 (4) 3.783 (7) 0.0125 (9) 

O (5
th

) 4 3.775 (7) 0.0073 (5) 3.802 (8) 0.0068 (7) 

Ti (6
th

) 8 3.572 (9) 0.0109 (6) 3.580 (6) 0.0122 (4) 

 

Figure 4.15 shows the EXAFS fitting of T0 and TV3 samples and the 

result are listed in Table 4.1. It is observed from the table that due to V 

incorporation bond length decreases for different paths and disorders 

increases for all coordination number. Such type of change in bond 

distance and disorders signifies that V ions properly substitute Ti ions 

or Ti ions are replaced by V ions in TiO2 lattice. Hence, conclusively, 

V ions substitute Ti ions in TiO2 lattice. 
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Figure 4.15: EXAFS fitting of T0 (a, b) and TV3 (c, d) samples 

prepared at 750 C:  R-dependent Mod(R)and Re(R). 

 

4.3.4 Grain growth, microstructure and morphological analysis 

The surface morphology, microstructure and particle size of anatase 

(450 ⁰C) and rutile phase (750 ⁰C) samples are examined using 

FESEM and HRTEM images. Figure 4.16 (a-c) represents SEM 

images of pure anatase TiO2 nanoparticles. The shape and morphology 

of vanadium substituted samples do not show any drastic difference 

with pure one.  

 

Figure 4.16: FESEM images of pure TiO2 nanoparticle in anatase 

phase (450 C) at different magnification. 

 

The high-resolution SEM images revealed nanoparticles of size ~8-15 

nm (figure 4.16 (c)). These crystallites agglomerate to round spherical 



Chapter 4 

  

102 

 

particles (~50–500 nm). The agglomerated particles further fuse 

together to forms larger agglomerates of range ~1-5 m (figure 4.16 

(a)). As a result, irregular bigger agglomerations, as well as smaller 

spherical agglomerations, are observed. 

The TEM images of T0 and TV9 nanoparticles are shown in figure 

4.17 (a) and (d) for T0 and TV9 respectively show average size of the 

particles are ~11 nm and ~9 nm.  Lattice fringes are observable in 

high-resolution images (figure 4.17 (b) for T0 and (e) for TV9). The 

measured d-space is nearly ~0.35 nm for both the samples which 

corresponds to 101 planes of anatase TiO2. 

 

Figure 4.17: HRTEM images of T0 (a-b) and TV9 (d-e) nanoparticles 

prepared at 450 C. SAED pattern of corresponding samples: (c) T0 

and (f) TV9.  

 

XRD pattern shows that the FWHM of all peaks become broader as V-

concentration increases which indicate a decreasing crystallite size. 

From the most intense reflection peak (101), we calculated the average 

crystallite size using Scherrer formula (figure 4.18 (a)). The average 

crystallite size reduces from 11.5 nm in pure TiO2 to 8.7 nm for TV9. 

The lattice strain calculated from the Williamson-Hall plot (figure 4.18 

(b)) is observed that it increases with increasing V concentration. 
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Figure 4.18: (a) Variation of crystallites size and (b) strain of V doped 

TiO2 samples prepared at 450 C with V concentration. 

 

EDX analysis of anataseTV6 sample shows that chemical composition 

is close to the targeted value and elemental mapping shows, all 

elements are homogeneously distributed.  

 

Figure 4.19: (a) SEM image of TV6 sample (750 C) and (b) EDX 

spectrum of the same sample.  Chemical compositions of the elements 

are shown in the inset of (b). Elemental mapping of O, Ti, and V 

elements are shown in (c-d). 

 

Influence of V doping is also remarkable in rutile particles prepared at 

750 C (figure 4.20). The average particle size observed by SEM for 

pure TiO2 is ~26120 nm and increases with increasing V content. 

Element Weight% Atomic%

O K 45.36 71.37

Ti K 51.51 27.08

V K 3.13 1.55

Totals 100.00

(b)

(c) (d) (e)

(a)

Ti K O K Ga K
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Particles size of V doped TiO2 samples is ~28642 nm, ~661101 nm 

and ~1205200 nm for TV1, TV3 and TV6 respectively.  

 

Figure 4.20: FESEM images of pure T0 (a), TV1 (b), TV3 (c) and TV6 

(d)) samples prepared at 750 C. 

 

750 C is sufficient temperature for rutile phase formation of pure 

TiO2. But the same temperature (750 C) becomes effectively higher 

for the samples with higher V concentration as their rutile phase 

formation completes at lower temperatures (700 C, 650 C and 550 

C for TV1, TV3, and TV6 respectively). The higher effective 

calcination temperature is an obvious reason for larger average particle 

size for higher doping, though the actual calcination temperature is the 

same for all samples. TEM images are also supportive of the particle 

sizes observed by SEM. For pure TiO2, the average particle size 

~24935 nm while for TV1, TV3, and TV6, it is found to be ~28730 

nm, ~635160 nm, and ~1167210 nm respectively. 
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Figure 4.21: TEM images of samples prepared at 750 C ((a) T0, (b) 

TV1, (c) TV3 and TV6 (d)). 

 

4.3.5 Optical properties 

Substitution of V ions in Ti lattice site not only affects phase transition 

and grain growth process but also modifies the optical properties of 

TiO2. Room temperature DRS measurements are carried out on anatase 

(450 C) and rutile (750 C) phase samples. The scattered light is 

collected excluding normally reflected light in a DRS measurement. 

This satisfies the applicability of Kubelka-Munk function given by 

F(R) = (1-R)
2
/2R, where R is reflectance. Bandgap (EG) is calculated 

using Tauc plot: F(R)hʋ = A(hʋ-EG)
n
; where h is Planck's constant, ʋ is 

the frequency of illumination and n is a unitless parameter. The n-

parameter depends on the type of bandgap: n = 1/2 specific for direct 

bandgap, while n = 2 for an indirect bandgap. Anatase TiO2 is an 

indirect bandgap semiconductor while rutile TiO2 is a direct bandgap 

semiconductor [35]. Hence, bandgap is calculated using n = 2 for 

anatase and1/2 for rutile samples. 

In TiO2 the valence band (VB) is composed of p-d hybridization 
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between O 2p states and Ti 3d states which form strong bonding states 

in VB region. The conduction band (CB) is composed of p-d 

hybridization between Ti 3d states with O 2p and Ti 3p states which 

form antibonding states in CB [35]. 

From figure 4.22 (a), it is observed that bandgap of anatase samples 

reduced due to V incorporation. Bandgap reduces from 3.06 eV (pure 

TiO2) to 2.02 eV (TV9) with increasing V concentration. 

 

 

Figure 4.22: (a) DRS spectrum of samples heated at 450 C, (b) 

variation of bandgap and Urbach energy with V concentration. (c, d, e, 

f, and g) shows linear fits of lnF(R) vs hʋ plot (blue circles are original 

data points and red lines are linear fits to data points). 

 

Upon vanadium doping a necessity of charge balance is essential. 

Some V
5+

 transformas to V
4+

 and some Ti
4+

 may also transform to 

Ti
3+

, with that oxygen vacancies also changed. XANES result of 
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anatase reveals V
5+

 ions occupy substitutional sites of TiO2 lattice. 

Such substitution may create new energy levels within the bandgap. As 

a result of the mixing of d-shells of Ti 3d and V 3d, donor levels are 

formed just below the CB [142, 206, 207]. Hence, due to these donor 

levels close to the bottom of the CB, the effective bandgap decreases.  

Structural disorder /distortions create defects in the lattice, which may 

cause electronic defect states inside the bandgap. Such type of defect 

states is responsible for tail (or Urbach tail) formation in absorption 

spectra. The energy associated with this tail is called Urbach energy 

(EU). It is observed that with increasing V concentration Urbach tail 

shifted to lower energy side. EU is calculated from linear fits of 

“lnF(R) vs hʋ” plots just below the absorption edge of DRS data. 

Reciprocal of the slope gives EU [68]. The calculation shows even in 

the pure TiO2, EU is ~219 meV which reflects the presence of defect 

states. With increasing V concentration, EU increases indicating the 

generation of further distortion in TiO2 lattice and for TV9, it is ~486 

meV.  

 

Figure 4.23: (a) DRS spectrum of samples heated at 750 C, (b) 

schematic diagram of bandgap tailoring. (c, d, e, f, and g) Shows linear 

fits of lnF(R) vs hʋ plot (blue circles are original data points and red 

lines are linear fits to data points). (b) Variation of bandgap and 

Urbach energy with V concentration.  
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Similar to anatase phase, absorption edge shifts to lower energy side 

(figure 4.23 (a)) in rutile phase. Bandgap decreases from 3.04 eV (T0) 

to 1.76 eV (TV6). With the help of DFT calculation using cluster 

model, Choi et al.[208] reported that bandgap of V substituted TiO2 is 

narrower than the pure one and band gap changes with valence state of 

vanadium (Eg(V
5+

)> Eg(V
4+

)). It is interestingly noticed that for V
4+

 

substitution donor levels occupy a much deeper position compared to 

V
5+

 substitution. From XANES results, it is observed that 

concentration of V
4+

 species increases with increasing doping 

concentration: for TV3 and TV6 samples the percentage of valence 

states V
5+

: V
4+

 are 67(3):33(3) and 45(3):55(3) respectively. With 

this analogy, a schematic diagram (figure 4.23 (b)) is drawn to explain 

how the vanadium ions are responsible for decrease of the effective 

band gap. EU also increases in rutile phase from 34 meV for pure TiO2 

to 188 meV for TV6.  

Pure TiO2 absorbs only UV light. However, V doped samples can 

absorb both UV and visible light as bandgap decreases. Hence these 

samples can absorb a larger range of the solar spectrum. Hence, V 

doping makes TiO2 useful as a photocatalyst and other optoelectronic 

applications under visible light. 

 

4.4 Summary 

In summary, achievements of this chapter are listed below: 

1. Samples are in a pure phase of TiO2 as observed from both 

XRD and Raman Spectra.  

2. Acceleration of phase transition by V doping is observed from 

the same measurement. 

3. Activation energy of phase transition decreases with increasing 

V concentration in the samples. 

4. Rietveld refinement of the XRD data reveals lattice contraction 

due to V incorporation for both phases. 
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5. XANES and EXAFS analysis shows that V ions are properly 

substituted Ti ions in TiO2 lattice.  

6. V ions are in V
5+

 valence states in anatase phase whereas in 

rutile both V
4+

 and V
5+

 states are present. The V
4+

 proportion 

increases with doping concentration. 

7. Grain growth is retarded in the anatase phase (observed from 

HRTEM and broadening of 101 peaks of XRD pattern), 

whereas it is accelerated in the rutile phase (observed from 

FESEM and TEM analysis).  

8. Due to formation of donor levels associated with V 

incorporation, bandgap decreases from UV to Visible region 

for both phases. 

9. Urbach energy increases due to increased lattice distortion with 

V incorporation in both phases. 

V incorporation reduces bandgap of TiO2 to the visible light region, 

but anatase phase shows transformation (AR) near temperature 

~450-500 C. In Ga doped TiO2 samples (chapter 3), anatase phase 

becomes stabilized up to ~650 C, but bandgap increases and remains 

in the UV region. Hence in chapter 5, Ga- V co-doping into TiO2 are 

planned to achieve a material which shows stabilized anatase phase 

with reduced bandgap. 
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Chapter 5 

Effect of charge compensated Ga-V 

(1:1) co-doping on structural phase 

transition, grain growth and optical 

properties of TiO2 

 

5.1 Overview 

In chapter 3, it was observed that Ga ion occupy both interstitial and 

substitutional sites in TiO2 lattice. Due to interstitial Ga
3+

 ions, oxygen 

content slightly increases which expand the lattice and thereby inhibits 

phase transition. Anatase phase becomes stable up to a very high 

temperature ~650 C. However, bandgap of both phases increases due 

to Ga incorporation. In chapter 4, it was observed that V doping creates 

donor levels just below the CB, which effectively reduces the bandgap 

of TiO2 to the visible light region. However, due to substitution of 

smaller V ions, lattice contracts and thereby accelerates AR phase 

transition. Hence, our objective to prepare “a modified TiO2 anatase 

sample, which will be stable up to a very high temperature and will 

absorb visible light of solar spectrum” is not yet achieved. From our 

experience of the previous two chapters, we have planned to prepare 

Ga-V co-doped sample in 1:1 ratio which is equivalent to pure TiO2 

matrix from both charge and ionic size perspective with the 

expectation that anatase phase will be stabilized by Ga ions and 

bandgap will be reduced by V ions. In this chapter effect of such 

expected “compensated Ga-V co-doping” on phase transition, grain 

growth process, surface morphology and optical properties of TiO2 are 

presented. 
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5.2 Experimental 

Structural analysis was studied by powder X-ray diffraction (XRD) 

patterns using Bruker D2 phaser diffractometer with Cu-Kα radiation 

(λ=1.5418 Å). Morphology and particle size were investigated using 

high-resolution transmission electron microscope (HRTEM) (JEOL 

JEM-2100 LaB6, accelerating voltage - 200 kV) and field emission 

scanning electron microscopy (Supra55 Zeiss- FESEM). Analysis of 

surface area and pore size distribution of the samples were done by N2 

adsorption-desorption study using an automated gas sorption analyzer 

Quantchrome autosorb iQ2. Diffuse reflectance spectroscopy (DRS) 

measurements were carried out using Agilent cary 60 UV–vis was used 

for DRS measurement to estimate the changes in the bandgap. 

 

5.3 Results and discussion 

5.3.1 Structural analysis 

XRD pattern of Ga-V co-doped samples (T0, TGV2, TGV5, TGV7, 

and TGV10), heated at temperatures ~450 C, 500 C, 550 C, 600 C, 

650 C, and 700 C, are shown in figure 5.1.  

Samples heated at 450 C for 6h matches well with COD ID-9015929 

which is of tetragonal anatase phase of TiO2 having space group 

I41/amd. Hence, all the samples at this temperature are in pure anatase 

phase. There are no traces of any rutile phase at this temperature. Also, 

there is no evidence of any simple or complex metal oxide phases 

related to Ti, Ga, and V. Anatase phase gradually starts to convert to a 

rutile phase with increasing temperature and forms a mixed phase 

(anatase and rutile). With further heating, the entire sample converts 

into rutile phase. 

It was discussed in the previous chapter that pure TiO2 shows small 

appearance of rutile phase at 500 C. In case of co-doped samples 

(figure 5.2), only TGV2 and TGV5 show small appearance of rutile 

phase whereas TGV7 and TGV10 remain in the anatase phase. Further 
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heating the samples at a higher temperature (~550 ⁰C), the intensities 

of rutile peaks become stronger in co-doped samples than pure TiO2.   

At 700 C, all the samples are entirely converted into rutile phase. 

XRD patterns of these samples match well with tetragonal rutile phase 

of TiO2 having space group P42/mnm (COD ID-9009083).  

 

Figure 5.1: XRD patterns of all the Ga-V (1:1) co-doped samples at six 

different temperatures (450-700 C) in the range of 2θ = 20-80. 

 

Same Spurr and Mayers equation as discussed in Chapter 3 is used to 

calculate the rutile phase fraction (fR) present in the mixed phase 

samples (5. 3 (a)).  

At 500 C, only TGV2 and TGV5 show a small proportion of fR while 

there is no presence of fR in TGV7 and TGV10. At higher temperature 
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(550 C), fR increases with increasing doping. TGV10 completely 

transform into rutile phase at ~600 C, although in TGV2, TGV5 and 

TGV7 samples small fraction of anatase phase still present. All the co-

doped samples completely convert into rutile phase at 650 C, while in 

pure TiO2 small fraction of anatase phase is still present as observed in 

the previous chapter. At 700 C, all the samples are completely 

converted into rutile phase. 

From the analysis of XRD pattern of all samples at all temperature, it is 

observed that due to co-doping (Ga: V = 1:1) onset temperature shifted 

to a higher temperature. However, AR (complete conversion) 

temperature shifted to a lower temperature. All processing parameters 

(like heating/cooling rates, environment of calcination, etc.) are kept 

invariant at all temperature; hence such type of change in onset of 

AR temperature completely depends on doping concentration. 

 

Figure 5.2: Zoomed view of XRD patterns of all the samples at six 

different temperatures (450-700 C) in the range of 2θ = 24-28.5. 

 

Activation energy (EA) of phase transition is calculated from ‘fR’ value 

using the same (similar to Chapter 3) Arrhenius equation. EA increases 

for lower doped sample but decreases for higher doped samples (figure 

5.3 (b)). Such type of changes in EA is due to change in onset and 

AR temperature. 
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Figure 5.3: (a) Change in fR with temperature for all the samples and 

(b) change in activation energy with concentration. 

 

Figure (5.4 (a)) shows Rietveld refinement of XRD data of anatase 

phase samples heated at 450 C. Lattice constants and unit cell volume 

both increases nominally with increasing doping concentration. This 

expansion of lattice is responsible for delaying onset temperature in co-

doped sample. In case of only Ga doped sample (Chapter 3), some 

Ga
3+

 ions occupy interstitial sites in the lattice and thereby increases 

oxygen content. This extra oxygen expands the lattice and inhibits 

phase transition. On the other hand, in case of only V doped sample, 

V
5+

 (VI~0.68 Å) ions are smaller than Ti
4+

 (~0.745 Å) and occupy 

lattice sites. This results in lattice contraction, thereby promoting 

AR transition.  

In co-doped (Ga: V = 1:1) sample, it is expected that Ga ions occupy 

both substitutional and interstitial sites and V ions occupy lattice site. 

Thus our initial expectation that a charge compensated system may not 

have any difference than the parent TiO2 seems not to be achieved as 

oxygen content should change. We have observed lattice expansion 

which hints at interstitial Ga incorporation. This may be responsible 

for deviation from our expectations. 
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Figure 5.4: (a) Rietveld refinement of Ga-V (1:1) co-doped samples 

prepared at 450 C and (b-c) change in lattice constants and unit cell 

volume with doping concentration. 

 

Rietveld refinement of samples in rutile phase (figure 5.5 (a)) shows 

decrements of lattice constants as well as unit cell volume with 

increasing doping concentration. In Chapter 3, it was observed that 

lattice nominally expands due to Ga
3+

 ions occupy more interstitials 

sites than substitutional sites. On the other hand, in Chapter 4, unit cell 

volume decreases considerably with increasing V doping 

concentration. V has variable valence states (5+, 4+, 3+ and 2+). When 

V compound is heated at an elevated temperature in an air atmosphere, 

the valence state of V changed, thereby changing the ionic radius. In 

Chapter 4, V ions were found to be in both in V
5+

 and V
4+

 valence 

states in the rutile phase. Hence, in the case of co-doping, one may 

expect similar results. As rutile TiO2 is formed at a higher temperature, 

hence, oxygen vacancies are more in rutile phase than in anatase phase. 

In pure rutile TiO2, some Ti
4+

 is converted into Ti
3+

 [209], whereas in 

anatase phase all the Ti ions are in Ti
4+

 valence state [210]. At higher 

temperatures, V
5+
V

4+
 and Ti

4+
Ti

3+
 conversions take place [148, 

209]. Ti
3+

 and Ga
3+

 are slightly bigger than Ti
4+

 while V
4+

 and V
5+

 are 
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smaller. Hence, oxygen content must change accordingly to maintain 

charge neutrality. All the Lattice constants decrease with increasing 

doping concentration which hints an effect of V modifications and an 

increase of oxygen vacancies in the lattice.  

 

Figure 5.5: (a) Rietveld refinement of Ga-V co-doped samples 

prepared at 700 C and (b-c) change in lattice constants and unit cell 

volume with doping concentration.  

 

5.3.2 XPS analysis 

Rietveld refinement of the XRD data reveals that Ga-V co-doping 

modifies the anatase lattice and nominally expands it. XPS is an 

excellent technique to understand the valence state of elements, its 

nature in the lattice and oxygen content in these samples. Hence, to 

understand the mechanism of lattice expansion of TGV samples, XPS 

measurements have been carried out. XPS spectrums are analyzed 

using XPS peak analyzer 4.1 software. The observed spectra include 

the Ti 2p, Ga 3d, and O 1s feature. The fitted spectra of TGV5 and 

TGV10 samples are displayed in figure 5.6.  

De-convolution of Ti 2p spectra yields four peaks for both the samples 

(figure 5.6 (a-b)), in these four peaks, two for Ti
3+

 and two for Ti
4+
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states. Hence, the samples have a mixed valence state of Ti
4+

 and Ti
3+

 

in both the samples. The peaks of each category are separated due to 

spin-orbit splitting.  For the Ti
4+

 valence state, the binding energies are 

at 459.16 eV and 464.68 eV for TGV5 with spin-orbit splitting of 5.69 

eV, while for TGV10 at 459.35 eV and 465.05 eV with spin-orbit 

splitting of 5.7 eV. Note that the same features for a Ti
3+

 valence state 

are observed at 457.43 eV and 463.08 eV with spin-orbit splitting 5.65 

eV for TGV5, while at 457.50 eV and 463.1 eV with spin-orbit 

splitting 5.6 eV for TGV10. The ratio of the areas of these peaks is 

used to calculate the ratio of Ti
4+

: Ti
3+

 ions (similar to Chapter 3). For 

TG5, Ti
4+

: Ti
3+

 = 74.30: 25.70, whereas in TGV10 this ratio is 55.34: 

44.66. Hence, the proportion of Ti
3+

 ions present in TGV10 is more 

than TGV5. However, note that the entire Ti ions are in Ti
4+

 valence 

state in pure TiO2. Hence, with doping, the presence of Ti
3+

 indicates 

the following: (1) oxygen deficiency, and (2) lattice expansion. The 

first is due to the lesser charge while the second is due to the larger 

size of Ti
3+

 (VI~0.81 Å) than Ti
4+ 

(VI~0.745 Å).  

Similar to  chapter 3, deconvolution of Ga 3d spectrum of the samples 

yield two peaks both belonging to Ga
3+

 valence state (figure 5.6 (c-d)). 

For TGV5, peaks are obtained at 20.26 eV and 22.64 eV, while for 

TGV10 at 20.3 eV and 22.62 eV. The peak at lower binding energy 

corresponds to lattice Ga ion (GaL), i.e. Ga substituting Ti at a lattice 

site. The peak at higher binding energy corresponds to interstitials Ga 

(GaI).  The ratio of GL: GaI (calculated from peak areas) in TGV5 and 

TGV10 samples are 24.50: 75.50 and 25.40: 74.60 respectively. 

Hence, majority of the Ga ions are interstitial in both samples. 

Although percentage of GaI ions are almost same in TGV5 and 

TGV10, the total amount of GaI ions are more in TGV10 than TGV5 

due to higher doping concentration in TGV10. These interstitials 

increase the oxygen content in the lattice.  Therefore, a competition of 

the increasing and decreasing OV is observed due to increased Ti
3+

 and 

GaI. Yet, interestingly, both are responsible for lattice expansion.  
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De-convolution of O 1s spectrum also displays two types of peaks for 

both the samples (figure 5.6 (e-f)). The lower binding energy peak is 

observed at 530.73 eV for TGV5 and at 530.75 eV for TGV10 

corresponding to lattice oxygen (OL) (similar to chapter 3). The higher 

binding energy peak is observed as 532.43 eV for TGV5 and at 

531.75eV for TGV10 corresponding to oxygen vacancies (OV). The 

ratio of OL: OV is found to be 87.50: 12.50 for TGV5 and 87.41: 12.59 

for TGV10. Hence, numbers of OV are almost same in both the 

samples.  

 

Figure 5.6: Fitting of XPS spectra of Ti 2p, Ga 3d and O 1s of TGV5 

and TGV10 samples prepared at 450 C.  

 



Chapter 5 

  

120 

 

Unfortunately, the XPS data of the V-Kedge is weak enough to be 

reported. In a pure V-doped sample (chapter 4), it is found that all the 

V ions are mostly in V
5+

 state. However, in a co-doped sample, V may 

exist in mixed V
4+

/V
5+

 states. In either case V cannot introduce OV due 

to its charge being either equal or higher than Ti
4+

. The sizes of 

V
4+

/V
5+

 (0.72/0.68 Å) are a little lesser than Ti
4+

. Hence, the 

competing factors of volume reduction by V ions or OV and volume 

expansion by GaI, GaL, and Ti
3+

 ultimately leads to nominal volume 

expansion in the modified lattice. 

 

5.3.3 Grain growth and surface morphological analysis 

Crystallite sizes of the samples heated at 450C are calculated from 

XRD peak broadening using Scherrer formula (figure 5.7 (a)). For pure 

TiO2, particles size is ~17.9 nm whereas with increasing doping 

concentration crystallite size reduces to ~12.5 nm for TGV10. 

Williamson hall equation is used to calculate strain present in the 

samples (figure 5.7 (b)). Note that strain increases with increasing 

doping concentration. This increasing strain hinders grain growth 

process in anatase phase.  

 

Figure 5.7: (a) Variation of crystallites size and (b) strain with doping 

concentration of samples prepared at 450 C. 
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HRTEM images reveal irregular spherical shaped particles for T0 and 

TGV5 samples (figure 5.8). Particle size reduces from ~15 nm for pure 

TiO2 to ~9 nm for TGV5. This result is consistent with crystallite size 

calculated from Scherrer equation. d-spacing of lattice fringes 

(d101~0.35Å for T0 and TGV5) also confirmed that both the samples 

are in anatase phase. The SAED patterns reveal defined clear rings 

which correspond to polycrystalline anatase nanoparticles. Clarity of 

the rings reflects proper crystalline nature.  

 

Figure 5.8: HRTEM images of T0 ((a) and (c)) and TGV5 ((b) and (d)) 

samples. Inset shows the SEAD pattern of the corresponding sample.  

 

Particle shape changes from irregularly spherical to rod-like structures 

in rutile phase samples. Particle sizes of the samples are calculated 

from Image J software. For pure TiO2, particles size is ~ 210 nm. For 

Ga-V co-doped samples, length and width of the rod are calculated. 

These are provided in Table 5.2.         

101

101

5 nm 5 nm

5 1/nm
5 1/nm

(a) (b)

(c) (d)

T0 TGV5

TGV5T0
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Figure 5.9: FESEM images of the samples prepared at 700 C: (a) T0, 

(b) TGV2, (c) TGV5, (d) TGV7, and (e) TGV10. 

 

Table 5.1: Particles size of the samples prepared at 700 C. 

Samples Diameter Length 

T0 210 nm --- 

TGV2 180-220 nm 350-600 nm 

TGV5 200-400 nm 600 nm -1.5  m 

TGV7 300-600 nm 1-2.5  m 

TGV10 500 nm  -1  m 1.5-6  m 

 

TGV2

400 nm

(a)

400 nm

(c)

1 m

(d)

2 m

(e)

1 m

(b)T0 TGV2

TGV7TGV5

TGV10
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Length and diameter of the samples increase with increasing doping 

concentration. Ga doping retards grain growth process (Chapter 3), 

while V doping promotes (Chapter 4). Hence, V incorporation may be 

responsible for grain growth in co-doped samples.   

EDX analysis ensures that the chemical composition of TGV10 sample 

is close to targeted value. Elemental mapping confirms the 

homogeneous distribution of Ga, Ti, and V in the samples. 

 

Figure 5.10: EDX and elemental mapping of TGV10 sample prepared 

at 700 C. 

 

5.3.4 Surface area and pore size studies 

To calculate the surface area of the anatase nanoparticles, Brunauer–

Emmett–Teller (BET) measurements are carried out on the 450 C  

heated anatase samples. Nitrogen adsorption/desorption isotherms of 

Element Weight% Atomic%

O K 30.41 57.10

Ti K 62.87 39.43

V K 3.58 2.11

Ga K 3.13 1.35

TGV10

Ti K O K

Ga K V K

(a) (b)

(c) (d)

(e) (f)
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the samples are shown in figure 5.11 (a-e). 

 

Figure 5.11: (a-e) Nitrogen adsorption/desorption isotherms of the 

samples prepared at 450 C and (f-j) pore size distribution curve on 

desorption isotherm (using BJH method) of the samples. 

 

According to IUPAC classification, isotherms are of type IV. The 

hysteresis loops are of typical H2(a) type [143].  BET surface area 

increases with increasing doping concentration (from 4.55 m
2
/g (T0) to 

59.62 m
2
/g (TGV10)). Size and morphology of nanoparticle determine 

the surface area of the nanoparticle. From TEM analysis, it is observed 

that particles size decreases with increasing Ga-V incorporation. 

Smaller the size, larger is the surface area. Hence, the increase of 

surface area with increasing doping concentration is in good agreement 

with particles size obtained from TEM. Figure 5.11 (f-j) shown the 

pore size distribution of the nanoparticles. Pore size distribution of the 

samples is calculated from Barrett-Joyner Halenda (BJH) method on 

desorption isotherm. Analysis of pore size distribution shows that pore 

size of all the samples is less than 4 nm. From the value of pore size, it 

can be concluded that all the samples are mesoporous type [143]. The 

mesoporous nature and high surface area may provide a large number 

of active sites for photocatalytic activity (PCA) of co-doped samples.       
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5.3.5 Optical properties 

Charge compensated Ga-V co-doping not only affects phase transition 

and grain growth process but also influences the optical properties of 

TiO2. Absorption edges and bandgap of the samples are investigated 

by using DRS measurements. Bandgap of anatase samples (heated at 

450 C) is calculated from (F(R)hʋ)
1/2

 vs hʋ plot at (F(R)hʋ)
1/2

 = 0. In 

case of rutile samples, bandgap is calculated from (F(R)hʋ)
2
 vs hʋ plot 

at (F(R)hʋ)
2
=0.  

  

Figure 5.12: (a) DRS spectrum of all the samples prepared at 450 C, 

(b) variation of bandgap and Urbach energy with Ga-V doping 

concentration. (c, d, e, f, and g) shows linear fits of lnF(R) vs hʋ plot 

(violet circles are original data points and pink lines are linear fits to 

data points). 
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It is observed that bandgap decreases from 3.16 eV (T0) to 2.19 eV 

(TGV10) in anatase phase (figure 5.12 (b)), whereas in rutile (figure 

5.13 (b)) phase bandgap decreases from 3.08 eV (T0) to 2.19 eV 

(TGV10).  

 

Figure 5.13: (a) DRS spectrum of all the samples prepared at 700 C, 

(b) variation of bandgap and Urbach energy with Ga-V doping 

concentration. (c, d, e, f, and g) shows linear fits of lnF(R) vs hʋ plot 

(violet circles are original data points and pink lines are linear fits to 

data points).   

 

From XPS, it is observed that due to such type of co-doping 

(Ga:V=1:1), some Ti
4+

 ions transform to Ti
3+

. Ga ions occupy both 

interstitial and lattice sites with majority as interstitials. Oxygen 
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content also changed in the system. These changes result in structural 

modifications of the lattice. Changes in bandgap and band edges may 

follow due to the fact that electronic band properties are strongly co-

related with crystal structure. Hence, a drastic reduction of bandgap is 

observed with minimal addition of Ga-V followed by further reduction 

with higher doping.   

Due to Ga incorporation, a nominal increase of bandgap of TiO2 is 

observed in Chapter 3. On the other hand, V doping creates donor 

levels just below the conduction band which thereby drastically 

reduces the effective bandgap of TiO2 to the visible light region 

(Chapter 4). 

Here, in Ga-V (1:1) co-doped TiO2 sample, it is found that bandgap 

decreases with increase of co-doping concentration in both phases. As 

the effect of Ga is nominal compared to V, this reduction of bandgap is 

mainly due to V doping in TiO2.  

Due to structural distortion in the lattice, localized energy states are 

formed within the forbidden bandgap. These localized states also affect 

the bandgap of TiO2. Urbach energy (EU) is a measure of energy due to 

structural distortion in the lattice. EU is calculated from linear fits of 

“lnF(R)-hʋ” plots just below the absorption edge of DRS data. 

Reciprocal of the slope gives EU [68]. In anatase phase, EU increases 

from 139 meV (T0) to 412 meV (TGV10) (figure 5.12 (b)). For rutile 

phase; EU increases from 56 meV (T0) to 398 meV (TGV10) (figure 

5.13 (b)).  This increase of EU is also responsible to reduce the 

bandgap of TiO2. 

 

5.4 Summary 

Summaries of this chapter are mentioned below 

1. XRD patterns show that all the samples are in a pure phase of 

TiO2. 

2.  Due to Ga-V (1:1) co-doping, onset temperature shifted to a 

higher temperature region, whereas complete conversion 
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(AR) temperature shifted to lower temperature region as 

compared to pure TiO2. 

3. Activation energy increases first and then decreases with 

increasing doping concentration. 

4.  Rietveld refinement reveals that lattice expands nominally in 

anatase phase whereas contract in rutile phase.  

5. Ti ions have both Ti
4+

 and Ti
3+

 valence states in co-doped 

sample. All the Ga ions are in 3+ valence state and occupy both 

lattice and interstitial sites in the lattice.  

6. Grain growth process hinders in anatase phase whereas 

enhanced in rutile phase with increasing doping concentration. 

7. Surface area increases with increasing doping concentration. 

8. Bandgap decreases to the visible light region in both the phases 

and Urbach energy increases with increasing doping 

concentration.  

Above results indicate that the co-doped samples can be used as a good 

candidate for photocatalytic application in presence of visible light, but 

anatase phase is not stable up to a very high temperature. Hence, 

chapter 6 is planned, to keep in mind to prepare samples which will 

absorb visible light and anatase phase become stable to up to a very 

high temperature.   



  

 

 

Chapter 6 

Effect of charge uncompensated Ga-V 

(4:1) co-doping on grain growth, 

structural phase transition and optical 

properties of TiO2 

 

6.1 Overview 

In chapter 3, it was observed that Ga ion occupy both interstitial and 

substitutional sites in TiO2 lattice. Due to interstitial Ga
3+

 ions, oxygen 

content increases which expand the lattice and thereby inhibits phase 

transition. Anatase phase becomes stable up to a very high temperature 

~650 C. However, bandgap of both phases increases due to Ga 

incorporation. In chapter 4, it was observed that V doping creates 

donor levels just below the CB, which effectively reduces the bandgap 

of TiO2 to visible light region. However, due to substitution of smaller 

V ions, lattice contracts and thereby accelerates AR phase transition. 

Our attempt to achieve “a modified TiO2 anatase sample, which will be 

stable up to a very high temperature and will absorb visible light of 

solar spectrum” was tried with a charge compensated Ga-V (1:1) co-

doping in Chapter 5. It was observed that bandgap reduces to visible 

light region but phase transition happens at a lower temperature (~ 

450-500 C). Hence, in this work uncompensated Ga-V (4:1) co-

doping has been chosen to fulfill both the criteria (reduced bandgap 

anatase phase sample which can sustain its phase up to very high 

temperature). Effect of uncompensated Ga-V co-doping on structural 

phase transition, grain growth process and optical properties of TiO2 

has been discussed. Results presented in this chapter are published in 

peer-reviewed journals
$
. 

$
 N. Khatun et al. Cream. Inter. 44 (18) (2018) 22445-22455. 
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6.2 Experimental 

Structural analysis was studied by powder X-ray diffraction (XRD) 

patterns using Bruker D2 phaser diffractometer with Cu-Kα radiation 

(λ=1.5418 Å). Morphology and particle size were investigated using 

high-resolution transmission electron microscope (HRTEM) (JEOL 

JEM-2100 LaB6, accelerating voltage - 200 kV) and field emission 

scanning electron microscopy (Supra55 Zeiss- FESEM). Analysis of 

surface area and pore size distribution of the samples were done by N2 

adsorption-desorption study using an automated gas sorption analyzer 

Quantchrome autosorb iQ2.  Diffuse reflectance spectroscopy (DRS) 

measurements were carried out using Bentham TMc300 

Monochromator to estimate the changes in the bandgap. 

 

6.3 Results and Discussion 

6.3.1 Structural Analysis 

XRD pattern for all samples (T0, TGV1, TGV3, and TGV4), heated at 

temperatures ~450 C, 500 C, 550 C, 600 C, 650 C, 700 C, 750 

C, and 800 C, are shown in figure 6.1. XRD pattern for all samples 

heated at 450 ⁰C for 6h (figure 6.1 (a)) matches well with COD ID-

9015929 which is of tetragonal anatase phase of TiO2 having space 

group I41/amd. Hence, all the samples are in pure anatase phase. There 

are no traces of any rutile phase at this temperature. Also, there is no 

evidence of any simple or complex metal oxide phases related to Ti, 

Ga, and V. With increasing temperature the anatase phase of the 

samples gradually starts to convert to a rutile phase and forms a mixed 

phase.  Further heating at a higher temperature (~800 ⁰C), all the TGV 

samples are converted into an entire rutile phase. XRD patterns of Ga-

V co-doped samples (800 ⁰C), matches well with COD ID-9009083 

which is of tetragonal rutile phase of TiO2 having space group 

P42/mnm. The samples heat treated between 450-800 ⁰C shows mixed 

phase of anatase and rutile.  
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Figure 6.1: XRD patterns of all the samples prepared at eight different 

temperatures (450-800 C) in the range of 2θ = 20-80. 

 

For pure TiO2 (T0), AR phase transformation starts in between 

~450-500 C. Phase transition at this particular temperature happens 

due to the choice of specific reagents (ethylene glycol and citric acid) 

[96] used in this method. Complete transformation into the rutile phase 

is observed at ~750 C. In case of co-doped (Ga-V) samples, no trace 

of the rutile phase has been detected below ~550 C. For TGV1 and 

TGV3, AR phase transition starts ~550-600 C. For TGV4, AR 

phase transition starts at ~650-700 C.  A complete conversion into the 

rutile phase happens at ~800 C. It is observed from the XRD patterns 

that the appearance of the rutile phase and complete conversion into 

the rutile phase both are shifted to higher temperature with increasing 

doping concentration. Hence, Ga and V co-doping into TiO2 inhibits 
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the phase transition or stabilize the anatase phase to a higher 

temperature (for TGV1 and TGV3 up to ~550 C while for TGV4 up 

to ~650 C). 

Vigilant investigation on XRD patterns of the samples at rutile phase 

(800 ⁰C) shows small appearance of -Ga2O3 phase for TGV3 and 

TGV4 samples (figure 6.2) which matches with COD ID-2004987 (-

Ga2O3). However, in the anatase phase, such type of impurity has not 

been detected. Anatase phase has some inherent empty space inside 

crystal structure [30]. Therefore Ga and V easily incorporated into 

TiO2 lattice and occupy the position of interstitials and substitutional 

sites. Density () of rutile phase (4.25 gm/cm
3
) is higher than anatase 

(3.89 gm/cm
3
) [27]. Hence, rutile phase has less empty space 

compared to anatase phase. As Ga
3+

 (0.76Å) ion has slightly bigger 

ionic radius compared to both Ti
4+

 (0.745Å) and V
5+/4+

 (0.68Å/0.72Å), 

therefore at higher temperature due to thermal instability and less 

space, Ga
3+

 ions move out from TiO2 lattice and segregate on the 

surface of the particles. These Ga ions at higher temperature react with 

environment oxygen and form -Ga2O3 which are highly dispersed on 

the surface of particles. -Ga2O3 is a stable crystalline form of gallium 

oxide at a higher temperature (650 C)[170]. 

  

Figure 6.2: XRD pattern of samples heated at 800 C in the range 2θ = 

26-40. 
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 Rutile phase fraction (fR) in the mixed phases is estimated at different 

temperatures using Spurr and Mayers equation [159]. Temperature 

dependence of fR (figure 6.3) for co-doped samples ensures an 

inhibition of phase transformation with increasing doping 

concentration. All processing parameters (like heating/cooling rates, 

environment of calcination, etc.) are kept constant. Hence, this 

inhibition of phase transformation entirely depends on concentration of 

Ga and V co-doping.  

 

Figure 6.3: XRD patterns of all the samples prepared at eight different 

temperatures (~450-800 C) in the range of 2θ = 24.5-28. (e) Fraction 

of rutile phase (fR) at a different temperature. 

 

 In general, oxygen vacancy results in lattice contraction and promotes 

AR phase transition. On the other hand, interstitials expand the 

lattice and thereby inhibits the phase transition [33]. Ga ion has slightly 

bigger ionic (VI-0.76 Å) radius and lesser charge +3 compared to Ti
4+

 

(VI-0.745 Å), while V has variable charge states (3+,4+,5+) with ionic 

radius (V
3+

 (VI-0.78 Å), V
4+

 (VI-0.72 Å), and V
5+

 (VI-0.68 Å)). From 

literature, it was observed that charge states and ionic radius are very 

sensitive to accelerate and delay the AR phase transition [27]. Ga 

and V ions have different charge states. Total charge compensation can 

only happen if amount of Ga and V are equal and the entire V-

population is in V
5+

 state. Ga: V ratio in all the samples is 4:1. Hence, 

for charge compensation, it either creates oxygen vacancies or form 

interstitials. As discussed above, interstitials are responsible for 
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inhibition of phase transitions and XRD results show inhibition of 

phase transition due to co-doping. This hints that the effect of 

interstitials is more prominent compared to oxygen vacancies. 

Activation energy (EA) is the minimum energy required to overcome 

the energy barrier for AR phase transition between the two phases. It 

was also observed from literature[161] that EA decreases due to oxygen 

vacancies whereas interstitials are responsible for the increase of EA. 

EA is calculated using Arrhenius equation: 𝑙𝑛(𝑓𝑅) = - 
𝐸𝐴

𝑅𝑇
; where, 𝑓𝑅 is 

the fraction of rutile phase present in a sample, R is universal gas 

constant and T is the temperature in Kelvin. Linear fits of ln(fR) vs 1/T 

gives EA (figure 6.4 (a, b, c, and d)). It is observed that there is a drastic 

increase in EA from pure TiO2 (120 kJ/mol) to TGV3 (243 kJ/mol). For 

TGV4, EA decreases slightly (240 kJ/mol) from TGV3 but remains 

higher compared to T0 and TGV1. This increasing trend of EA (figure 

6.4 (e)) support that the effect of interstitials is more prominent than 

oxygen vacancies which expands the lattice in Ga-V co-doped 

samples. This expansion of lattice results in inhibition of phase 

transition and is consistent with XRD results. 

 

 

Figure 6.4: Fits of ln(fR) vs 1/T ((a): T0; (b): TGV1; (c): TGV3 and (d): 

TGV4). (e) Variation of activation energy with doping concentration 

(solid line is just a guide to the eye). 

Samples in anatase phase, when heated to a higher temperature ( 500 

C) leads to rearrangement of Ti-O bonds as a result unit cell volume 
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contracts and phase transformation (AR) occurs. In anatase phase, 

lattice constant a = b (3.785 Å) is smaller and c (9.514 Å) is larger 

compared to lattice constants of rutile phase (a = b = 4.594 Å and c = 

2.958 Å) [27]. Hence, unit cell volume of anatase phase is larger 

(136.3 Å
3
) compared to rutile phase (62.4 Å

3
). For phase transition, 

lattice constant a always increase and c decrease. Hence, this delay of 

phase transition can be explained in terms of change in lattice 

constants.  

Figure 6.5 (a) shows the Rietveld refinement of TGV samples in pure 

anatase phase (450 C). It is observed that all the three lattice constants 

increase with increasing doping concentration (figure 6.5 (b)). Unit cell 

volume also follows a similar trend as observed in lattice constants 

(figure 6.5 (c)).  

 

Figure 6.5: (a) Rietveld refinement of Ga-V (4:1) co-doped samples 

prepared at 450 C. (b) Change of lattice constants, and (c) unit cell 

volume with Ga-V doping concentration. 

 

Cr
3+

 has a comparable ionic radius (0.755 Å) as Ga
3+

 and has same 

charge state. Zhu et al. [211] from their DFT calculation showed that 

anatase phase formation energy is low when Cr
3+

 occupies interstitials 

sites than substitutional sites. With increasing doping concentration, 
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Cr
3+

 going from interstitial to substitutional sites was observed to vary.  

Hence, Ga
3+

 ions too may have the same tendency to go more into 

interstitial sites than substitutional sites. Banerjee et al.[153] 

experimentally showed that Ga
3+

 ions occupy more interstitial sites 

than substitutional sites in TiO2. These interstitial sites are responsible 

for the expansion of lattice and inhibit the phase transition. Depero et 

al.[212] experimentally proved that Ga doping inhibits phase 

transition. It was also observed that formation energy of anatase TiO2 

is low when  V occupies the substitutional sites rather than interstitial 

sites [185].  Hence, theoretically and experimentally it was proved that 

V occupies substitutional sites in TiO2 [68, 186, 187] and thereby 

decrease all the three lattice constants.  This is because V
4+/5+

 have 

smaller ionic radius compared to Ti
4+

. Vittadini et al.[205] reported 

that V
5+

 is more likely the major surface species where V
4+

 is stable 

inside balk. From TEM results, it was observed that particles are in 

spherical shape and in nano size (discussed later). With increasing 

doping concentration, particles size decreases which results to increase 

the surface area to volume ratio of the samples. BET measurement 

shows surface area increases with increasing doping concentration 

(table 6.1). Hence, at anatase phase, all the vanadium ions are mostly 

in 5+ oxidation states [68, 188]. Hence, contraction of lattice constants 

and thereby unit cell volume by V incorporation promoted the AR 

phase transition [148]. In chapter 5, it was observed that Ga ions 

occupy both interstitial and substitutional sites. Hence, in all the co-

doped samples as Ga content is more compared to V (Ga:V=4:1), the 

effect of Ga interstitials play a significant role over V substitution and 

oxygen vacancies which expands the lattice. Rietveld refinement on 

anatase phase shows this expansion of lattice and results in inhibition 

of phase transition.    

From Rietveld refinement on rutile phase (800 ⁰C), it is observed that 

lattice constants a and b increase with increasing doping concentration. 

However, lattice constant c nominally increases for TGV1 and 

thereafter decreases rapidly for TGV3 and TGV4 (6.7 (a)). Unit cell 
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volume also increases for TGV1 and thereafter decreases (for TGV3 

and TGV4) (6.7 (b)). As mentioned above that for TGV3 and TGV4, 

due to thermal instability and less space, few Ga ions move out from 

lattice structure.  Hence, relative percentage of V
4+/5+

 ions compared to 

Ga
3+

 ions increases from targeted values (4:1). In rutile phase, due to 

higher temperature (800 ⁰C), particles size increases for all TGV 

samples and with increasing doping content  and grain growth process 

enhanced (discussed later at figure 6.12). Hence, surface area to 

volume ratio decreases which results to increase in V
4+

 species in the 

samples as discussed above that V
4+

 is more likely stable into the bulk. 

 

Figure 6.6: Rietveld refinement of Ga-V (4:1) co-doped samples 

prepared at 800 C.   
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Figure 6.7: (a) Change of lattice constants and (b) unit cell volume 

with Ga-V (4:1) doping concentration. 

 

In chapter 4, it was observed that V ions are in mixed valence states of 

V
5+

/V
4+

 and with increasing doping concentration presence of V
4+

 ions 

increases. In rutile phase, both the V
5+

 and V
4+

 ions occupy the 

substitutional sites in TiO2 lattice. V
5+/4+

 ions have smaller ionic radius 

compared to Ti
4+

 and Ga
3+

 which results in a decrease of lattice 

constants c as well as unit cell volume. Ga
3+

 ions occupy more 

interstitials sites than substitutional sites in TiO2 discussed above. At 

lower doping (TGV1), as all the Ga ions are inside the crystal structure 

and due to significant role of this Ga
3+

 interstitials unit cell volume 

increased. However at higher doping (TGV3 and TGV4), due to 

substitutional V
4+/5+

 ions and oxygen vacancies unit cell volume 

decreased.  

 

6.3.2 Particle size, microstructure, and morphological analysis 

HRTEM is a very powerful tool to investigate a particle in a very small 

range (~1-2 nm). It gives crystallographic information and clear 

morphology of the nanoparticles. Figure 6.8 (a and c) shows the TEM 

images of T0 and TGV3 samples. Almost spherical shape particles are 
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observed for both the samples. Particles size of both the sample has 

been calculated using Image J software. Histogram of T0 and TGV3 

sample (inset of figure 6.8 (a) and (c)) shows average particles size are 

in the range of ~12-15 nm and ~8-10 nm respectively. It is observed 

that particle size reduces due to co-doping. In V doped TiO2, it was 

observed that crystallite size reduced with doping [186, 188]. Ga 

doping also reduces crystallites size [170, 179]. Hence, a combination 

of V and Ga co-doping is supposed to reduce crystallite size. TEM 

results confirm the same. In most cases, strain increases upon doping 

of foreign elements into TiO2 and this strain hinders the grain growth 

process of nanoparticles.  

 

Figure 6.8: (a) TEM images of T0 and (c) TGV3 samples prepared at 

450 C. Inset shows the histogram of particles size distribution of 

corresponding samples. (b and d) HRTEM images of T0 and TGV3 

and insets show SAED pattern of corresponding samples. 

 

From HRTEM images, it is observed that d-spacing of lattice fringes of 

both the samples are ~0.35 nm which corresponds to 101 planes of 
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anatase TiO2 (figure 6.8 (b: T0 and d:TGV3). Clarity of the fringes 

signifies that both the samples are well crystalline. Such a good 

crystallinity at a low temperature ~450 C, is possible due to proper 

choice of specific reagents (ethylene glycol and citric acid) [94, 96] 

used in this synthesis methods. The ring-like SAED patterns (inset of 

figure 6.8 (b: T0 and d: TGV3) reveals the polycrystalline nature and 

confirms anatase phase of TiO2 of both the samples. 

To investigate the effect of Ga and V co-doping on grain growth 

process, crystallite sizes (at 450 C) is calculated using the Scherrer 

equation. It is observed that crystallites size decreases from 18.1 (pure 

TiO2) nm to 8.8 nm (TGV4) by Ga-V incorporation (figure 6.9 (e)). 

Hence, co-doping restrains the grain growth process of anatase 

nanoparticles which is consistent with TEM results. In most metal 

oxides this restrains grain growth is due to increasing strain in the 

nanoparticles.  

 

Figure 6.9: Linear fits of cos(θ) vs 4sin(θ) of Ga-V (4:1) co-doped 

samples prepared at 450 C. (e) Change of strain and crystallites size 

with doping concentration. 

 

Such increase of strain in lattice due to Ga-V co-doping has been 

verified by the shape and peak positions of the pure samples (450 C). 

Usually, crystallites in polycrystalline aggregates are in a state of 

compression or tension by its neighboring crystallites which produce 

uniform or non-uniform strain in the lattice. 
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Figure 6.10: XRD patterns of samples prepared at 450 C in the range 

2θ = 22-28. 

 

From the literature, it was observed that shifting of diffraction peak 

creates uniform strain whereas peak broadening without changing peak 

position creates non-uniform strain [153]. Careful inspection reveals 

that the 101 peaks become broad but the position remains almost the 

same of the samples (figure 6.10). Hence, incorporation of Ga
 
and V at 

lattice sites as well as in interstitial sites may be responsible for such 

nonuniform stain. Williamson Hall plot is used to calculate quantitative 

changes in strain due to Ga-V co-doping. Slope of linear fits of cos() 

vs 4sin()  gives strain; where  is the FWHM of corresponding peaks.  

It is observed that strain increases with doping concentration (figure 

6.9 (e)). This increasing strain due to Ga-V incorporation retards the 

grain growth process of anatase nanoparticle.  

Figure 6.11 shows the FESEM images of the rutile phase samples (800 

⁰C). Oliver et al. [213], from their DFT calculations on rutile phase, 

reported that (110) surface has the lowest surface energy (1.78 J/m
2
), 

whereas (100) surface perpendicular to (110) surface has highest 

surface energy (2.08 J/m
2
). During crystal growth, the low energy 

surface (110) grows fastest and high energy surface (100) tend to 
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decrease its surface area to minimize the total energy per crystal [214]. 

As mentioned above, particles are almost in spherical shape of anatase 

samples (450 ⁰C). With increasing temperature anatase phase is 

converted into mixed phase and with further heating transform into an 

entire rutile phase. Similarly, particle shape and size also changed with 

temperature. With increasing temperature spherical anatase crystals 

enlarge its size and become elongate spherical to rod-like structure.  

 

Figure 6.11: FESEM images of the samples prepared at 800 C: (a) T0, 

(b) TGV1, (c) TGV3, and (d) TGV4. 

 

For pure TiO2 (T0), particles are in irregular spherical shape or 

distorted rod-like structure and average particles size is ~200 nm 

(calculated using Image J software). From these images (all the images 

are in the same magnification), it clearly observed that particles have 

prominent rod-like structure and grain growth process enhanced with 

increasing doping concentration. It was observed that Ga doping 
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restrains the rutile grain growth process [212]. Whereas in chapter 4, it 

was observed that V enhanced the grain growth process. Effect of 

vanadium is more sensitive for grain growth process of rutile particle 

than gallium. Hence, the faster grain growth process in co-doped 

samples is mainly due to the effect of vanadium. According to the 

nature of surface edges and area at par with reported literature, 110 

surfaces are the most prominent surfaces of rutile particles [213, 215, 

216]. Some portions of FESEM images of TGV samples have been 

zoomed to show these surfaces. For T0 samples, the zoomed view is 

shown in the inset of figure 6.11 (a). The zoomed views of the co-

doped samples are shown as ② (TGV1), ③ (TGV3), and ④ (TGV4). 

 

Figure 6.12: (a) and (c) Show TEM images of TGV1 sample prepared 

at 800 C and inset show the corresponding SAED patterns. HRTEM 

images (b) and (d) show lattice fringes of the particles. 
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TEM images of TGV1 sample heated at 800 ⁰C are shown in figure 

6.12 ((a) and (c)). SAED patterns of the particle are shown as insets of 

corresponding images and it belongs to the rutile phase of TiO2. The d-

spacing of HRTEM images are also belonging to the same 

crystallographic planes (particle #1, d110~0.33 nm and d101~0.25nm 

(figure 6.12 (b)) while in particle #2, d110~0.33 nm and d001~0.29 nm 

(figure 6.12 (d))). From these images, it is observed that 110 facets are 

the major surface of the particles. The size of the particles seems to be 

in the range of ~100 nm and beyond. This is smaller than the average 

size obtained from FESEM studies. A possible reason may be the 

sample preparation process for TEM measurements. Disperse solution 

of samples are prepared in ethyl alcohol and a droplet is dropped on 

TEM grids and dried. In most cases, only the lighter and smaller 

particles get selected in this process.    

 

6.3.3 Surface area and pore size studies 

Nitrogen adsorption/desorption isotherms (figure 6.13) of all the 

samples display type IV isotherms according to IUPAC classification.  

Hysteresis loop of the isotherms is of typical H2(a) type [143]. BET 

surface area increases from 4.55 m
2
/g (T0) to 96.53 m

2
/g (TGV4). 

Surface area depends on the size and morphology of nanoparticles. 

Smaller the size, larger is the surface area of nanoparticles. This 

increase of surface area is the result of reduced crystallites size by Ga-

V incorporation as mentioned above. Pore size distribution is 

calculated from BJH method on the desorption isotherms (figure 6.13 

(e-h)). Pores sizes for all samples are <4 nm. Mesoporous materials 

have pore diameters ranging from 2 nm to 50 nm [143]. Hence, these 

samples can be classified as mesoporous materials based on the pore 

diameter and nature of the hysteresis loop. A larger surface area due to 

Ga-V incorporation provides a large number of active sites which 

makes the materials better for PCA.   
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Figure 6.13: (a-d) Nitrogen adsorption/desorption isotherms of the 

samples prepared at 450 C and (e-h) Barrett-Joyner Halenda (BJH) 

pore size distribution curve of the samples. 

 

Table 6.1: BET surface area, pore diameter, pore volume of Ga-V (4:1) 

co-doped TiO2 samples prepared at 450 C. 

Sample 

name 

BET surface area 

(m
2
/g) 

Pore diameter 

(nm) 

Pore volume 

(cm
3
/g) 

T0 4.55 3.819 0.009 

TGV1 53.95 3.823 0.044 

TGV3 85.25 3.826 0.060 

TGV4 96.53 3.829 0.061 

 

6.3.4 Optical properties 

Ga-V (4:1) co-doping also affects the optical properties of TiO2. Room 

temperature DRS measurement has been carried out to investigate the 

bandgap of the samples (figure 6.14 (a) and (b)). Bandgap is calculated 

using the same Tauc plot as used in our previous chapters. It is 

observed that bandgap decreases due to co-doping for both the phases. 

At anatase phase, bandgap decreases from 3.14 eV (T0) to 2.86 eV 

(TGV4) (figure 6.14 (c)) and at rutile phase, bandgap decreases from 

3.06 (T0) to 2.84 eV (TGV4) (figure 6.14 (d)). O 2p and Ti3d 
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hybridization (p-d) form strong bonding states which is responsible to 

form valence band (VB) in TiO2. On the other hand antibonding states 

due to p-d hybridization between O 2p, Ti 3d and Ti 2p form 

conduction band (CB) [35]. Due to Ga doping, the hybridization 

between O 2p and Ga 4p gives defects states in valence band which 

therefore widen the bandgap of TiO2 [151, 170]. From literature, it was 

also observed that the effect of Ga for enhancement of bandgap is not 

much pronounced [152, 153, 170, 179]. In case of V doped TiO2, p-d 

hybridization of O 2p, Ti 3d, and V 3d form impurity energy levels (or 

donor levels) inside the bandgap. Due to these energy levels bandgap 

decreases [188]. It was also observed that the effect of V is more 

sensitive compared to Ga for bandgap change.  Hence, due to 

combined effect of both V and Ga, bandgap decreases in co-doped 

samples. 

 

Figure 6.14: Room temperature DRS data of Ga-V (4:1) co-doped 

samples prepared at 450 C (a) and 800 C (b). (c) and (d) shows the 

change of bandgap and Urbach energy with doping concentration.  
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In case of rutile phase, bandgap gradually shifted to lower values from 

3.06 eV (T0) to 2.84 eV (TGV4) with increasing doping concentration. 

For TGV1, bandgap shows slight red shift because V concentration is 

very low in the samples (Ga: V ~4:1). For TGV3 and TGV4, it is 

observed from XRD data that some amount of Ga
3+

 ions move out of 

the lattice and forms -Ga2O3 phase. Hence, relative amount of V
4+/5+

 

to Ga
3+

 is increased (Ga:V=4:1; ratio decreased) compared to intended 

values. It was discussed that V
4+

 ion is more effective than V
5+

 ion in 

reducing the bandgap [208] of TiO2: (Eg(V
4+

)Eg(V
5+

)). This may also 

be a reason, for a gradual shift of bandgap at rutile phase. 

Structural modifications are inevitable when foreign elements are 

incorporated into any lattice. It is known that electronic band structure 

is strongly correlated with lattice structure. Urbach energy (EU) is a 

measure of lattice distortion in the samples which affects electronic 

band structure [180, 181]. In most semiconductors, it was observed 

that bandgap decreases if EU increases [183, 184]. EU is calculated 

from linear fits of “lnF(R)-hʋ” plots just below the absorption edge of 

DRS data. Reciprocal of the slope gives EU [68]. In anatase phase, EU 

increases from 145 meV for T0 to 506 meV for TGV4 (figure 6.14 

(c)). Whereas for rutile phase; EU increases from 63 meV for T0 to 256 

meV for TGV4 (figure 6.14 (d)).  This increase in EU signifies a more 

distorted lattice due to co-doping and a band tailing (Urbach tail) just 

below absorption edge.  

 

6.4 Summary 

Major outcomes of this chapter are listed below 

1. XRD pattern shows that both onset/AR temperature shifts to 

higher temperature region. Anatase phase becomes stable up to 

~650 C.  

2. Activation energy of phase transition increases with increasing 

Ga-V incorporation. 

3. Lattice expands with increasing doping concentration in 
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anatase phase. 

4. Grain growth process hinders in anatase phase but enhanced in 

rutile phase. HRTEM analysis shows that (110) surface play a 

major contribution to the total surface area in rutile particle.  

5. Strain increases with increasing doping concentration in 

anatase phase. 

6. BET analysis shows that surface area increases from 4.55 m
2
/g 

(x=0) to 96.53 m
2
/g (x=0.046) by Ga-V incorporation. 

7. Bandgap decreases in both phases and reduces to the visible 

light region. 

Hence, co-doped anatase nanoparticles can be used as a good 

photocatalyst using visible light up to a higher temperature ~650 C. It 

can also be used in other optoelectronic devices.  



  

 

 

Chapter 7       

Conclusions and future scope        

 

There are different parameters which control stabilization of anatase 

phase and reduce bandgap. In this work, lesser charged but larger Ga
3+

 

and more charged but smaller V
5+

 ions are used in different 

combination to see its effect on the above properties. The series studied 

are as follows (a) Ti(1-x)GaxO2, (b) Ti(1-x)VxO2, (c) Ti(1-x)(Ga0.5V0.5)xO2 

and (d) Ti(1-x)(Ga0.8V0.2)xO2. 

 

7.1 Major findings and achievements 

7.1.1 Synthesis and solubility 

 Solubility limit of sol-gel prepared Ti(1-x)GaxO2, (modified with 

lesser charged Ga
3+

 in place of Ti
4+

) is ~10% for both anatase 

and rutile phases. Secondary phases are observed above 10% 

doping.  

 In case of Ti(1-x)VxO2, (higher charged V
5+

 doping) the 

solubility limit is ~9%  in anatase phase but ~6% in rutile 

phase.  

 For Ti(1-x)(Ga0.5V0.5)xO2, solubility limit remains same ~10% for 

both phases similar to Ti(1-x)GaxO2.  

 However, for Ti(1-x)(Ga0.8V0.2)xO2 the solubility limit reduces to 

~4.6 % for anatase phase, and ~1.5% for rutile phase.   

 

7.1.2 Phase transition and activation energy 

Analysis of XRD pattern and Raman spectra shows that all the samples 

heated at 450 C are in anatase phase. Anatase phase gradually starts to 

convert into rutile phase at an onset temperature ~450-500 C (pure 

TiO2). With further heating, the entire anatase phase transforms into 
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rutile phase at AR temperature. The minimum energy required for 

this phase transition is called activation energy (EA). Due to doping 

(Ga, V, Ga-V), onset and AR temperature changes (figure 7.1). 

 

Figure 7.1: Rutile phase fraction (fR) at different temperature (450-800 

C) and change in activation energy of Ga (a-b), V (c-d), Ga-V (1:1) 

(e-f) and Ga-V (4:1) (g-h) doped samples.  

 

 Ga doped  

Onset and AR temperature are both delayed by incorporation of 

lesser charged but bigger size Ga
3+

 ions. XPS study of these samples 

shows that at lower doping (0.05), Ga
3+

 ions prefer to occupy more 

interstitial sites (GaI) than substitutional (properly replace Ti
4+

 ions) 

sites (GaL) while reverse happens at higher doping (0.05). These GaI 

are responsible to increase oxygen content in the lattice. This leads to 

lattice expansion which results in delaying both the temperature. 
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Literature reveals that EA increases due to interstitials and decreases 

due to oxygen vacancies. In this case, EA increases in agreement with 

literature. At lower doping, EA increases drastically and then saturates 

at higher doping as GaI is higher at lower doping which then decreases 

at higher doping. 

 (b) V
5+

 doped 

Onset and AR temperature, shifts to lower value by doping of higher 

charged but smaller V
5+

 ions. XANES analysis of anatase phase 

samples confirms that the entire V ions are mostly in V
5+

 states. Also, 

some Ti
4+

 ions convert into Ti
3+

 ions. V
5+

 ions properly substitute Ti
4+

 

in TiO2 lattice. Size of V
5+

 is smaller than Ti
4+

 and Ti
3+

. This results in 

contraction of lattice and promotes phase transition. This lattice 

contraction is also responsible for decrease of EA with increasing V 

concentration. 

 (c) Ga-V (1:1) Co-doped 

Onset temperature is delayed whereas AR temperature is promoted 

by Ga-V (1:1) co-doping. From both charge and size perspective the 

Ga-V modified TiO2 system is equivalent to pure TiO2. However, the 

crystal structure is modified in spite of the charge/size invariance. XPS 

measurements of these samples show that Ti has two type of valence 

states Ti
4+

 and Ti
3+

. Ga ions are in Ga
3+

 states and occupy both 

interstitial and substitutional sites. This is similar to Ti1-xGaxO2. 

Oxygen vacancies are increased in co-doped samples than pure TiO2. It 

is an expectation that most of the V ion are in V
5+

 states. Hence, 

expansion of lattice due to bigger size of Ti
3+

 and GaI are compensated 

by both oxygen vacancies and smaller size V
5+

 ions. But the combined 

effect of all these factors nominally expands the lattice and thereby 

slightly delayed the onset temperature. At higher temperature, V shows 

mixed valence states of V
5+

/V
4+

 (Chapter 4). Due to high temperature, 

oxygen vacancies may increase in rutile phase. Hence, lattice contracts 

and thereby promoted AR temperature. 
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Onset temperature delays with increasing doping concentration. An 

opposite behavior is observed for AR temperature. Therefore, EA 

increases at first and then decreases.  

(d) Ga-V (4:1) co-doped 

Similar to chapter 3, onset and AR temperature both are delayed. 

Here, Ga
3+

 : V
5+

 = 4:1. Ga has a tendency to occupy more interstitial 

sites than substitutional sites. Thus, GaI is responsible for above-

delayed behavior. EA follows a similar trend as observed in Ga doped 

sample.  

7.1.3 Structural properties 

Crystal structures of Ga / V modified TiO2, in both anatase and rutile 

phases, are studied by Rietveld refinement (using Fullprof suit 

software) of RT XRD data (figure 7.2). Difference in charge and ionic 

radius of Ga and V than Ti are responsible for it. 

 

Figure 7.2: Variation of lattice constants of anatase and rutile phase of 

TiO2 by Ga (a-b), V (c-d), Ga-V (1:1) (e-f) and Ga-V (4:1) (g-h) 

doping into TiO2. 



Chapter 7 

  

153 

 

 Ga doped 

Larger Ga
3+

 ions tend to occupy more interstitial sites. This is 

responsible for increase in lattice constants (a, b, c) with increasing 

doping concentration in both the phases. 

 (b) V doped 

Lattice constants (a, b, c) of V doped TiO2 samples decreases with 

increasing V incorporation. V ions are mostly in V
5+

 states in the 

anatase phase and in a mixed valence state (V
5+

 and V
4+

 ) in rutile 

phase (chapter 4). Smaller V
5+

/V
4+

 ions compared to a larger Ti
4+

 are 

responsible for lattice contraction in both the phases. 

 (c) Ga-V (1:1) co-doped 

Ti
3+

 and GaI (discussed in chapter 5) are responsible for nominal 

increases in lattice constants in anatase phase.  Rutile phase formed at 

higher temperature, shows contracted lattice parameters due to increase 

of oxygen vacancies in modified TiO2.  

 (d) Ga-V (4:1) co-doped 

Due to similar reasons as discussed in Ga doped TiO2 samples, lattice 

constants increases in the anatase phase. In the rutile phase, all three 

lattice constants a, b, and c first increases up to TGV1. Thereafter a, b 

continue to increase in both the phases but c increase in anatase phase 

and decreases in rutile phase. In rutile phase, some Ga ions move out 

of the lattice. This effectively increases the V concentration and 

thereby a lattice contraction is observed at higher doping.     

 

7.1.4 Grain growth, particles size, and lattice strain 

Variation of crystallites size and strain with doping concentration are 

shown in figure 7.3. Crystallite size decreases while strain increases 

with increasing doping concentration in samples of anatase phase. The 

presence of a dopant in the TiO2 lattice generates strain due to 

difference in charge and size. The increased strain retards grain growth 

in anatase phase, therefore particle size reduces. 
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Figure 7.3: Change in crystallites size and strain of Ga (a-b), V (c-d), 

Ga-V (1:1) (e-f) and Ga-V (4:1) (g-h) doped samples prepared at 450 

C. 

Inconsistency in grain growth process is observed in rutile phase. Ga 

doping inhibits AR transition, therefore retards grain growth and 

reduces particles size. On the other hand, V doping promotes AR 

transition and thus accelerates grain growth which results in increase in 

particles size in V doped samples. It is also noticed that the effect of V 

doping on grain growth is predominant than Ga doping. Hence, grain 

growth accelerates and particle size increases in Ti(1-x)(Ga0.5V0.5)xO2 

and Ti(1-x)(Ga0.8V0.2)xO2 samples, mainly due to vanadium.     

 

7.1.5 Bandgap and Urbach energy  

Electronic band structure of TiO2 is strongly correlated with the crystal 

structure and crystal structure is modified by doping and co-doping. 

Hence, bandgap of TiO2 is also modified. Lattice disorder creates 

localized defect states near the absorption edge which affects the 

bandgap. The variation of bandgap (EG) and Urbach energy (EU) are 

shown in figure 7.4 for both the phases. 



Chapter 7 

  

155 

 

 

Figure 7.4: Variation of bandgap and Urbach energy by incorporation 

of Ga (a-b), V (c-d), Ga-V (1:1) (e-f) and Ga-V (4:1) (g-h). 

Due to Ga doping, hybridization between O 2p and Ga 4p gives 

contribution in valence band which thereby increases the bandgap of 

TiO2 phases. On the other hand, EU decreases in both the phases. The 

small distortion and strain present in the crystal structure of anatase 

and rutile phase TiO2 along with the empty space of the TiO6 octahedra 

enable the Ga ions to easily occupy the interstitial sites without 

exerting any extra strain on the lattice. On the contrary, it helps the 

lattice to become more ordered. This ordered lattice effectively reduces 

the localized states near the absorption edge and thus effectively 

increases the bandgap. 

V
5+

/V
4+

 doping creates donor levels just below the CB. These donor 

levels reduce EG in the visible light region for both the phases. In the 

rutile phase, V
4+

 proportion increases at higher doping. Donor levels 

due to these V
4+

 ions are located at deeper positions below the CB than 

V
5+

. Hence, bandgap reduces more at higher doping in rutile phase.  
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Due to smaller size of V
5+

/V
4+

 ions lattice contracts. However, lattice 

disorder increases due to this lattice contraction. This distorted lattice 

thus increases the localized states near the absorption edge and thereby 

EU increases. This increase of EU also reduces EG of TiO2.  

In chapter 3 and chapter 4, it is discussed that Ga doping has a nominal 

effect on EG whereas V has a strong effect on it. Hence, in Ga-V co-

doped samples (1:1 and 4:1), bandgap decreases with increasing 

doping concentration mainly due to V. 

EU increases in both the co-doped samples. In general increase of EU 

results in a reduction of EG. Hence, this increase of EU is also 

responsible to decrease the EG of TiO2 to the visible light region in 

both the co-doped samples.  

For a quick overview of our achievements, results of all the four series 

are listed below:   

Table 7.1: Effect of Ga, V, Ga-V (1:1) and Ga-V (4:1) doping on 

different parameters of TiO2 

Samples Ga V Ga: V = 1:1 Ga: V = 4: 1 

Onset temperature (C) l p l l 

Complete conversion 

temperature (C) 

l p p l 

Activation energy (KJ/mol) i d first i then d i 

Lattice constant (A) a=b (Å) i d i i 

c (Å) i d i i 

Lattice constant (R) a=b (Å) i d d i 

c (Å) i d d first i then d 

Crystallite size (nm) d d d d 

Strain (%) d d d d 

Bandgap (eV) A i d d d 

R i d d d 

Urbach energy 

(meV) 

A d i i i 

R d i i i 

*ldelayed, ppromoted, iincreased, ddecreased 

Anatase phase becomes stabilized up to a very high (~650-700 C) 
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temperature in air atmosphere by the effect of Ga doping. On the other 

hand, V doping reduces its bandgap to visible light reason. In Ga-V 

(4:1) co-doped samples, we obtain both the phenomena together. Our 

critical analysis on phase transition, grain growth and optical properties 

of TiO2, may widen a path for its applications in multifunctional fields.  

 

7.2 Future Scope  

 Most of the semiconducting nanoparticle applications of TiO2 

are in anatase phase. Absorbing visible light is also good for 

applications. Our results suggest that Ga-V (4:1) samples can 

serve as a good photocatalyst in presence of visible light up to a 

very high temperature. 

 Bandgap of Ga doped TiO2 samples increases and from 

literature, it is observed that electrical conductivity increases by 

Ga incorporation. This type of materials may be used for 

conductive oxide (TCO) materials. 

 These modified TiO2 samples can also be used for different 

type of gas sensing applications. 

 From the year 2013, it was observed that co-doping of trivalent 

and pentavalent dopants in TiO2 has been given colossal 

permittivity which is stable in a broad temperature and 

frequency range. Hence, temperature and frequency dependent 

dielectric measurement of these Ga-V co-doped samples can 

also be tired to check colossal permittivity of these materials. 

This property can be used for capacitor applications.   

 Change of calcination environment of these materials may also 

widen its functionality. 
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