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ABSTRACT

Over the past few years, the wireless communication technologies have witnessed

the rapid evolution to enrich the quality of our day-to-day life. This evolution may

eventually necessitates the efficient utilization of limited spectral resources. In this

regard, cognitive radio technology has received tremendous research interest owing to

its capability for improving spectrum utilization efficiency in wireless networks. This

dynamic spectrum access technology enables the unlicensed secondary users (SUs)

to share the licensed spectrum of primary users (PUs) under certain constraints.

With such quality-of-service restrictions from the PUs, it becomes challenging to

improve the performance of SUs. For this, cooperative relaying techniques have

been integrated with the cognitive radio technology to improve the overall system

performance and reliability. Another important aspect of the future networks is

energy efficiency. On that front, the energy harvesting (EH) techniques have been

suggested for the design of energy-efficient wireless systems. To address the design

objectives of the future networks, this thesis comprehensively analyzes the perfor-

mance of relay-aided cognitive radio networks, referred to as cognitive relay networks

(CRNs), by exploring various spectral- and energy-efficient schemes.

Firstly, we consider a resource sharing CRN (RSCRN) with two-way PUs’ com-

munication. In this analytical system design, besides assisting the transmission of

SUs, the relay also provides an aid for the bi-directional PUs’ transmission. To

further enhance the performance of SUs, the secondary system employs an oppor-

tunistic user scheduling with multiple destinations. For the performance assessment

of this system, we derive novel closed-form expressions of outage and average error

probabilities considering Nakagami-m fading channels. Our results illustrate that,

leveraging two-way relaying for primary transmissions, the proposed RSCRN of-

fers higher spectral efficiency. Moreover, by exploiting inherent multiuser diversity,

reliability of SUs’ communication can be significantly improved. We further inves-

tigate the performance of an underlay two-way CRN (TWCRN) with direct link in

the presence of PU’s interference. Hereby, we propose an adaptive link utilization

scheme (ALUS) that can exploit both direct and relay links with appropriate diver-

sity combining methods to improve the performance of SUs. For this system, we

derive tight closed-form expressions for the outage probability of secondary com-

munications for two different relaying strategies viz., fixed relaying and incremental



relaying. We also conduct asymptotic analysis to examine the diversity order of the

considered system. Our results reveal that the full diversity for secondary system

can be achieved as long as the primary interference remains limited, otherwise the

performance remarkably deteriorates.

Next, we analyze the performance of cognitive multi-relay network (CMRN) in

the presence of hardware and channel imperfections under different operating condi-

tions. Herein, we consider the hardware impairments (HIs) invoked by the non-ideal

secondary transceivers and residual interference originating from channel estimation

errors (CEEs). From our analysis, we find that the detrimental impact of HIs can

potentially cap the fundamental capacity of the system for the high-rate applica-

tions. We also observe that, due to CEEs, the system could not exploit the diversity,

resulting in irreducible outage floors. Based on our investigations, we provide useful

insights into the tolerable level of HIs for designing the practical systems. We also

compare the robustness of two classical relaying schemes, i.e., amplify-and-forward

and decode-and-forward, for the considered CMRN against HIs.

To improve the energy efficiency of cognitive radio networks, we employ a radio-

frequency based EH technique in CRNs. Specifically, we consider a non-linear EH-

based overlay CRN (EHCRN) where an energy-constrained secondary node acts as a

cooperative relay to assist the transmission of PU. In return for the benign coopera-

tion, the secondary node enjoys access to the PU’s spectrum for its own information

transfer. For this overall setup, we investigate the system performance by deriv-

ing the expressions for outage probability of the primary and secondary networks

over Rayleigh fading channels. Further, we attempt to harness the combined advan-

tages of multiuser diversity and cooperative diversity to improve the performance

of primary network. Thereafter, we propose an improved EH-based relaying scheme

which is shown to substantially enhance the performance of considered EHCRN.

Above all, this thesis addresses various technical aspects and challenges for re-

alization of CRNs and eventually provides useful insights into the practical system

design. All the theoretical developments, proposed schemes, and strategies hereun-

der are primarily aimed at improving the spectral efficiency, energy efficiency, and

reliability of the CRNs for their possible applications in the future networks.

ii
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CHAPTER 1

INTRODUCTION

We have been witnessing the escalating growth in the mobile data traffic since

last decade. And this ever increasing traffic presumably grows 1000-fold by the

year 2020. Such proliferation may eventually necessitates the efficient utilization

of scarce spectrum resources for the fifth-generation (5G) and beyond wireless net-

works. Moreover, with the evolution of a large number of new applications, the

demand for spectrum is expected to rise even more in the forthcoming years. Owing

to the limited availability of radio spectrum and its rising demands, accommodating

new applications and users in the radio spectrum has become a challenging task

for regulatory bodies (Telecom Regulatory Authority of India (TRAI) in India).

These problems are not just because of increasing demands for the spectrum, but

also because of its inefficient utilization [1]. In fact, when spectrum is allocated

to users for different applications, it has been observed that a larger portion of the

assigned spectrum is used irregularly, i.e., some frequency bands in the spectrum are

unused1 most of the time, some other frequency bands are occupied partially, and

the other remaining bands are used heavily. To counteract this problem, cognitive

radio technology has received tremendous research interest owing to its capability

for improving spectrum utilization efficiency in wireless networks [2]. This dynamic

spectrum access technology enables the unlicensed users, also called secondary users

(SUs), to share the spectrum licensed to primary users (PUs) as long as the quality

of service (QoS) requirements of PUs are not compromised.

In addition to the inefficient spectrum utilization problem, the inherited fading

in the wireless channel limits the service reliability and coverage of the wireless ap-

1The unused band at a particular time and specific geographic location is termed as spectrum
hole or white space.
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1.1. COGNITIVE RADIO

plications. Therefore, it is difficult for the traditional point-to-point communication

system to ensure reliable transmission, wide coverage, and high throughput. To

overcome this problem, cooperative relaying [3] has been proposed as a potential

paradigm to mitigate the effects of fading.

On the other hand, due to exploding mobile traffic, the energy consumption of the

wireless networks is also rising. Due to increase in energy consumption, the emission

of green house gases also increases. Currently, the information and communication

technologies account for around 2-4% of the carbon footprint generated by human

activity. This trend is speculated to increase further in the forthcoming years. One

of the ways to reduce the power consumption is to efficiently use the available energy

resources. As such, the energy efficiency is one of the key aspects to be considered for

the deployment of future networks. Recently, energy harvesting (EH) technologies

have been emerged as a viable solution to improve the energy efficiency of wireless

networks and to increase the lifetime of network nodes. Energising the network nodes

via EH techniques has been regarded feasible, thanks to the low-power requirements

of electronics and smart devices. Moreover, the number of interconnected low-

power wireless devices is expected to rise many-fold by 2020 owing to the roll-out

of Internet-of-Things (IoT). Thus, powering these low-power devices through EH

techniques will drastically improve the energy efficiency of wireless networks.

To realize the spectral- and energy-efficient design of wireless networks, we focus

on three key-enabling technologies which are briefly described as follows:

1.1 Cognitive Radio

To counteract the spectrum under-utilization problem, cognitive radio technology

was introduced by Mitola [4]. This dynamic spectrum access technique allows the

SUs to share the spectrum licensed to PUs, while ensuring the QoS requirements

of PUs. In a cognitive radio network, the access to the licensed spectrum can be

provided by using three main paradigms, i.e., underlay, overlay, and interweave [5].

Underlay Approach: In underlay approach, cognitive or SUs use the radio

spectrum simultaneously with the PUs. Hereby, the SUs are allowed to share the

spectrum resources under strict interference constraints (also called interference tem-

perature limit) from the primary receiver. Underlay approach enjoys the flexibility

for the transmission at all time and is not necessarily be synchronized with the PUs.

However, the SUs need to obtain the channel state information (CSI) of the per-
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taining links towards PUs for controlling their transmission power. Owing to the

constrained power at SUs, in this paradigm, improving the performance of SUs is

critical and challenging.

Overlay Approach: In overlay approach, both PUs and SUs simultaneously

share the spectrum while improving or maintaining the transmission of the PUs by

using sophisticated and appropriate methods of cooperative communication, signal

processing and coding. For instance, spectrum sharing can be facilitated by incen-

tivizing PUs through the cooperation of SUs.

Interweave Approach: In this approach, SUs opportunistically utilize the

white spaces of spectrum for transmission without causing any interference to the

PUs communication. The major disadvantage of this approach is that the SUs are

required to sense the spectrum hole before transmission and, therefore, is highly sen-

sitive to the primary traffic behavior and spectrum sensing errors. This approach

may not be suitable for the dense networks due to the lack of availability of spectrum

holes.

For applying the cognitive radio techniques, IEEE 802.22 standard [6] has been

developed for wireless regional area networks using white spaces in TV spectrum.

In addition to IEEE 802.22, standard IEEE 802.11af [7] has also been introduced to

allow wireless local area network operation in TV white spaces.

1.2 Cooperative Relaying

Cooperative relaying has been regarded as an effective approach to combat the effect

of multi-path fading in wireless communications. It can be broadly classified into

two categories, viz., fixed relaying and adaptive relaying.

1.2.1 Fixed Relaying

In this, the channel resources are distributed between source and relay in a fixed

manner. Such protocols are easy to implement but they have drawback of low band-

width efficiency. Fixed relaying includes commonly adopted amplify-and-forward

(AF) and decode-and-forward (DF) protocols.

Amplify-and-Forward Relaying: In AF relaying protocol, the relay simply

amplifies the signal received from its source and transmits it further to the desti-

nation. Here, amplification is done essentially to combat the effect of the fading

3
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between the source and relay channel. In this process, the noise at the relay also get

amplified by the relay, which is main drawback of this protocol. However, reduced

hardware complexity is advantageous over its DF counterpart.

Decode-and-Forward Relaying: DF relaying is also known as regenerative

relaying. In DF relaying protocol, relay decodes the signal received from its source,

then re-encodes it and transmits to the destination. While doing this, there is a

possibility that relay decodes the signal incorrectly and forwards it, resulting in an

error propagation. In such case, the decoding at the relay becomes meaningless.

Error correction codes are one way to reduce error in the decoded signals. Another

solution to the problem is adaptive relaying.

1.2.2 Adaptive Relaying

Adaptive relaying includes an incremental relaying protocol which relies upon the

limited feedback from the destination terminal. In this, the cooperation from the

relay is invoked only when the direct transmission fails. And, once the cooperation

is triggered, its operation becomes similar to the fixed relaying. Hereby, firstly,

the source node transmits its information to the destination as well as to the relay

node. Then, depending on the quality of the received direct link signal, receiver

node decides whether relaying transmission is required or not by sending a single-

bit feedback to the relay. If the source-destination signal-to-noise ratio (SNR) is

sufficiently high, the feedback indicates success of the direct transmission, and the

relay does nothing. Whereas, when it is not, then the feedback requests that the

relay forwards the received signal from the source. Adaptive relaying is found to be

more spectral-efficient compared to fixed relaying.

Depending on the data flow direction, relaying operation can be further catego-

rized into one-way relaying and two-way relaying.

1.2.3 One-Way Relaying

Fig. 1.1 presents a basic one-way relaying scheme wherein the information trans-

mission from S1 to S2 is accomplished using the cooperation from a relay node R.

Hereby, the information transfer takes place in two orthogonal transmission phases

owing to the half-duplex operation of the nodes. Specifically, in first phase, S1

transmits its information to S2 and R. In second phase, relay forwards the received

information to S2 by employing any relaying protocol as discussed in Section 1.2.
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As the information flow from S1 to S2 requires two time phases, the bi-directional

information exchange between S1 and S2 would need four time phases which makes

one-way relaying relatively less spectral-efficient compared with two-way relaying.

Cooperative one-way relaying networks have already been adopted in modern wire-

less standards such as LTE and WiMAX (IEEE 802.16j [8], [9] and IEEE 802.16e

[10]).

T

T

T

I Phase

II Phase

1S 2S

R

Figure 1.1: One-way relaying.

1.2.4 Two-Way Relaying

Two-way relaying protocol utilizes either two or three time phases for the bi-directional

information exchange. There are two major protocols for two-way relaying, namely

two-phase multiple access broadcast (MABC) [11] and three-phase time division

broadcast (TDBC) [12]. In MABC protocol, as shown in Fig. 1.2, nodes S1 and S2

communicate bi-directionally using a relay R in two successive time phases, namely

multiple access (MAC) and broadcast (BC). Note that, in MABC protocol, it is

T T T 

I Phase II Phase 

2SR1S

Figure 1.2: MABC protocol.

not possible to exploit the available potential direct link due to half-duplex nature

of nodes. Therefore, MABC protocol poses critical concerns for the reliability and

performance of bi-directional systems. To exploit the available direct link, another

two-way relaying protocol called TDBC has been introduced. As shown in Fig. 1.3,

in TDBC protocol, the bi-directional information exchange takes place in three-time

phases.
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T 

T 

T 

I Phase 

II Phase 

III Phase 

1S 2S

R

Figure 1.3: TDBC protocol.

1.3 Radio-Frequency Energy Harvesting

Over the past few years, EH has emerged as a promising technology for the design

of energy-efficient systems. To this end, the simultaneous wireless information and

Energy Harvesting Receiver 

RF to Baseband  
Conversion 

Baseband  
Processing 

Information Decoding Receiver 

 y t

 n t  1 T

T

Figure 1.4: TS-based receiver architecture.

power transfer (SWIPT) scheme has been regarded as an effective approach to scav-

enge the energy from the ambient radio-frequency (RF) signals [13]. The SWIPT

scheme is based on the fact that energy and information can be simultaneously car-

ried through RF signals. In this, the EH node gathers the transmitted energy (RF

radiation) and stores it in a battery by converting it into the direct current (DC)

using appropriate circuitry. However, it is difficult for a receiver to concurrently

process the information and harvest energy from the received RF signals. For this,

two practical receiver architectures viz., time-switching (TS) and power-splitting

(PS), have been introduced. In the TS-based receiver architecture, time is switched

between information processing (IP) and EH. While in the PS-based architecture,

a part of the received power is used for the EH and the remaining one for the IP.
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Energy Harvesting Receiver 
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Figure 1.5: PS-based receiver architecture.

1.4 Motivation and Objectives

In this section, we present the motivation and objectives behind the research work

in this thesis.

1.4.1 Motivation

Spectral efficiency and energy efficiency are two important design objectives for fu-

ture wireless networks, i.e., 5G and beyond [14]. To improve the spectral efficiency,

cognitive radio is a promising technology which can eliminate the spectrum under-

utilization problem. However, in the cognitive radio networks, SUs are allowed to

transmit under the various constraints which eventually limits their performance. In

addition, the interference from the transmissions of PUs is also detrimental for the

performance of SUs. As a consequence, enhancing the performance of SUs becomes

critical and challenging. In this direction, several efforts have been made in the

existing literature to improvise the performance of SUs. Among others, integration

of cooperative relaying techniques in the cognitive radio networks has been shown

to dramatically improve the performance of the SUs. Subsequently, such wireless

networks, namely cognitive relay networks (CRNs), have been extensively studied

in the literature considering either one-way or two-way relaying protocols [15]-[22].

Two-way relaying is deemed more spectral-efficient when compared with its one-way

counterpart [23]. As such, the majority of existing works have focused on allocation

of the available relay resources to secondary system only. Though few works have

considered the sharing of relay resources in CRNs, they employ less spectral-efficient

one-way relay functionality for the primary transmission [24]-[26]. In addition, the

exploitation of a potential direct link in two-way CRNs has been ignored which,

otherwise, could be useful for harnessing the benefits of cooperative diversity. Fur-

thermore, the incorporation of a more spectral-efficient scheme, viz., incremental
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relaying, has also been overlooked in the literature. Moreover, most of the existing

works on two-way CRNs have focused on obtaining instantaneous CSI pertaining

to the links between secondary transmitters and primary receivers to constrain the

SUs’ transmit power. However, acquiring instantaneous CSI is typically difficult and

may invoke additional complexity. In contrast, the average CSI seems more viable

as it can be determined using transmission distance, frequency of radio waves, etc.

On another front, most of the existing studies on CRNs assumed ideal hard-

ware at the network nodes for its performance analysis. However, in practice, RF

transceivers are inflicted with various hardware imperfections e.g., in-quadrature-

phase (IQ) imbalances, amplifier non-linearities, and phase noises [27]. Although

hardware impairments (HIs) are typically mitigated by using compensation algo-

rithms, the residual impairments always persist. As a result, a non-ideal transceiver

induces undesirable distortions in the transmitted and received signals which limit

the system capacity primarily in the high-rate applications. Besides HIs, the per-

formance of cooperative relay systems may also get impaired by imperfect CSI due

to channel estimation errors (CEEs) [28]. Therefore, it is important to analyze the

joint impact of these hardware and channel imperfections on the performance of

CRNs under various realistic scenarios.

The other design objective of energy efficiency is very important for the cogni-

tive radio networks. In this regard, cooperative relaying techniques have shown to

improve the energy efficiency of the wireless networks [29]. Therefore, CRNs can be

considered more energy-efficient compared with the conventional point-to-point cog-

nitive radio networks. To further ameliorate the energy efficiency of CRNs, various

efforts have been made in the literature to employ the EH techniques to power the

network nodes. As such, majority of the existing works focused on the performance

analysis of EH-based underlay CRNs [30]-[35]. Nevertheless, in underlay CRNs, SUs

have to limit their transmit power in compliance with the interference temperature

limit stipulated by the PUs. Consequently, the performance of the secondary sys-

tem is significantly affected. On the contrary, in the overlay CRNs, there is no such

restriction over the transmit power at the SUs. As such, very few works have em-

ployed the EH techniques in overlay CRNs for the performance assessment [36]-[41].

However, all these studies adopted the linear model of EH, but since the EH circuit

consists of various non-linear elements viz., capacitors, inductors, and diodes, the
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conventional linear model may not be appropriate to obtain the practical design

insights.

1.4.2 Objectives

The aforementioned research voids have motivated us to achieve the following ob-

jectives towards the design of future wireless networks:

• To explore the possibility of the resource sharing in two-way CRNs and then

to investigate the performance of the considered network.

• To devise the schemes for the two-way CRNs which can efficiently exploit the

available direct and relaying links for harnessing the benefits of cooperative

diversity.

• To analyze the joint impact of hardware and channel imperfections on the

performance of CRNs in realistic fading scenarios.

• To design and analyze the practical non-linear EH-based CRNs for their pos-

sible applications in the future networks.

With above-stated objectives, this thesis presents the comprehensive analysis of

CRNs while considering various realistic aspects to offer valuable design insights for

the possible applications of CRNs in the future networks.

1.5 Thesis Outline and Contributions

Given the importance of efficiently utilizing the available spectrum and energy re-

sources for wireless networks, we aim to comprehensively analyze the performance of

CRNs by using various spectral- and energy-efficient schemes. The current chapter

introduces the reader to the background of the work, outlines the research objectives

and their motivation, and discusses various technologies involved in this thesis work.

The main contributions from the other chapters are summarized as follows:

• In Chapter 22, we investigate the performance of a resource sharing CRN

2The contributions of this chapter are presented in the following papers:

1. S. Solanki, P. K. Sharma, and P. K. Upadhyay, “Cognitive relay sharing for two-way pri-
mary transmissions under Nakagami-m fading channels,” in Proc. International Conference
on Signal Processing and Communications (SPCOM), Indian Institute of Science (IISc) Ban-
galore, India, June 2016.

2. S. Solanki and P. K. Upadhyay, “Performance analysis of cognitive relay sharing systems
with bi-directional primary transmissions under Nakagami-m fading,”IET Communications,
vol. 11, no. 8, pp. 1199-1206, June 2017.
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(RSCRN) wherein two PUs exchange the information bi-directionally. The

overall transmission in the considered RSCRN takes place using an AF-based

MABC protocol. Herein, besides assisting the transmission of SUs, the relay

also provides an aid for the bi-directional communication between PUs. In ad-

dition to that, the secondary system employs an opportunistic user scheduling

with multiple destinations to further ameliorate the performance of secondary

network. Here, by considering Nakagami-m fading channels, we derive novel

closed-form expressions of outage and average error probabilities for both pri-

mary and secondary systems. Based on the derived expressions of outage

probability, we also quantify the average system throughput. Our results il-

lustrate that, leveraging two-way relaying for primary transmissions, the pro-

posed RSCRN offers higher spectral efficiency. Moreover, by exploiting the

advantages of multiuser cooperation, reliability of SU communication can be

improved significantly. Finally, we validate our theoretical developments using

Monte Carlo simulations.

• In Chapter 33, we investigate the performance of an underlay two-way CRN

(TWCRN) with direct link using TDBC protocol in the presence of PU’s inter-

ference. Herein, relying on the practicability and low-complexity of statistical

CSI, the secondary transmissions are in compliance with the fading-averaged

interference constraints imposed by the primary receiver. We study an adap-

tive link utilization scheme (ALUS) that can exploit both direct and relay

links with appropriate diversity combining methods to improve the perfor-

mance of SUs. Based on ALUS, we evaluate and compare the performance of

two DF-based relaying strategies viz., fixed relaying and incremental relaying.

For this system framework, we derive the tight closed-form expressions for

the outage probability of secondary communications for both the considered

relaying strategies. We further conduct asymptotic high signal-to-interference-

plus-noise ratio (SINR) analysis to examine the achievable diversity order of

3The contributions of this chapter are presented in the following papers:

1. S. Solanki, P. K. Sharma, and P. K. Upadhyay, “Average interference-constrained cognitive
two-way relaying with efficient link utilization,” in Proc. IEEE International Conference on
Communications (ICC), Kuala Lumpur, Malaysia, May 2016.

2. S. Solanki, P. K. Sharma, and P. K. Upadhyay, “Adaptive link utilization in two-way spec-
trum sharing relay systems under average interference-constraints,”IEEE Systems Journal,
vol. 12, no. 4, pp. 3461-3472, Dec. 2018.
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the considered system. Our results reveal that the full diversity for secondary

system can be achieved as long as the primary interference remains limited,

otherwise the performance remarkably deteriorates. We demonstrate that the

incremental relaying outperforms fixed relaying in terms of expected spectral

efficiency and average transmission time and hence could be a promising can-

didate for deployment in future wireless systems.

• In Chapter 44, we analyze the performance of cognitive multi-relay network

(CMRN) with a direct link under the joint impact of transceiver HIs and

CEEs. Hereby, we take into account the hardware distortions induced by

all the non-ideal secondary nodes and residual interference originating from

imperfect channel estimations. We comprehensively investigate the perfor-

mance of CMRN in presence of hardware and channel imperfections under

various operating conditions. Firstly, we consider an AF relaying based CRN

and investigate its performance by deriving a new closed-form expression for

the outage probability employing selection cooperation over independent and

non-identical Rayleigh fading channels. Next, we consider a DF relaying based

CRN and analyze its performance by evaluating the outage probability. Based

on our studies, we identify various ceiling effects and examine the deleterious

impact of these effects on the performance of CMRN. We find that detrimental

impact of HIs can potentially cap the fundamental capacity of the system, pri-

marily in the high-rate applications. Based on our examinations, we provide

some useful insights into the endurable level of HIs for designing the practical

systems with a given rate requirement. We highlight the importance of both

direct link and relaying link, and illustrate how one is essential in partially

compensating for the incurred performance loss caused due to ceiling effect of

the other.

4The contributions of this chapter are presented in the following papers:

1. S. Solanki, P. K. Sharma, P. K. Upadhyay, D. B. da Costa, P. S. Bithas, and A. G. Kanatas,
“Cognitive multi-relay networks with RF hardware impairments and channel estimation er-
rors,” in Proc. IEEE Global Communications Conference (GLOBECOM), Singapore, Dec.
2017.

2. S. Solanki, P. K. Upadhyay, D. B. da Costa, P. S. Bithas, A. G. Kanatas, and U. S. Dias,
“Joint impact of RF hardware impairments and channel estimation errors in spectrum sharing
multiple-relay networks,”IEEE Transactions on Communications, vol. 66, no. 9, pp. 3809-
3824, Sep. 2018.
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• In Chapter 55, we analyze the effect of PUs’ interference on the performance of

CMRN in presence of transceiver HIs and CEEs. Herein, the transmit powers

at the SUs are adjusted in such a way that the stipulated QoS requirement

of the PUs is satisfied. The power allocation relies upon the average channel

gains which are relatively stable in contrast with instantaneous channel gains.

For performance assessment, we derive an exact closed-form expression for the

outage probability of system by employing selection cooperation between direct

and relaying links over Nakagami-m fading channels. Based on the derived

outage expressions, we elucidate various ceiling effects, viz., relay cooperation

ceiling (RCC), direct link ceiling (DLC), and overall system ceiling (OSC),

which are induced in the system due to presence of HIs. Our study shows

that the increased PUs’ interference and/or CEEs engenders an outage floor.

We also perform a comparative study to inspect the robustness of AF and DF

relaying schemes against the HIs.

• In Chapter 66, we investigate the performance of a non-linear EH-based over-

lay CRN (EHCRN). Herein, an energy-constrained secondary node acts as a

cooperative relay to assist the transmission of PU. In return for the benign co-

operation, the secondary node enjoys access to the PU’s spectrum for its own

information transfer. Specifically, the secondary node first harvests the energy

from the received RF signal of primary transmitter during a dedicated EH

phase. In the subsequent information transfer phase, secondary node splits

the harvested power to forward the primary data as well as its own infor-

mation intended for another SU. Hereby, we investigate the performance of

EHRCN by deriving the expressions for the outage probability of the primary

5The contributions of this chapter are presented in the following papers:

1. S. Solanki, P. K. Upadhyay, D. B. da Costa, P. S. Bithas, and A. G. Kanatas, “Performance
analysis of cognitive relay networks with RF hardware impairments and CEEs in the pres-
ence of primary users’ interference,”IEEE Transactions on Cognitive Communications and
Networking, vol. 4, no. 2, pp. 406-421, June 2018.

6The contributions of this chapter are presented in the following papers:

1. S. Solanki, P. K. Upadhyay, D. B. da Costa, H. Ding, and J. M. Moualeu, “Non-linear
energy harvesting based cooperative spectrum sharing networks,”International Symposium
on Wireless Communication Systems (ISWCS), Oulu, Finland, Aug. 2019. (Invited paper)

2. S. Solanki, P. K. Upadhyay, D. B. da Costa, H. Ding, and J. M. Moualeu, “Performance analy-
sis of non-linear energy harvesting-based multiuser overlay spectrum sharing networks,”IEEE
Transactions on Wireless Communications, under review.
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and secondary networks over Rayleigh fading channels. Further, we employ

a distributed user selection policy to select the best user amongst multiple

PUs in an effort to extract the benefits of multiuser diversity. We attempt

to harness the combined advantages of multiuser diversity and cooperative di-

versity to improve the performance of primary network. We also compare the

performance of considered non-linear model of EH with the widely adopted

linear model. We highlight the importance of direct link for the performance of

primary network. In addition to the inherent benefit of cooperative diversity,

we identify that when the cooperation from the secondary node ceases to exist

beyond a certain rate, the primary network can rely on the potential direct

links for its information transmission. Furthermore, we propose an improved

EH-based relaying scheme which is shown to substantially enhance the overall

performance of the EHCRN. For this study, we obtain various numerical and

simulation results to extract several useful insights and to validate our theo-

retical developments. From our performance assessment, we manifest that the

value of spectrum sharing factor is crucial and should be judiciously chosen

for harnessing the benefits of cooperative diversity. We also conclude that the

conventional linear model of EH can provide very misleading results for the

deployment of future networks.

Finally, in Chapter 7, we draw the conclusions from the work in this thesis and

provide the possible future directions.
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CHAPTER 2

RESOURCE SHARING COGNITIVE RELAY

NETWORKS WITH TWO-WAY PRIMARY

COMMUNICATIONS

Cognitive radio has acquired significant research interest over past few years. This

is owing to its capability to efficiently use the available spectrum resources in over-

crowded wireless networks. On another front, cooperative relaying has been estab-

lished as a potential paradigm to enhance the coverage and reliability of the wireless

systems [42]. Thus far, several relaying techniques have been studied in the literature

considering one-way relaying protocol [3], [43]-[45]. However, compared with one-

way relaying, two-way relaying schemes have potential to improve spectral efficiency

in bi-directional cognitive radio networks [23]. There are two major protocols for

two-way relaying networks, namely two-phase MABC [11] and three-phase TDBC

[46]. Recently, such relaying techniques have been incorporated to cognitive radio

networks to extract performance gains with efficient spectrum utilization in fading

environments. The performance of subsequent CRNs has been extensively analyzed

in the literature (e.g., see [15]-[22] and the references therein). However, majority of

these works have focused on allocation of the available relay resource to secondary

communication system only.

More recently, resource sharing CRN (RSCRN) have been studied in [24]-[26],

that permit a secondary relay to assist the primary as well as the secondary trans-

missions. Such kind of relaying infrastructure can be very useful essentially when the

direct link between two end-PUs is weak or absent (due to high shadowing or large

separation) and thereby the direct communication between them is inefficacious. As

such, performance analysis of RSCRN has been carried out using DF relaying in [24]
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and with AF relaying in [25] and [26]. Common to these works is that the primary

system supports only one-way communication. In [47], a multistage coding scheme

for two-way relaying based RSCRN has been studied. However, it is found that the

performance of underlay RSCRN supporting bi-directional primary communications

has not been yet investigated.

Motivated by the above discussion, in this chapter, we consider a RSCRN where

a secondary relay is being shared to facilitate two-way primary communications

using AF-based MABC protocol. Specifically, we consider a pair of PUs using

two-way relay functionality in conjunction with a secondary relay network having

multiple SU destinations. Hereby, with MABC protocol, two end-PUs communi-

cate bi-directionally with each other and a SU source communicates with a best

selected SU destination by using a common secondary relay. The direct links be-

tween SU source and SU destinations are also present. For this overall set-up, we

derive the closed-form expressions of outage probability and average error proba-

bility for both primary and secondary systems over Nakagami-m fading channels.

Furthermore, with the help of derived outage expressions, we quantify the average

system throughput to investigate the spectral efficiency of considered system. We

also compare the performance of the two-way primary system for proposed RSCRN

with a direct transmission scheme and present useful insights.

The rest of the chapter is organized as follows. In section 2.1, we present the

descriptions of RSCRN model and subsequently analyze the performance of primary

system by deriving the closed form expressions of outage probability and average

error probability in Section 2.2. Likewise, the performance analysis of secondary

system is carried out in Section 2.3. In Section 2.4, we quantify the average system

throughput offered by RSCRN to delve into the spectral efficiency of system. Nu-

merical and simulation results are provided in Section 2.5, and finally, summary of

the chapter is presented in Section 2.6.

2.1 System Descriptions

We consider an underlay RSCRN as shown in Fig. 2.1, where a SU source Cs

transmits its signal to multiple SU destinations {Cdn}Nn=1 with the aid of a secondary

AF relay Cr and also via direct path. Besides, the relay Cr facilitates bi-directional

communication between two PU transceivers Ta and Tb. This primary system may

16



CHAPTER 2. RESOURCE SHARING COGNITIVE RELAY
NETWORKS WITH TWO-WAY PRIMARY COMMUNICATIONS

T
a

C
s

C
r

T
b

C
1

C������� Cd
N

��������

�������

Figure 2.1: System model for RSCRN.

correspond to a cellular scenario wherein a reliable direct link between base station

(Ta) and mobile user (Tb) is not feasible. Further, we assume that Ta and Tb are

located far from the {Cdn}Nn=1 so that the direct interference from PUs’ transmissions

at SU destinations is not present. Albeit, the interference constraints from Ta and

Tb account for the amplifying gain of Cr. All the channels are assumed to be quasi-

static, reciprocal, and subject to independent Nakagami-m fading. We also assume

that perfect CSI is available at the nodes. Each transmitting node operates in half-

duplex mode. Let the channel between the primary transceiver Tı and Cr be denoted

as hır, where ı ∈ {a, b}. Similarly, the channels for the links Cs−Cr, Cs−Cdn , and

Cr − Cdn are designated as hsr, hsdn , and hrdn , respectively. All links are corrupted

by additive white Gaussian noise (AWGN) with mean zero and variance unity.

The overall communication in RSCRN takes place in two time phases using

MABC protocol. In the first phase, nodes Ta and Tb transmit their respective signals

xa and xb with equal power P , while Cs transmits its signal xc with power Pc to the

relay node Cr. Thus, the received signal at the node Cr can be given as

yr =
√
Pharxa +

√
Phbrxb +

√
Pchsrxc + nr, (2.1)

where E{|x|2} = 1, for  ∈ {a, b, c}, and nr is the AWGN at Cr. Note that, in (2.1),

the interference from secondary transmission is assumed to be large as compared to

the noise at Cr and hence nr can be ignored for the subsequent performance analysis

of primary system. In the second phase, the relay first amplifies the combined signal

in (2.1) with a gain β and then broadcasts it to the nodes Ta, Tb, and Cdn . As a

result, the signals received at Ta and Tb can be expressed, respectively, as
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ya = βhar
(√

Pharxa +
√
Phbrxb +

√
Pchsrxc

)
+ na, (2.2)

yb = βhbr
(√

Pharxa +
√
Phbrxb +

√
Pchsrxc

)
+ nb, (2.3)

where na and nb are the AWGNs at the respective nodes. On applying self-interference

cancellation, (2.2) and (2.3) can be written as

ỹa = βhar
√
Phbrxb + βhar

√
Pchsrxc + na, (2.4)

ỹb = βhbr
√
Pharxa + βhbr

√
Pchsrxc + nb. (2.5)

Nevertheless, the interference caused by SU transmission to the PUs should not

exceed a predefined threshold Q. Hereby, as in [25], we impose the constraints

E{(β
√
Pchsrxc)

2} ≤ Q/|har|2 and E{(β
√
Pchsrxc)

2} ≤ Q/|hbr|2. Consequently, the

variable gain β can be controlled as

β2 =
Q

Pc|hsr|2 max(|har|2, |hbr|2)
. (2.6)

On invoking β from (2.6) into (2.4) and (2.5), the resulting instantaneous SINR at

Ta and Tb can be expressed, respectively, as

Λba =
QP |har|2|hbr|2

QPc|har|2|hsr|2 + Pc|hsr|2 max(|har|2, |hbr|2)
, (2.7)

Λab =
QP |hbr|2|har|2

QPc|hbr|2|hsr|2 + Pc|hsr|2 max(|har|2, |hbr|2)
. (2.8)

In the secondary system, the SU source Cs communicates with a selected SU desti-

nation Cdn via both the direct and the relay links. The received signals at Cdn via

the direct and relay links in first and second phases can be given, respectively, as

ysdn =
√
Pchsdnxc + n

(I)
dn
, (2.9)

yrdn = βhrdn
√
Pchsrxc + βhrdn

√
Pharxa + βhrdn

√
Phbrxb + βhrdnnr + n

(II)
dn
, (2.10)

where n
(I)
dn

and n
(II)
dn

are the respective AWGNs at Cdn . From (2.10), one can observe

that the signal received via relay at Cdn also contains PUs’ signal components. As

such, the interference caused by these PUs’ signals is detrimental for the performance

of secondary system. Therefore, relying on multiuser decoding [48], we consider that

these signals are successfully decoded at Cdn so that the PUs interference can be

cancelled out. Consequently, the SINRs via the direct link and the relay link (after

removing PUs interference) at Cdn , can be expressed, respectively, as
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Λsdn = Pc|hsdn|2, (2.11)

Λrdn =
QPc|hrdn|2|hsr|2

Q|hrdn|2 + Pc|hsr|2 max(|har|2, |hbr|2)
. (2.12)

For opportunistic scheduling, the best SU destination is considered to be selected

based on n∗ = arg maxn∈{1,...,N}{Λsdn}.

Hereafter, we use Yar = |har|2, Ybr = |hbr|2, Ysr = |hsr|2, Ysdn = |hsdn|2, and

Yrdn = |hrdn|2 for notational simplicity. Furthermore, we assume that all N desti-

nations are clustered together and thereby experience the same scale fading. Thus,

the channel gains Yar, Ybr, Ysr, Ysdn , and Yrdn are Gamma random variables (RVs)

with fading severity parameter mar, mbr, msr, msd, and mrd, and average power

levels Ωar, Ωbr, Ωsr, Ωsd, and Ωrd, respectively, for n = 1, ..., N . The probability

density function (PDF) and cumulative distribution function (CDF) of a Gamma

RV X with parameters m and Ω are given, respectively, by fX(x) = (m
Ω

)mxm−1

Γ(m)
e−

mx
Ω

and FX(x) = 1
Γ(m)

Υ(m, mx
Ω

).

2.2 Performance Analysis of Primary System

In this section, we conduct performance analysis for the primary system under

Nakagami-m fading.

2.2.1 Outage Probability

A two-way relay system is said to be in outage if either of the two end-to-end SINRs

falls below a certain threshold. Considering equal rate requirements at PUs, the

outage probability (OP) of the primary system for a given threshold γth can be

formulated as

PPri
out(γth) = Pr[min(Λab,Λba) < γth], (2.13)

which can be re-written as

PPri
out(γth) = Pr[Λba < γth,Λba < Λab]︸ ︷︷ ︸

χPri
ab (γth)

+ Pr[Λab < γth,Λab < Λba]︸ ︷︷ ︸
χPri
ba (γth)

, (2.14)

where Λba and Λab are SINRs as given in (2.7) and (2.8) respectively. Hereby, to

compute the OP in (2.14), we need to obtain χPri
ab (γth) and χPri

ba (γth). Therefore, we

first derive χPri
ab (γth) in the following lemma.
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Lemma 1. The χPri
ab (γth) in (2.14) is given by

χPri
ab (γth) =

mar−1∑
p=0

msr−1∑
q=0

Γ(mbr+p+q)

p!q!Γ(mbr)

(
msr

Ωsrγ̃th

)q(
mbr

Ωbr

)mbr
×
(
mar

Ωar

)p(
mar

Ωar

+
mbr

Ωbr

+
msr

Ωsrγ̃th

)−(mbr+p+q)

, (2.15)

where γ̃th , Pc
P
γth

(
1 + 1

Q

)
.

Proof. Based on the SINR in (2.7), one can observe that Λba < Λab assimilates with

Ybr < Yar. Hence, the χPri
ab (γth) can be expressed as

χPri
ab (γth) = Pr

[
Ysr >

Ybr
γ̃th

, Ybr < Yar

]
. (2.16)

which (with involved dependence) can be evaluated as

χPri
ab (γth) =

∫ ∞
0

F̄Ysr

(
y

γ̃th

)
F̄Yar (y) fYbr(y)dy, (2.17)

wherein F̄Y (·) = 1−FY (·) represents complementary CDF. Now, on substituting the

required CDFs and PDF, and utilizing the series form of gamma function [49, eq.

8.352.1], and performing the resulting integration (with the aid of [49, eq. 3.351.3]),

we can arrive at the same expression as in (2.15). �

Next, as done for χPri
ab (γth) in Lemma 1, the χPri

ba (γth) can be readily evaluated

and is equivalent to χPri
ab (γth) in (2.15) with indices {a, b} interchanged.

Finally, using χPri
ab (γth) and χPri

ba (γth), the OP for primary system PPri
out(γth) in

(2.14) can be computed. As such, based on (2.15), one can observe that the perfor-

mance of primary system depends on the channel parameters of secondary Cs − Cr
link. Thereby, it can be deduced that for lower values of Ωsr i.e., when Cs is located

far away from Cr, the performance of primary system improves. This is owing to

the decrease in interference power level from the SU source transmission.

2.2.2 Average Error Probability

The average error probability of the primary system for the considered RSCRN can

be evaluated using the CDF based method as follows [50]

PPri
e =

α

2

√
η

π

∫ ∞
0

exp(−ηx)√
x

FPri
Λeq

(x)dx, (2.18)
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where α and η are the arbitrary constants evaluated based on the modulation

schemes, e.g., α = 2 and η = sin
(
π
M

)2
for M -ary phase shift keying (M -PSK).

Here, FPri
Λeq

(x) is CDF of equivalent SINR Λeq , min(Λab,Λba), which can be directly

obtained from (2.14) by replacing γth with x, and is given by

FPri
Λeq

(x) = χPri
ab (x) + χPri

ba (x). (2.19)

Following this, PPri
e in (2.18) can be written as

PPri
e =

α

2

√
η

π

∫ ∞
0

exp(−ηx)√
x

χPri
ab (x)dx︸ ︷︷ ︸

PPri
eab

+
α

2

√
η

π

∫ ∞
0

exp(−ηx)√
x

χPri
ba (x)dx︸ ︷︷ ︸

PPri
eba

, (2.20)

where PPri
eab

is as derived in the following lemma.

Lemma 2. The PPri
eab

in (2.20) is given by

PPri
eab

=
α

2
√
π

mar−1∑
p=0

msr−1∑
q=0

1

Γ(mbr)p!q!

(
mbr

Ωbr

)mbr (mar

Ωar

)p
×
(
msrη

ΩsrP̃c

)−(mbr+p)

G1,2
2,1

[
1

ηB̃

∣∣∣∣1/2− m̃br, 1− m̃br − q
0

]
, (2.21)

where P̃c = Pc
P

(
1 + 1

Q

)
, B̃ = msr

ΩsrPc

/(
mar
Ωar

+ mbr
Ωbr

)
, and m̃br = mbr + p.

Proof. On inserting χPri
ab (x) from (2.15) in (2.19) and obtained result into (2.18),

PPri
eab

can be written as

PPri
eab

=
α

2

√
η

π

mar−1∑
p=0

msr−1∑
q=0

1

Γ(mbr)p!q!

(
mbr

Ωbr

)mbr (mar

Ωar

)p(
msr

ΩsrP̃c

)q
×
(
mar

Ωar

+
mbr

Ωbr

)−(mbr+p+q) ∫ ∞
0

x(mbr+p−1/2) exp(−ηx)

(x+ B̃)(mbr+p+q)
dx. (2.22)

In order to compute the integral in (2.22), we express the integrand in term of

Meijer’s G-function. In particular, the term 1
(x+B̃)(mbr+p+q) can be expressed [51, eq.

30] as follows

1

(x+ B̃)m̃br+q
=

1

B̃m̃br+qΓ(m̃br + q)
G1,1

1,1

[
x

B̃

∣∣∣∣1− m̃br − q
0

]
. (2.23)

Then, inserting (2.23) in (2.22) and integrating the result using [49, eq. 7.813.1], we

obtain the expression as given in (2.21). �

Next, by following the same way as in Lemma 2, we can evaluate PPri
eba

in (2.18)

which would be same as PPri
eab

in (2.22) with indices {a,b} interchanged.
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Finally, plugging PPri
eba

and PPri
eab

into (2.20), the average error probability PPri
e

can be evaluated.

2.3 Performance Analysis of Secondary System

In what follows, we carry out the performance analysis for the secondary system

under Nakagami-m fading.

2.3.1 Outage Probability

In the secondary system, the source Cs transmits its message to the best selected

SU destination Cdn∗ through direct and relay links in successive time phases. With

selection cooperation at Cdn∗ , the OP for a given threshold γth is given by

PSec
out (γth) = Pr [max (Λsdn∗ ,Λrdn∗ ) < γth] = Pr [Λsdn∗ < γth,Λrdn∗ < γth] , (2.24)

which can be determined as

PSec
out (γth) =

[
FΛsdn

(γth)
]N
FΛrdn

(γth). (2.25)

For evaluation of (2.25), we require the CDFs FΛsdn
(γth) and FΛrdn

(γth). First, by

using (2.11), FΛsdn
(γth) can be given as

FΛsdn
(γth)=FYsdn

(
γth

Pc

)
=

1

Γ(msd)
Υ

(
msd,

msdγth

ΩsdPc

)
. (2.26)

Then, to derive FΛrdn
(γth) using (2.12), we can represent

FΛrdn
(γth)=Pr

[
QPcYsrYrdn

QYrdn+PcYsr max(Yar, Ybr)
< γth

]
, (2.27)

which can be re-expressed as

FΛrdn
(γth) = Pr

[
QPcYsrYrdn

QYrdn + PcYsrYar
< γth, Ybr < Yar

]
︸ ︷︷ ︸

χSec
ab (γth)

+ Pr

[
QPcYsrYrdn

QYrdn + PcYsrYbr
< γth, Yar < Ybr

]
︸ ︷︷ ︸

χSec
ba (γth)

. (2.28)

Hereby, to evaluate FΛrdn
(γth) in (2.28), we need to obtain χSec

ab (γth) and χSec
ba (γth).

Let us proceed to derive χSec
ab (γth) in the following lemma.
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Lemma 3. The function χSec
ab (γth) in (2.28) is given by

χSec
ab (γth) = χ1

ab(γth) + χ2
ab(γth), (2.29)

where χ1
ab(γth) and χ2

ab(γth) are given, respectively, as

χ1
ab(γth) =

1∑
ν=0

ν(mrd−1)∑
p=0

p∑
t=0

msr−1∑
s=0

1∑
κ=0

κ(mbr−1)∑
l=0

(−1)ν+κ
ωνpω

κ
l C

p
t Cmsr−1

s

Γ(msr)Γ(mar)
e−

msrγth
ΩsrPc

×
(
msr

Ωsr

)msr (γth
Pc

)s+t(
mrdγth
ΩrdQ

)p(
ν̃Ωsr

msr

) m̃sr
2
(
mbr

Ωbr

)l(
mar

Ωar

)mar
× κ̃−

p̃
2 e

ν̃msr
2κ̃Ωsr Γ(m̃ar)Γ(m̃sr + m̃ar)

(
ν̃msr

Ωsr

)− 1
2

W− p̃
2
, m̃sr

2

(
ν̃Ωsr

κ̃msr

)
, (2.30)

and χ2
ab(γth) =

1∑
k=0

k(msr−1)∑
n=0

1∑
=0

(mbr−1)∑
l=0

(−1)k+ωknω

l

Γ(mar)

(
mar

Ωar

)mar (mbr

Ωbr

)l
×
(
msrγth
ΩsrPc

)n
e−

kmsrγth
ΩsrPc Γ(mar + l)

(
mar

Ωar

+
mbr

Ωbr

)−(mar+l)

, (2.31)

with ν̃=
νγ2

thmrd
PcQΩrd

, m̃sr=msr−s−t, κ̃= mar
Ωar

+κmbr
Ωbr

+νmrdγth
ΩrdQ

, p̃=mar+msr+2p+2l−s−t−1

and m̃ar=mar + p+ l.

Proof. From (2.28), we can see that the terms in χSec
ab (γth) are dependent due to

existence of a common RV Yar. Therefore, we first obtain conditional expression

χSec
ab (γth|Yar), conditioned on Yar = y, as

χSec
ab (γth|Yar)=Pr

[
Yrdn<

PcγthyYsr
QPcYsr−Qγth

]
Pr [Ybr<y] , (2.32)

which can be evaluated as

χSec
ab (γth|Yar)=FYbr(y)

∫ ∞
γth
Pc

FYrdn

(
Pcγthyw

QPcw −Qγth

)
fYsr(w)dw︸ ︷︷ ︸

χ1
ab(γth|Yar)

+FYsr

(
γth

Pc

)
FYbr(y)︸ ︷︷ ︸

χ2
ab(γth|Yar)

.

(2.33)

In (2.33), solving χ1
ab(γth|Yar) with the use of involved CDF and PDF, and integrating

(with change of variable after applying binomial expansion [49, eq. 1.111]), we get

χ1
ab(γth|Yar) = 2FYbr(y)

1∑
ν=0

ν(mrd−1)∑
p=0

p∑
t=0

msr−1∑
s=0

(−1)νωνpC
p
t

Γ(msr)
Cmsr−1
s

(
msr

Ωsr

)msr (γth

Pc

)s+t

× e−
[
νymrdγth
QΩrd

+
msrγth
ΩsrPc

](
mrdγthy

ΩrdQ

)p(
ν̃Ωsry

msr

) m̃sr
2

Km̃sr

(
2

√
ν̃msry

Ωsr

)
. (2.34)
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Further, the term χ2
ab(γth|Yar) in (2.33) can be obtained as

χ2
ab(γth|Yar) =

1∑
k=0

k(msr−1)∑
n=0

1∑
=0

(mbr−1)∑
l=0

(−1)k+ωknω

l

×
(
mbry

Ωbr

)l(
msrγth

ΩsrPc

)n
e
−
(
kmsrγth
ΩsrPc

+
mbry

Ωbr

)
. (2.35)

Now, by taking expectation of χ1
ab(γth|Yar) and χ2

ab(γth|Yar) over Yar using its PDF,

one can obtain χ1
ab(γth) and χ2

ab(γth) as given in (2.30) and (2.31), respectively.

Finally, with these, the χSec
ab (γth) in (2.29) can be computed. �

Next, by following Lemma 3, the expression of χSec
ba (γth) can be derived which

would be the same as obtained for χSec
ab (γth) in (2.29) with indices {a, b} interchanged.

Thus, with the use of χSec
ab (γth) and χSec

ba (γth) in (2.28) and substituting the result

alongwith (2.26) into (2.25), the OP of secondary system PSec
out (γth) can be finally

evaluated.

2.3.2 Average Error Probability

To derive the average error probability of secondary system, the CDF F Sec
Λeq

(x) cor-

responding to equivalent SINR Λeq , max (Λsdn∗ ,Λrdn∗ ) can be readily evaluated by

replacing γth with x in (2.25) and is given by

F Sec
Λeq

(x) =
[
FΛsdn

(x)
]N
FΛrdn

(x). (2.36)

Here, FΛsdn
(x) can be obtained from (2.26) and FΛrdn

(x) from (2.28). With this, the

average error probability can be written as

PSec
e =

α

2

√
η

π

∫ ∞
0

exp(−ηx)√
x

[
FΛsdn

(x)
]N
χSec
ab (x)dx︸ ︷︷ ︸

PSec
eab

+
α

2

√
η

π

∫ ∞
0

exp(−ηx)√
x

[
FΛsdn

(x)
]N
χSec
ba (x)dx︸ ︷︷ ︸

PSec
eba

, (2.37)

where PSec
eab

is as derived in the following lemma.
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Lemma 4. Integral PSec
eab

in (2.37) is given as

PSec
eab

=
α

2

√
η

π

1∑
ν=0

1∑
µ=0

N∑
k=0

ν(mrd−1)∑
l=0

ν(msr−1)∑
n=0

µ(mbr−1)∑
s=0

k(msd−1)∑
t=0

(−1)ν+µ+kωνl ω
ν
nω

µ
sω

k
t

Γ(mar)

×
(
N

k

)(
mar

Ωar

)mar (mbr

Ωbr

)s(
mrd

ΩrdQ

)l(
msr

ΩsrPc

)n
k̃−(t̃+1/2)(

µmbr
Ωbr

+ mar
Ωar

)l̃
×G1,2

2,1

 νmrd
QΩrd(

µmbr
Ωbr

+ mar
Ωar

)
k̃

∣∣∣∣1− t̃, 1− l̃0

 , (2.38)

where t̃ = t+ l + n, l̃ = l + s+mar, and k̃ = kmsd
Ωsd

+ νmsr
Ωsr

+ η.

Proof. For deriving PSec
eab

we first need to obtain χSec
ab (x). From (2.28), the conditional

expression χSec
ab (x|Yar) conditioned on Yar = y can be represented as

χSec
ab (x|Yar) = Pr

[
Y1Y2

Y1 + Y2

< x

]
Pr [Ybr < y] , (2.39)

where Y1 = QYrd
y

and Y2 = PcYsr. Using the fact that XY
X+Y

< min(X, Y ), we can

write

Pr

[
Y1Y2

Y1 + Y2

< x

]
≈ Pr [min(Y1, Y2) < x] ≈ 1− [1− FY1(x)][1− FY2(x)]. (2.40)

It is worth mentioning that such an upper bound can be treated as tight approxima-

tion over entire range of operating SNR. Further, substituting CDFs FY1(x), FY2(x)

in (2.40) and obtained result in (2.39) alongwith CDF of Ybr, and then averaging

over Yar with its PDF, we get

χSec
ab (x) ≈

1∑
ν=0

1∑
µ=0

ν(mrd−1)∑
l=0

ν(msr−1)∑
n=0

µ(mbr−1)∑
s=0

(−1)ν+µωνl
Γ(mar)

ωνnω
µ
sΓ(l̃)

(
mar

Ωar

)mar
×
(
mbr

Ωbr

)s(
mrd

ΩrdQ

)l(
msr

ΩsrPc

)n
xl+ne−

νmsrx
ΩsrPc(

νmrdx
ΩrdQ

+ µmbr
Ωbr

+ mar
Ωar

)l̃ . (2.41)

On plugging (2.41) in (2.37), while representing the term in denominator with Mei-

jer’s G-function as done in (2.23), and then performing the required integration, we

get PSec
eab

as given in (2.38). Similarly, PSec
eba

can be obtained by interchanging indices

{a, b} in PSec
eab

. Finally, using PSec
eab

and PSec
eba

, the average error probability can be

evaluated from (2.37). �
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From the preceding analysis, we can infer that although the performance of

secondary system depends on the parameters of primary channels, it is greatly in-

fluenced by the direct Cs −Cdn channel parameters and number of SU destinations

N due to the exploitation of multiuser diversity.

2.4 Average System Throughput

In this section, we evaluate another important performance metric called average

system throughput [52], [53] to characterize the mean spectral efficiency of the con-

sidered system. Herein, we consider RP and RS as the target data rates of the pri-

mary and secondary systems respectively. As the complete transmission of RSCRN

takes place in two time phases, the overall system throughputRT can be represented

as

RT =
RP
2

[
1− PPri

out(γP )
]

+
RS
2

[
1− PSec

out (γS)
]
, (2.42)

with γP = 2RP − 1 and γS = 22RS − 1. Here, the overall throughput RT for the

RSCRN can be readily obtained by substituting PPri
out(γP ) and PSec

out (γS) from (2.14)

and (2.25), respectively, into (2.42).

2.5 Numerical and Simulation Results

In this section, we present the numerical and simulation results to validate our

theoretical analysis for considered RSCRN. For this, we consider a two-dimensional

(x, y) topology, whereby the primary network nodes Ta and Tb are located at (0, 0.5)

and (1, 0.5) respectively. Whereas, the secondary nodes Cs, Cdn , and Cr are placed

at (0, 0), (1, 0), and (0.5, d), respectively. We set γth = 0 dB, Pc = 5 dB, and assume

dij as the distance between corresponding links so that Ωij = d−4
ij .

In Fig. 2.2, we plot the OP curves for primary system versus power P under

different fading parameters (mar,mbr), and relay locations. We also set Q = 5

dB and msr = 2. First, we found that the analytical curves are in perfect match

with the simulation results. From various curves, it is apparent that the outage

performance of two-way primary system improves as fading parameters (mar,mbr)

increase from (2, 2) to (3, 3). Further, we examine the impact of relay position d

on the performance of primary system. Clearly, the performance of primary system

degrades as d changes from 0.5 to 0.4. This is due to the increase in interference

power level at the PU terminals since the relay moves closer to the SU transmitter
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Cs. On the contrary, performance of primary system improves when relay moves

away from Cs i.e., when d increases.
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Figure 2.2: Outage probability of primary system with varying d and fading param-
eters.
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Figure 2.3: Outage probability of primary system with or without relay sharing.
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To investigate the effectiveness of the proposed RSCRN, we also compare the

performance of primary system with bi-directional direct transmissions (DT) only

(i.e., without relay sharing) in Fig. 2.3. Herein, we obtain the outage performance

of DT only through simulations by assuming (mab,Ωab) as the parameters for direct

channel between Ta and Tb. By setting Ωab = 1, we plot OP curves of DT only

for the cases mab = 1 and mab = 3. Comparing the curve for mab = 1 with

(mar,mbr) = (1, 2) and Q = 5 dB at fixed relay location d = 0.8, we can see that the

considered RSCRN outperforms DT only in terms of primary system performance.

However, the performance of former improves significantly when relay links become

better i.e., (mar,mbr) = (2, 2). Note that, depending upon the relay location d, there

may be instances where the performance of RSCRN is poorer than the DT only (e.g.,

refer the case for d = 0.5 when mab = 3, (mar,mbr) = (3, 3)). Importantly, even for

such cases, the performance of RSCRN can be made better if the relay location is

chosen appropriately i.e., d = 0.7.
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Figure 2.4: Average error probability of primary system for BPSK with varying d
and fading parameters.

Fig. 2.4 shows the average error probability curves versus P for primary system

considering BPSK modulation. Setting Pc = Q = 10 dB, it is apparent that the

error performance improves as the fading severity reduces. Also, as expected, the
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Figure 2.5: Outage probability of secondary system with various fading parameters.

variation in d affects the performance significantly. As the relay moves away from

the SU source (i.e., as the value of d increases), the interference from SU signal

weakens and thereby the error performance improves.

In Fig. 2.5, we investigate the outage performance of secondary system for the

proposed RSCRN model. Setting (mar,mbr) = (2, 1) and N = 4, we plot OP curves

against Q for various fading parameters (msd,msr,mrd). We can see that the simu-

lation results are perfectly matching with the analytical curves. From these curves,

one can observe that the outage performance of secondary system improves with the

increase of parameters (msd,msr,mrd). This is expected because of the improved

fading conditions of the direct and/or relaying paths. More importantly, referring

the cases (msd,msr,mrd) = (3, 1, 2) and (3, 2, 1), we infer that the performance of

secondary system is dominated by the fading condition of the first hop (Cs→Cr link)

as compared to the second hop (Cr→Cdn link). Furthermore, at high Q, secondary

system performance appears to be saturated, as SU transmit power Pc is kept fixed.

Fig. 2.6 illustrates the impact of relay location d and number of SU destinations

N on the performance of secondary system. Here, it can be observed that the

performance of secondary system improves as d changes from 0.7 to 0.5 (or 0.3).
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Figure 2.6: Outage probability of secondary system with varying d and N .

This is attributed to the fact that as the relay shifts near to the SU terminals (i.e.,

Cs and Cdn), the attenuation due to path loss lessens. Moreover, the secondary

system performance improves notably with the increase of N . This could be due to

the exploitation of multiuser diversity in the secondary system.

In Fig. 2.7, we plot the average error probability curves versusQ for the secondary

system. With (mar,mbr) = (1, 1), we investigate the error performance with various

fading parameters for BPSK modulation. From the curves, it is apparent that for

lower values of Q, the error performance remains unchanged for the same msd. While

the performance improves at high Q with better channel conditions. Furthermore,

increase in N also aids in the performance because of multiuser scheduling.

Fig. 2.8 demonstrates the average throughput offered by RSCRN against Q.

Here, we set Ps = 10 dB, P = 15 dB, and mij = 3, where i ∈ {a, b, s, r}, j ∈ {r, d}

and i 6= j. By assuming RP = RS = RT /2, it can be seen from the respective

curves that when the target rate is kept low as RT = 1 bps/Hz, the achievable

rate of RSCRN rapidly approaches the target rate. While for the higher target rate

such as RT = 3 bps/Hz, the average throughput is limited for lower values of Q.

However, as the value of Q increases, the average throughput offered by RSCRN

tends to approach the target rate.
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2.6 Summary

In this chapter, we analyzed the performance of a RSCRN with bi-directional pri-

mary communications employing AF-based MABC protocol. We derived the closed-

form expressions of outage probability and average error probability for both primary

and secondary systems under Nakagami-m fading channels. We have also investi-

gated the average system throughput offered by the RSCRN. Our results illustrated

that, leveraging with two-way primary communications, the proposed RSCRN of-

fers higher spectral efficiency. Moreover, by exploiting the advantages of multiuser

cooperation, reliability of SU communication is also improved significantly. Finally,

we validated our theoretical developments using Monte Carlo simulations.
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CHAPTER 3

ADAPTIVE LINK UTILIZATION FOR COGNITIVE

TWO-WAY RELAY NETWORKS

The wireless mobile data traffic is assumed to increase 1000-fold by the year 2020,

which inevitably necessitates the efficient utilization of available scarce spectrum

resources for 5G and beyond wireless networks [54]. To this end, the concept of

spectrum sharing with cognitive radio has been envisioned as a promising technol-

ogy to alleviate the problem of spectrum scarcity [2]. This hierarchical dynamic

spectrum access technique enables the SUs to share the spectrum concurrently with

the PUs without deteriorating the QoS of PUs. In a cognitive radio network, access

to the licensed spectrum can be facilitated by using underlay, overlay, and inter-

weave approaches [5]. To realize this in underlay spectrum sharing approach, the

transmission power of SU is strictly constrained to avoid any harmful interference

to the PU [55]. Moreover, the interference from primary transmissions to the SU

can cause significant degradation in its performance. It would thus be implausible

for the SUs to maintain their own QoS under spectrum sharing conditions. For

this reason, cooperative relaying techniques [3] have been applied to such systems

and shown to provide notable performance improvement over fading channels [56].

While various works investigated the performance of underlay CRNs using tradi-

tional AF [57], [22] and DF [58], [59] relaying protocols, they have neglected the

primary transmitter’s interference on the secondary communications. The impact

of PU’s interference on the performance of SUs has been considered in [60], [61]. As

such, few works have considered incremental relaying [62]-[65] over conventional AF

and DF relaying in the context of cognitive radio networks. Albeit, most of these

works have focused on obtaining instantaneous CSI pertaining to the links between

secondary transmitters and primary receivers to constrain the SUs’ transmit power.
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However, acquiring this instantaneous CSI is typically difficult and may invoke ad-

ditional complexity. In contrast, the average CSI seems more viable as it can be

determined using transmission distance, frequency of radio waves, etc. With regards

to this, the authors in [56], [66], [67] have considered fading-averaged interference

constraints at the primary receiver.

On another front, two-way CRNs (TWCRNs) have been studied extensively

in the literature that exploits network coding techniques to further improve the

spectral efficiency [43], [68]. Mainly two protocols have been considered for such

TWCRNs, namely two-phase MABC [11] and three-phase TDBC [69], [12], that

offer higher spectral efficiency than the conventional one-way relaying counterparts.

These protocols are integrated with traditional AF and DF-based relay process-

ing for bi-directional communications in TWCRNs. Nevertheless, MABC protocol

needs to satisfy more pronounced interference constraints in anticipation with the

simultaneous transmissions from two sources, and thereby poses an impediment to

its application in underlay TWCRNs. On the contrary, the TDBC protocol seems to

be more viable for such networks since it avoids simultaneous transmissions at the

two sources. More importantly, TDBC can make use of the direct link which could

help attaining the required QoS for SUs. Although some recent works have studied

the performance of underlay TWCRNs using DF-based TDBC [70], [71] and MABC

[72] in Rayleigh fading, they have ignored the utilization of direct link that can

potentially improve the performance of SUs without incurring any additional costs.

Despite a quantum of works on overlay models [73]-[75], the literature considering

underlay TWCRNs with exploitation of a direct link remain scarce. For instance,

more recent works have considered underlay models with focus on utilizing either an

idle PU [76] or full-duplex radios [77] for two-way relaying in the absence of direct

link.

Aiming to ensure QoS of the SUs, in this chapter, we investigate the perfor-

mance of a TDBC protocol in underlay TWCRNs by considering the joint effects

of direct and relay links in the presence of both PU’s interference and constraints.

Specifically, we consider two DF-based relaying strategies viz., fixed relaying and in-

cremental relaying, and compare their performances in terms of important metrics to

provide useful insights for the design of 5G and beyond wireless networks. We pro-

pose an adaptive link utilization scheme (ALUS) that can exploit either a direct link
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or relay link or both by making use of appropriate diversity combining techniques to

improve the performance of underlay TWCRNs employing TDBC protocol. Based

on ALUS, we derive closed-form expressions for the outage probability of both DF-

based fixed and incremental relaying strategies over generalized Nakagami-m fading

channels. We then simplify the obtained expressions in the high-SINR regime to

investigate into the achievable diversity orders of the considered system. To further

investigate the SUs performance, we conduct a comparative study between the two

relaying strategies in terms of expected spectral efficiency and average transmission

time. As the incremental relaying makes an efficient use of the degrees of freedom of

the channel by exploiting the limited feedback from the destination, it shows supe-

rior performance over fixed one towards the deployment in 5G and beyond wireless

networks.

The rest of the chapter is organized as follows. In Section 3.1, we present the

descriptions of TWCRN. In Section 3.2, we analyze the performance of secondary

system for DF-based fixed relaying by deriving the closed-form expression of out-

age probability, its approximation at high SINR, and expected spectral efficiency.

Likewise, the performance analysis is carried out in Section 3.3 for the case of in-

cremental relaying. In Section 3.4, we quantify the average end-to-end transmission

time for both fixed and incremental relaying. Numerical and simulation results are

provided in Section 3.5, and finally, summary of the chapter is presented in Section

3.6.

3.1 System Descriptions

As shown in Fig. 3.1, we consider an underlay TWCRN1, wherein secondary sources

Sa and Sb exchange their messages with the help of a secondary relay2 Sr employing

a TDBC protocol. The nodes Tc and Tp represent primary transmitter and primary

receiver, respectively3. Herein, we consider that the secondary nodes Sa, Sr, and Sb

are inflicted by the interference from primary transmitter Tc. Albeit, the primary

1The considered TWCRN may find potential applications in 5G cellular systems wherein the
QoS for SUs is also anticipated. For instance, the SUs may correspond to the femtocell users
underlaying in a macrocell [76].

2Since the femotocell SUs generally have low power and shorter transmission distance, their
coverage can be extended by employing a relay Sr.

3Specifically, PUs Tc and Tp may represent a base station and a mobile user, respectively, in a
macrocell having the licensed spectrum. Whereas, SUs Sa and Sb can represent a general device-to-
device communication system. Moreover, large number of sensors and/or devices in the IoT and in
the future massive machine-type communication networks [9], [54] can exchange information using
the spectrum sharing technique.
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Tc
Tp

Transmission Link

Interference Link

Sr

Sa Sb

Figure 3.1: System model for TWCRN with direct link.

receiver Tp imposes interference constraints on the transmission powers at the nodes

Sa, Sr, and Sb. Each transmitting node operates in half-duplex mode. All the

channels are assumed to follow block fading so as they remain constant during a

packet transmission but changes independently during the next packet transmission

[70], [71]. Let the channels between the transceivers Sı and S are denoted by hı,

where ı,  ∈ {a, r, b} and ı 6= . Similarly, the channels from Sı to PU receiver Tp

are denoted as hıp. And, the channels from Tc to Sı are represented as hcı. All links

are assumed to undergo independent Nakagami-m fading and the thermal noise at

each receiver is modeled as AWGN variables with mean zero and variance No.

With TDBC protocol, the bi-directional message exchange between Sa and Sb

takes place in three time phases. In the first phase, Sa transmits its signal xa with

power Pa, and the signals received at Sb and Sr are given, respectively, by

y
(I)
b =

√
Pahabxa +

√
Pchcbxc + n

(I)
b (3.1a)

and y(I)
r =

√
Paharxa +

√
Pchcrxc + n(I)

r , (3.1b)

where xc and Pc represent respectively the primary transmit signal and power at

Tc, and n
(I)
b and n

(I)
r represent the respective AWGNs at Sb and Sr. In the second

phase, Sb transmits its signal xb with power Pb, and hence the signals received at Sa

and Sr are given, respectively, by
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y(II)
a =

√
Pbhbaxb +

√
Pchcaxc + n(II)

a (3.2a)

and y(II)
r =

√
Pbhbrxb +

√
Pchcrxc + n(II)

r , (3.2b)

where n
(II)
a and n

(II)
r are AWGNs at the respective nodes. As stated before, to

limit the interference at primary receiver Tp, the transmit power at Sa and Sb are

constrained as Pa = Q
E(|hap|2)

and Pb = Q
E(|hbp|2)

, respectively, where Q denotes the

maximum tolerable interference at Tp. Consequently, the resultant SINR via direct

link at Sb and Sa (in first and second phases) can be given, respectively, by

γab =
λQ|hab|2

E(|hap|2)
(
λc|hcb|2 + 1

) (3.3a)

and γba =
λQ|hba|2

E(|hbp|2)
(
λc|hca|2 + 1

) , (3.3b)

where λQ = Q
No

and λc = Pc
No

. Further, the SINR at Sr in the first and second phases

can be given, respectively, as

γar =
λQ|har|2

E(|hap|2)
(
λc|hcr|2 + 1

) (3.4a)

and γbr =
λQ|hbr|2

E(|hbp|2)
(
λc|hcr|2 + 1

) . (3.4b)

In what follows, we discuss the relaying strategies with ALUS for the bi-directional

communication in underlay TWCRN.

3.1.1 DF-based Fixed Relaying

In fixed relaying transmission, the relay first attempts to decode the received signals

broadcasted from transceiver nodes Sa and Sb in first and second phases. After

decoding, it forwards the signal to the respective destinations in an attempt to

achieve diversity. Let RT be the target rate for successful decoding and D(r) be the

associated successful decoding set for any or both of the signals xa and xb at Sr.

The successful decoding set D(r) can be represented as

D(r) = {i ∈ {a, b} : Iir ≥ RT}, (3.5)

with Iir as the mutual information given by

Iir =
1

3
log2 (1 + γir) , (3.6)

where the pre-log factor 1/3 accounts for the three-phase transmission process.

Then, for the case D(r) 6= {∅}, the relay broadcasts a processed signal xr with
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power Pr = Q
E(|hrp|2)

in the third phase. Hereby, xr∈{xa, xb} when either xa or xb is

decoded successfully and xr∈{xa⊕xb} when both the signals are decoded success-

fully at Sr. Hence, the signals received at Sa and Sb in the third phase are given,

respectively, by

y(III)
a =

√
Prhraxr +

√
Pchcaxc + n(III)

a (3.7a)

and y
(III)
b =

√
Prhrbxr +

√
Pchcbxc + n

(III)
b , (3.7b)

where n
(III)
a and n

(III)
b represent the AWGNs at the respective nodes in the third

phase. Thus, the resulting SINRs at Sa and Sb in the third phase are given, respec-

tively, by

γra =
λQ|hra|2

E(|hrp|2)
(
λc|hca|2 + 1

) (3.8a)

and γrb =
λQ|hrb|2

E(|hrp|2)
(
λc|hcb|2 + 1

) . (3.8b)

The corresponding mutual information can be given as Ira = 1
3

log2 (1 + γra) and

Irb = 1
3

log2 (1 + γrb). While the mutual information at the nodes via direct link are

given as

Iab =
1

3
log2 (1 + γab) (3.9a)

and Iba =
1

3
log2 (1 + γba) . (3.9b)

Note that, for D(r) = {∅}, the relay Sr cannot decode any of the signals and no

data is further broadcasted. Next, we describe the DF-based incremental relaying

strategy.

3.1.2 DF-based Incremental Relaying

Incremental relaying is an efficient way to substantially aid to the performance of

TWCRN. It exploits the limited feedback from the destination terminal to dramat-

ically improve the spectral efficiency [3]. In this, the cooperation from the relay

is invoked only when the direct transmission fails. And, once the cooperation is

triggered, its operation becomes similar to the fixed relaying. Hereby, firstly, nodes

Sa and Sb transmit signals to their respective destinations as well as to the relay

node Sr in first two consecutive time slots. Then, depending on the quality of the

received direct link signals, corresponding receiver nodes Sb and Sa decide whether

relaying transmission is required or not by sending a feedback to the relay. For
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deciding the success/failure of the direct communications, their mutual information

can be defined as

Idab = log2 (1 + γab) (3.10a)

and Idba = log2 (1 + γba) . (3.10b)

For instance, considering the signal reception at node Sb, if the mutual information

exceeds the one-sided target transmission rate RT i.e., Idab > RT , Sb provides a

positive acknowledgment to Sr by sending a single bit indicating the success of the

direct transmission. In such a case, relaying transmission is not needed. Otherwise,

a negative acknowledgment is given and the relay Sr forwards the processed signal

xr in the subsequent time slot. In the next subsection, we present the detailed

discussion on the processing at the nodes Sa and Sb to retrieve their respective

intended signals.

3.1.3 Proposed Adaptive Link Utilization Scheme (ALUS)

Herein, we discuss the ALUS4 for bi-directional exchange of messages between the

secondary nodes in TWCRNs. As noted earlier, based on the decoding of signals

received in the first two phases, the relay Sr transmits different signals in the third

phase. There are four possible scenarios at Sr: (i) only xa is decoded, (ii) only xb

is decoded, (iii) both xa and xb are decoded, and (iv) neither xa nor xb is decoded.

Consequently, the signals received at Sa and Sb would also depend on these decoding

scenarios. To retrieve their desired messages, Sa and Sb can perform an appropriate

combining over the received direct link and relay link signals5. As such, for the case

when relay successfully decodes the signal either from Sa or Sb, the corresponding

receiver employs maximal ratio combining (MRC) on the two received copies viz.,

direct and relaying link signals. When the relay successfully decodes the signal from

both Sa and Sb, relay combines the decoded symbols using bitwise xor operation.

In such case, the relay link signal and direct link signal are different due to use of

network coding hence MRC can not be applied at the nodes Sa and Sb. In fact, they

can adopt selection combining (SC) to select best available signal among the direct

4The scheme is named adaptive as it exploits both direct and relay links in an adaptive man-
ner depending on the decoding at the relay, and is, thereby, helpful essentially in deploying the
appropriate diversity combining receiver at the destination nodes.

5The occurrence of a particular scenario is assumed to be conveyed to the nodes Sa and Sb via
a simple medium-access control messages [73] in order to facilitate the appropriate combining of
signals.
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and relay links. For the case when relay is unable to decode any of the signals from

Sa or Sb, the corresponding receivers still have availability of the direct link signals.

We summarize the ALUS in Algorithm 1.

Algorithm 1 : ALUS

Relay Sr receives the signals from Sa and Sb in first two time phases
for D(r) 6= {∅} do

if xr = xa then
Sb performs MRC on the two received signals viz., direct link and relay link
signals. Whereas, Sa retrieves the message from direct link signal only

else if xr = xb then
Sb selects the available direct link signal. Whereas, Sa performs MRC on the
direct link and the relay link signal components

else if xr = xa ⊕ xb then
Sa and Sb adopt SC on the direct and relay links signal

end if
end for
for D(r) = {∅} do
Both Sa and Sb extract their messages from available direct link signals
end for

Although the ALUS utilizes three time phases, it would improve the system per-

formance with the exploitation of direct link, as illustrated in subsequent sections.

It is worth remarking that the ALUS can offer a low complexity implementation

than the two-phase MABC owing to use of time division multiplexing. In fact, the

proposed scheme allows the relay Sr to receive signals from Sa and Sb in successive

phases and thereby easing out the decoding process, especially in the presence of in-

terference [75]. This is in contrast to the two-phase MABC scheme [11], wherein the

signals are received simultaneously under a multi-access scenario. Furthermore, the

implementation of ALUS remains same for both the DF-based relaying strategies.

3.2 Performance Analysis of Fixed Relaying

In this section, we conduct performance analysis for fixed relaying with ALUS under

Nakagami-m fading. For subsequent analysis, we use guv = |huv|2, with u, v ∈

{a, r, b, p, c} and u 6= v for notational simplicity. As such, guv follows Gamma

distribution with severity parameter muv and fading power Ωuv. Its PDF and CDF

are given, respectively, by

fguv(z) =
1

Γ(muv)

(
muv

Ωuv

)muv
zmuv−1e−

muvz
Ωuv (3.11)

and Fguv(z) =
1

Γ(muv)
Υ

(
muv,

muvz

Ωuv

)
. (3.12)
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3.2.1 Outage Probability Evaluation

An outage event is said to occur in the system when the instantaneous SINR at any

SU receiver falls below a specified threshold γth, where γth = 23RT − 1. Therefore,

based on the ALUS, the outage probability at Sb can be formulated as

PFR
out(γth) = Pr [γab < γth, γar < γth]︸ ︷︷ ︸

PFR
DL (γth)

+ Pr [γab + γrb < γth, γar ≥ γth, γbr < γth]︸ ︷︷ ︸
PFR

MRC(γth)

+ Pr [max(γab, γrb) < γth, γar ≥ γth, γbr ≥ γth]︸ ︷︷ ︸
PFR

SC (γth)

, (3.13)

wherein the three terms are followed from Algorithm 1. Clearly, to derive the

PFR
out(γth) in (3.13), we need to evaluate the three probabilities PFR

DL (γth), PFR
MRC(γth)

and PFR
SC (γth). On invoking the SINR expressions from (3.3) and (3.4), one can

represent PFR
DL (γth) as

PFR
DL (γth) = Pr

[
λapQ

gab
X

< γth, λ
ap
Q

gar
Y

< γth

]
, (3.14)

where λapQ =
λQ

E(gap)
, X = λcgcb + 1 and Y = λcgcr + 1. As the two events in (3.14)

are independent, we can express

PFR
DL (γth) =

∫ ∞
0

∫ ∞
0

Fgab|X

(γthx

λapQ

)
Fgar|Y

(γthy

λapQ

)
fX(x)fY (y)dxdy. (3.15)

Since X is a linear transformation of gcb, its PDF fX(x) can be determined under

Nakagami-m fading as

fX(x) =

(
mcb
Ωcb

)mcb
λcΓ(mcb)

(x− 1

λc

)mcb−1

e
−mcb(x−1)

λcΩcb . (3.16)

Similarly, the PDF fY (y) can be obtained and given by replacing X, x,mcb, and Ωcb

with Y, y,mcr, and Ωcr respectively in (3.16). On simplifying fX(·) and fY (·) using

binomial expansion [49, eq. 1.111] and using the results along with the required

CDFs into (3.15), and after manipulating, we obtain

PFR
DL (γth) =

∫ ∞
1

∫ ∞
1

mcb−1∑
n=0

Cmcb−1
n

(−1)mcb−n−1e
mcb

Ωcbλc

Γ(mcb)Γ(mab)

( mcb

Ωcbλc

)mcb
Υ
(
mab,

mabγth

Ωabλ
ap
Q

x
)
xn

×e−
mcb

Ωcbλc
x
mcr−1∑
s=0

Cmcr−1
s

(−1)mcr−s−1e
mcr

Ωcrλc

Γ(mcr)Γ(mar)

( mcr

Ωcrλc

)mcr
Υ
(
mar,

marγth

Ωarλ
ap
Q

y
)
yse−

mcr
Ωcrλc

ydxdy.

(3.17)
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Finally, on applying the series form of Υ(α, x) [49, eq. 8.352.1] into (3.17), and

subsequently simplifying the result with the aid of [49, eqs. 0.314, 3.351.2], we get

the expression of PFR
DL (γth) as

PFR
DL (γth)=

mcb−1∑
n=0

mcr−1∑
s=0

1∑
t=0

t(mab−1)∑
v=0

1∑
ı=0

ı(mar−1)∑
q=0

(−1)κ̃ωtvω
ı
qCmcb−1
n Cmcr−1

s

Γ(mcb)Γ(mcr)
e

(
mcb

Ωcbλc
+ mcr

Ωcrλc

)
×
( mcb

Ωcbλc

)mcb( mcr

Ωcrλc

)mcr(mabγth

Ωabλ
ap
Q

)v(marγth

Ωarλ
ap
Q

)q(tmabγth

Ωabλ
ap
Q

+
mcb

Ωcbλc

)−ṽ
×
( ımarγth

Ωarλ
ap
Q

+
mcr

Ωcrλc

)−s̃
Γ
(
ṽ,
tmabγth

Ωabλ
ap
Q

+
mcb

Ωcbλc

)
Γ
(
s̃,
ımarγth

Ωarλ
ap
Q

+
mcr

Ωcrλc

)
, (3.18)

where κ̃ = mcb + mcr + t + ı − n − s − 2, ṽ = n + v + 1, s̃ = s + q + 1, and the

coefficients ωl , for 0 ≤ l ≤ (mo − 1), can be calculated recursively (with εl = 1
l!
)

as ω0 = (ε0), ω1 = (ε1), ω(mo−1) = (εmo−1), ωl = 1
lε0

∑l
q=1[q − l + q]εqω


l−q for

2 ≤ l ≤ mo − 1, and ωl = 1
lε0

∑mo−1
q=1 [q − l + q]εqω


l−q for mo ≤ l < (mo− 1), with

mo ∈ {mab,mar}. Next, the PFR
MRC(γth) in (3.13) is derived in following lemma.

Lemma 5. The probability PFR
MRC(γth) is given by

PFR
MRC(γth)≈ Ξ

(
1,

1

2
; γth

)
+ Ξ

(1

2
, 1; γth

)
− Ξ

(1

2
,
1

2
; γth

)
, (3.19)

where Ξ(α, β; γth) is given by

Ξ (α, β; γth) = Θ (α, β; γth)
mcr−1∑
s=0

mar−1∑
q=0

1∑
µ=0

µ(mbr−1)∑
r=0

e
mcr

Ωcrλc (−1)s̃+µ
ωµr Cmcr−1

s

q!Γ(mcr)

(
mcr

Ωcrλc

)mcr
×
(
marγth
Ωarλ

ap
Q

)q(
mbrγth

Ωbrλ
bp
Q

)r(
marγth
Ωarλ

ap
Q

+
µmbrγth

Ωbrλ
bp
Q

+
mcr

Ωcrλc

)−q̃
× Γ

(
q̃,
marγth
Ωarλ

ap
Q

+
µmbrγth

Ωbrλ
bp
Q

+
mcr

Ωcrλc

)
. (3.20)

with s̃ = mcr − s− 1, q̃ = q + r + s + 1, λrpQ =
λQ

E(grp)
, λbpQ =

λQ
E(gbp)

, and Θ (α, β; γth)

is given by

Θ(α, β; γth) =

mcb−1∑
n=0

1∑
t=0

t(mab−1)∑
v=0

1∑
k=0

k(mrb−1)∑
p=0

1

Γ(mcb)
(−1)mcb+t+k−n−1ωtvω

k
pCmcb−1

n e
mcb

Ωcbλc

×
(
mcb

Ωcbλc

)mcb (mabαγth
Ωabλ

ap
Q

)v(
mrbβγth
Ωrbλ

rp
Q

)p(
tmabαγth
Ωabλ

ap
Q

+
kmrbβγth

Ωrbλ
rp
Q

+
mcb

Ωcbλc

)−(n+v+p+1)

× Γ

(
n+ v + p+ 1,

tmabαγth
Ωabλ

ap
Q

+
kmrbβγth

Ωrbλ
rp
Q

+
mcb

Ωcbλc

)
. (3.21)

Proof. Proof is relegated to Appendix A. �
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Likewise, we can express the term PFR
SC (γth) in (3.13) as

PFR
SC (γth)=Pr

[
λapQ

gab
X
<γth, λ

rp
Q

grb
X
<γth, λ

ap
Q

gar
Y
≥γth, λ

bp
Q

gbr
Y
≥γth

]
. (3.22)

Applying the conditioning approach similar to the previous ones, (3.22) can be

further represented as

PFR
SC (γth) =

∫ ∞
0

∫ ∞
0

Fgab|X

(
γthx

λapQ

)
Fgrb|X

(
γthx

λrpQ

)
× F gar|Y

(
γthy

λapQ

)
F gbr|Y

(
γthy

λbpQ

)
fX(x)fY (y)dxdy. (3.23)

On inserting the expressions of involved CDFs and PDFs in (3.23), and simplifying

the result, PFR
SC (γth) can be obtained as

PFR
SC (γth)=Θ(1, 1; γth)

mcr−1∑
s=0

mar−1∑
q=0

mbr−1∑
r=0

(−1)s̃

q!r!Γ(mcr)
Cmcr−1
s e

mcr
Ωcrλc

(
mcr

Ωcrλc

)mcr(marγth

Ωarλ
ap
Q

)q
×
(
mbrγth

Ωbrλ
bp
Q

)r(
marγth

Ωarλ
ap
Q

+
mbrγth

Ωbrλ
bp
Q

+
mcr

Ωcrλc

)−q̃
Γ

(
q̃,
marγth

Ωarλ
ap
Q

+
mbrγth

Ωbrλ
bp
Q

+
mcr

Ωcrλc

)
, (3.24)

with s̃ = mcr − s− 1, q̃ = q+ r+ s+ 1, and the function Θ(α, β; γth) is the same as

given in (3.21). Thus, by invoking (3.18), (3.19), and (3.24) into (3.13), a closed-form

expression for the outage probability of fixed relaying strategy is obtained.

3.2.2 High-SINR Analysis of the Outage Probability

To gain better insight, we simplify the previously derived outage probability expres-

sion for asymptotic high-SINR regime (λQ →∞). For this, we first make use of the

series expansion of Υ(α, x) [49, eq. 8.354.1] as

Υ(α, x) = xα
∞∑
ε=0

(−1)εxε

ε!(α + ε)
'
x→0

xα

α
, (3.25)

into (3.17), and then evaluate the resulting integral to obtain the probability PFR
DL (γth)

at high SINR as

PFR
DL (γth) '

mcb−1∑
n=0

mcr−1∑
s=0

Cmcb−1
n Cmcr−1

s

(−1)mcb+mcr−s−n−2e

(
mcb

Ωcbλc
+ mcr

Ωcrλc

)
Γ(mcr)Γ(mcb)Γ(mab + 1)Γ(mar + 1)

×
(
mabΩapγth

Ωab

)mab (marΩapγth

Ωar

)mar(mcb

Ωcbλc

)mcb−m̃ab ( mcr

Ωcrλc

)mcr−m̃ar
× Γ

(
m̃ab,

mcb

Ωcbλc

)
Γ

(
m̃ar,

mcr

Ωcrλc

)
1

λQ
mab+mar

, (3.26)

where m̃ab = mab + n+ 1, m̃ar = mar + s+ 1.
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Next, to express the probability PFR
MRC(γth) at high-SINR, we can asymptotically

represent (3.19) as

PFR
MRC(γth)'Ψ

(
1,

1

2
; γth

)
+Ψ
(1

2
, 1; γth

)
−Ψ

(1

2
,
1

2
; γth

)
, (3.27)

where Ψ(α, β; γth) can be obtained, by applying (3.25) into (3.19) and simplifying

subsequently, as

Ψ(α, β; γth) =

mcr−1∑
s=0

mcb−1∑
n=0

Cmcb−1
n Cmcr−1

s (−1)mcb+mcr−n−s−2e

(
mcb

Ωcbλc
+ mcr

Ωcrλc

)
Γ(mcb)Γ(mab + 1)Γ(mrb + 1)Γ(mcr)Γ(mbr + 1)

×
(
mabΩapαγth

Ωab

)mab (mrbΩrpβγth

Ωrb

)mrb ( mcb

Ωcbλc

)mcb−m̃ab (mbrΩbpγth

Ωbr

)mbr
×
(
mcr

Ωcrλc

)mcr−m̃br
Γ

(
m̃ab,

mcb

Ωcbλc

)
Γ

(
m̃br,

mcr

Ωcrλc

)
1

λQ
mab+mrb+mbr

. (3.28)

where m̃ab = mab +mrb + n+ 1 and m̃br = mbr + s+ 1.

As done for PFR
MRC(γth), applying the similar procedure to (3.23), the term PFR

SC (γth)

at high-SINR can be obtained as

PFR
SC (γth) '

mcb−1∑
n=0

Cmcb−1
n (−1)mcb−n−1

Γ(mcb)Γ(mab + 1)Γ(mrb + 1)
e

mcb
Ωcbλc

(
mabΩapγth

Ωab

)mab
×
(
mrbΩrpγth

Ωrb

)mrb ( mcb

Ωcbλc

)mcb−m̃ab
Γ

(
m̃ab,

mcb

Ωcbλc

)
1

λQ
mab+mrb

, (3.29)

where m̃ab = mab +mrb + n+ 1.

Thus, by using (3.26), (3.27) and (3.29) into (3.13), the asymptotic outage prob-

ability expression is reached. With this, one can infer that the achievable diversity

order is mab + min(mar,mrb). Note that, at high-SINR, PFR
MRC(γth) does not con-

tribute towards quantifying the coding and diversity gains of the system.

3.2.3 Expected Spectral Efficiency

In this subsection, we evaluate another performance metric called expected spectral

efficiency [3] for the considered scheme. With fixed relaying, the overall transmission

takes place in three time phases and hence the expected spectral efficiency for one-

sided transmission can be expressed as

RFR

s =
RT
3

[1− PFR

out(γth)] . (3.30)

One can readily compute the RFR
s in (3.30) by substituting PFR

out(γth) from (13).

However, at a high-SINR, λQ → ∞, the expected spectral efficiency approaches to

RFR
s ' RT

3
.
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3.3 Performance Analysis of Incremental Relaying

In this section, we derive the outage probability, its high-SINR approximation, and

expected spectral efficiency for incremental relaying strategy under Nakagami-m

fading.

3.3.1 Outage Probability Evaluation

Based on our proposed ALUS, the outage probability for incremental relaying at Sb

can be formulated as

P IR
out = Pr[γab < γd

th, γar < γth]︸ ︷︷ ︸
PIR

DL

+ Pr[γab + γrb < γth, γab < γd
th, γar ≥ γth, γbr < γth]︸ ︷︷ ︸

PIR
MRC

+ Pr[max(γab, γrb) < γth, γab < γd
th, γar ≥ γth, γbr ≥ γth]︸ ︷︷ ︸

PIR
SC

, (3.31)

where γd
th = 2RT − 1 and all three terms are followed from the Algorithm 1. Ap-

parently, the probability P IR
DL in (3.31) is similar to PFR

DL in (3.13) and hence can

directly be obtained from (3.18) by replacing the term mabγth with mabγ
d
th.

Next, the probability P IR
MRC is derived in following lemma.

Lemma 6. The probability PIR
MRC in (3.31) is given as follows

PIR
MRC =

[
mcb−1∑
n=0

1∑
t=0

t(mab−1)∑
v=0

1∑
k=0

k(mrb−1)∑
p=0

1

Γ(mcb)
(−1)mcb+t+k−n−1ωtvω

k
pCmcb−1

n e
mcb

Ωcbλc

×
(
mcb

Ωcbλc

)mcb (mabγ
d
th

Ωabλ
ap
Q

)v(
mrbγ̃th
Ωrbλ

rp
Q

)p(
tmabγ

d
th

Ωabλ
ap
Q

+
kmrbγ̃th
Ωrbλ

rp
Q

+
mcb

Ωcbλc

)−(n+v+p+1)

× Γ

(
n+ v + p+ 1,

tmabγ
d
th

Ωabλ
ap
Q

+
kmrbγ̃th
Ωrbλ

rp
Q

+
mcb

Ωcbλc

)
+

mcb−1∑
n=0

1∑
t=0

t(mab−1)∑
v=0

v∑
v′=0

mrb+v
′−1∑

l=0

× l!ωtvCmcb−1
n Cvv′C

mrb+v
′−1

l

Γ(mrb)Γ(mcb)

(−1)t+v
′+l+mcb−n−1e

mcb
Ωcbλc(

tmabλ
rp
Q

Ωabλ
ap
Q
− mrb

Ωrb

)l+1

(
γth
λrpQ

)v−v′(
mcb

Ωcbλc

)mcb(λrpQ
λapQ

)v′

×
(
mab

Ωab

)v (
mrb

Ωrb

)mrb [( mcb

Ωcbλc
+
mrbγth
Ωrbλ

rp
Q

)−m̃rb
Γ

(
m̃rb,

mcb

Ωcbλc
+
mrbγth
Ωrbλ

rp
Q

)

×

(
γth
λrpQ

)mrb+v
′−l−1

−

(
γ̃th
λrpQ

)mrb+v′−l−1(
mcb

Ωcbλc
+
mrbγ̃th
Ωrbλ

rp
Q

+
tmabγ

d
th

Ωabλ
ap
Q

)−m̃rb

× Γ

(
m̃rb,

mcb

Ωcbλc
+
mrbγ̃th
Ωrbλ

rp
Q

+
tmabγ

d
th

Ωabλ
ap
Q

)]]
Ξ(1, 1, ; γth)

Θ(1, 1, ; γth)
, (3.32)

where γ̃th = (γth − γdth) and m̃rb = mrb + v + n− l.

Proof. Proof is relegated to the Appendix B. �
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From (3.31), the probability P IR
SC is given as

P IR
SC = Pr

[
λapQ

gab
X
<γth, λ

rp
Q

grb
X
<γth, λ

ap
Q

gab
X
<γd

th, λ
ap
Q

gar
Y
≥γth, λ

bp
Q

gbr
Y
≥γth

]
. (3.33)

As γd
th < γth, the integral form of (3.33) can be expressed as

P IR
SC =

∫ ∞
0

∫ ∞
0

∫ γd
thx

λ
ap
Q

w=0

fgab (w)Fgrb|X

(
γthx

λrpQ

)
(3.34)

× F gar|Y

(
γthy

λapQ

)
F gbr|Y

(
γthy

λbpQ

)
fX(x)fY (y)dxdy.

Evaluating the required integration, after some involved manipulations, yields the

result in (3.35)

P IR
SC =

mcr−1∑
s=0

mar−1∑
q=0

mbr−1∑
r=0

mcb−1∑
n=0

1∑
t=0
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× Γ

(
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Q
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(
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tmabγ
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Ωabλ
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Q

+
kmrbγth

Ωrbλ
rp
Q

+
mcb

Ωcbλc

)
, (3.35)

where ñ = n+ v + p+ 1.

Finally, adding together all the probabilities P IR
DL, P IR

MRC, and P IR
SC, closed-form

expression of outage probability P IR
out in (3.31) for incremental relaying can be eval-

uated.

3.3.2 High-SINR Analysis of Outage Probability

For simplifying the derived outage expressions, we make use of result given in (3.25).

Consequently, P IR
DL at high-SINR, λQ →∞, regime is obtained and can directly be

expressed by replacing mabγth with mabγ
d
th in (3.26). As such, the probability P IR

MRC

at high-SINR can be, asymptotically, represented as

P IR
MRC'
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e
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Ωcbλc
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(
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×
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Γ
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)
1

λQ
mab+mrb+mbr

. (3.36)
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Likewise, asymptotic approximation of P IR
SC is evaluated, expression for which

can be directly obtained by replacing mabγth with mabγ
d
th in (3.29). Thus, by adding

P IR
DL, P IR

MRC, and P IR
SC, the probability P IR

out in (3.31) at high-SINR regime for DF-

based incremental relaying can be evaluated. Note that, the diversity order of the

incremental relaying remains same as that of fixed relaying.

3.3.3 Expected Spectral Efficiency

For incremental relaying, depending upon the success of direct transmission, the

overall communication takes place in either two or three time phases. Hence, the

expected spectral efficiency [52], [78] for one-sided transmission can be quantified as

RIR

s = RT Pr[γab ≥ γd
th] +

RT
3

Pr[γab < γd
th]. (3.37)

Here, we can evaluate Pr[γab ≥ γd
th] using (3.3) as

Pr[γab ≥ γd
th] =

mab−1∑
v=0

mcb−1∑
n=0

Cmcb−1
n e

mcb
Ωcbλc

(
mabγ

d
th

Ωabλ
ap
Q

)v
(−1)mcb−n−1

v!Γ(mcb)

(
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)mcb
×
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d
th
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Q
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Ωcbλc

)−(n+v+1)

Γ

(
n+ v + 1,

mabγ
d
th

Ωabλ
ap
Q

+
mcb

Ωcbλc

)
, (3.38)

whereas Pr[γab < γd
th] = 1 − Pr[γab ≥ γd

th]. In (3.37), the first term arises when the

direct transmission is successful and hence the overall bi-directional communication

occurs in two time phases only. Whereas, the second term corresponds to the un-

successful direct transmission and three-phase bi-directional communication. It is

important to note that, at a high-SINR, λQ → ∞, the expected spectral efficiency

of incremental relaying approaches to RIR
s ' RT , which is three-fold as compared

to that of fixed relaying.

3.4 Average End-to-End Transmission Time

For practical deployment of future generation wireless networks, one of the main

design objectives is to reduce the network latency. For this, herein, we attempt

to estimate the end-to-end (e2e) transmission time for a packet to reach the in-

tended destination, which may be useful for designing the wireless network with the

anticipated latency requirements. As per the third Shannon theorem, the transmis-

sion time is inversely proportional to the transmission rate of the channel [79], [80].
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Hence, the time taken by a packet to reach the destination node Sj after leaving the

source Si is given by

Tij =
L

B log2(1 + γij)
=

B̃

loge(1 + γij)
, (3.39)

where L is the length of the packet, B is the channel bandwidth, and B̃=(L loge(2))/B.

Further, we assume that the transmitted packet reaches the destination successfully

before time-out. Moreover, the transmission time and processing delay of feed-

back/acknowledgment message are assumed negligible as compared to the packet

transmission time [81], [82]. Based on these, the average e2e transmission time for

the two relaying strategies can be obtained as follows.

3.4.1 Fixed Relaying

For fixed relaying strategy, the average e2e transmission time for a packet to reach

Sb from Sa can be computed as

T FR

a→b = E(Tar) + E(Tbr) + E(Trb), (3.40)

where Tar, Tbr, and Trb can be obtained using (3.39). Here, since the transmission

takes place in three time phases, the average e2e transmission time is predominantly

depends on the relaying path.

3.4.2 Incremental Relaying

For incremental relaying, the average e2e transmission time for a packet to reach Sb

from Sa can be formulated as

T IR

a→b = E(Tab)Pr[γab ≥ γd
th] + [E(Tar) + E(Tbr) + E(Trb)] Pr[γab < γd

th], (3.41)

where Pr[γab ≥ γd
th] is given by (3.38), Pr[γab < γd

th] = 1 − Pr[γab ≥ γd
th], and the

E(Tij) can be expressed as

E(Tij) =

∫ ∞
0

xfTij(x)dx, (3.42)

where fTij(x) is PDF of Tij. Note that, using (3.42), it is cumbersome to derive

the closed-form expressions for (3.40) and (3.41). Hence, we compute them with

simulation and based on that we compare the average e2e transmission times of the

two relaying strategies in the next section.
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3.5 Numerical and Simulation Results

In this section, we perform numerical investigations of the considered TWCRNs

using both the fixed and incremental relaying strategies with ALUS. We adopt a

two-dimensional (x, y) network topology, where the nodes Tc, Tp, Sa, Sr and Sb are

located at (0, 0.5), (1, 0.5), (0, 0), (0.5, d), and (1, 0), respectively. Following path-

loss model, we set Ωı = D−αı , where Dı is the distance between two arbitrary nodes

with path loss exponent α equals to 4. Further, we set RT = 1/2 bps/Hz, No = 1,

d = 0, and (mcb,mcr,mbr) = (1, 1, 1) unless otherwise specified.

0 5 10 15 20 25
Q/No (dB)

10-4

10-3

10-2

10-1

100

O
u
ta
ge

P
ro
b
ab

il
it
y

MABC Hong et al [24]
Zhang et al [23]
Fixed relaying
Incremental relaying

Figure 3.2: Outage performance comparison for different schemes.

Comparison of Proposed Scheme with Existing Schemes

In this subsection, we compare the performance of the proposed scheme with the

existing schemes in the literature. Firstly, we consider the work of Zhang et al.

[71] as benchmark for the comparison. As their study is based on Rayleigh fading

channels, we set all the Nakagami-m fading parameters for our system as mu,v = 1,

where u, v ∈ {c, p, a, r, b}. For comparison purpose, all the other parameters are

kept same and given as λc = Pp = 2 dB, No = 1, γth = 1, RT = 1/3, and M = 1.

With this, Fig. 3.2 establishes the SUs’ outage performance comparison between

the proposed scheme and the benchmark scheme. It is evident from the respective

curves that the proposed scheme significantly outperforms the benchmark scheme.
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Moreover, the performance gap between the two schemes expands even further for

the incremental relaying strategy. Next, we compare the proposed scheme with an-

other benchmark scheme studied in [72]. We illustrate the user outage performance

comparison between the proposed scheme and two-phase MABC protocol in [72].

For this, we fix RAR = RBR = RRB = RT = 1/3, σ2 = 1, α = 0.5, and Ith = Q.

It can be manifestly observed from Fig. 3.2 that proposed scheme performs better

than its two-phase counterpart, even though the interference from PU is absent in

the study of [72].

In essence, it is inferred that the proposed ALUS scheme outperforms both the

existing benchmark schemes viz., three-phase TDBC [71] and two-phase MABC [72]

due to the appropriate usage of available direct link. As such, the proposed scheme

harvests the benefits of cooperative diversity for TWCRNs which was overlooked in

the existing literature.
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Figure 3.3: Outage performance for various fading parameters.

Outage Performance Evaluation

In Fig. 3.3, we plot the outage probability curves of both the DF-based relaying

strategies versus λQ for various fading severity parameters keeping primary trans-

mit power fixed (λc = 2 dB). Apparently, the analytical curves are in well agreement

with the exact simulation results. The asymptotic curves are also found corrobo-

ratory with the exact results in the high-SINR regime. From these curves, it can
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be observed that, for the same set of parameters, incremental relaying performs

better than the fixed relaying. However, the performance gap between the two re-

laying strategies tends to grow as the direct link parameter mab increases. Moreover,

one can clearly visualize the achievable diversity order of the considered system as

mab + min(mar,mrb). Further, the relative performance gain with a better quality

of direct link channel (i.e., with a higher value of mab) justifies its importance for

the considered cognitive two-way relay system.
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Figure 3.4: Outage performance for various relay locations with λc = 5 dB.

In Fig. 3.4, we depict the impact of relay location on the outage performance of

the two relaying strategies. With relay positioned at (0.5, d), if d changes from 0.5 to

0.3 or 0.1 i.e., the relay Sr is moved away from the primary transmitter and receiver,

the outage probability of both fixed and incremental relaying decrease. This is due

to the relaxed interference constraints from primary receiver and lessen interference

from primary transmitter.

Fig. 3.5 and Fig. 3.6 illustrate the impact of the primary transmit power λc on

the outage performance of the considered system for fixed relaying and incremental

relaying respectively. Here, curves are drawn for various values of λc and channel

parameters (mab,mar,mbr). It can be seen that the outage performance degrades

as λc increases. However, the performance is shown to improve clearly when λc

decreases from 4 dB to 2 dB (see the curves for mab,mar,mbr = 3, 2, 3). It follows
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from these figures that the system diversity gain could be extracted for a small

primary interference power.
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Figure 3.5: Outage performance of fixed relaying for various values of λc.
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Figure 3.6: Outage performance of incremental relaying for various values ofλc.

In Fig. 3.7 and Fig. 3.8, we plot the outage probability curves for different

levels of λQ/λc. It can be observed that when primary interference power level

λc is low i.e., λQ/λc is 25 dB, the system can exploit diversity gain effectively
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Figure 3.7: Outage performance of fixed relaying for different levels of λQ/λc.

(see mab,mar,mbr=2, 1, 1 or 2, 2, 2). However, for high interference power level

(λQ/λc=15 dB), an outage floor phenomenon occurs at high-SINR. Importantly, the

system coding gain is still affected by the channel/system parameters (as implied

by the shift of the curves), but the relative improvement in performance remains

marginal. Hence, PU’s interference is critical for the SUs to maintain their QoS

requirements.

0 5 10 15 20 25 30
λQ (dB)

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

O
u
ta
ge

P
ro
b
ab

il
it
y

λQ/λc = 15 dB
λQ/λc = 25 dB
Asymptotic
Simulation

mab, mar, mrb

= 2, 1, 1

2, 1, 2

2, 2, 2

2, 2, 2

2, 1, 1

Figure 3.8: Outage performance of incremental relaying for differentλQ/λc levels.
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Expected Spectral Efficiency

In Fig. 3.9, we demonstrate the expected spectral efficiency achievable by the two

considered relaying strategies. It is apparent that the incremental relaying dra-

matically improves the spectral efficiency. For instance, when the target rate is

RT = 1 bps/Hz, the maximum expected spectral efficiency offered by fixed relaying

approaches to RT
3
' 0.33. In contrast, the maximum expected spectral efficiency

offered by incremental relaying approaches the target rate RT . Thus, it can be con-

cluded that incremental relaying is more spectrally efficient than traditional fixed

relaying for TWCRNs, and hence may be preferred for deployment in future 5G and

beyond wireless networks.

Average End-to-End Transmission Time

In Fig. 3.10, we depict and compare the average e2e transmission times for the two

considered relaying strategies. We assume that the system bandwidth is B = 1

MHz and packet length is L = 4096 bits. It can be manifestly observed from the

curves that transmission time for incremental relaying is less as compared with fixed

relaying. This is due to the fact that when direct transmission is successful, incre-

mental relaying utilizes only two time slots and thereby reducing the transmission

time significantly. Moreover, increasing the primary transmit power λc eventually

increases the transmission time due to degradation in the SINR as can be witnessed

from (3.39).
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Figure 3.10: Average end-to-end transmission time against λQ.

3.6 Summary
In this chapter, we conducted performance analysis for an underlay TWCRN with a

direct link by employing a TDBC protocol in the presence of primary interference.

An adaptive link utilization scheme is proposed to exploit both the direct and the

relay links. Based on the proposed link utilization scheme, we derived the tight

closed-form expressions of outage probability for two different DF-based relaying

strategies, viz., fixed relaying and incremental relaying under Nakagami-m fading.

It is shown that the incremental relaying performs better than the fixed relaying for

the same set of system parameters. Moreover, the performance gap between the two

relaying strategies increases as the quality of direct link improves. Furthermore, with

the help of simulation results, we disclosed that the proposed scheme outperforms

the existing two-phase and three-phase benchmark transmission schemes in terms

of the outage probability. To attain further insight, we carried out the analysis to

high-SINR regime, and examined the impact of system parameters on the perfor-

mance gain. Our results revealed that the full diversity for secondary system can be

achieved as long as the primary interference remains limited, otherwise the perfor-

mance remarkably deteriorates. Above all, we demonstrated that the incremental

relaying outperforms fixed relaying in terms of expected spectral efficiency and av-

erage transmission time and hence could be a promising candidate for deployment

in future wireless systems.
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CHAPTER 4

IMPACT OF HARDWARE AND CHANNEL

IMPERFECTIONS IN COGNITIVE RELAY NETWORKS

In the recent past, CRNs have been extensively studied by employing AF- or DF-

based relay cooperation in order to enhance the system’s performance (e.g., see

[83]-[87] and references cited therein). However, most of the existing studies on

CRNs have presented performance analysis by assuming ideal hardware for the net-

work nodes.

In practice, RF transceivers are afflicted with several hardware imperfections

such as IQ imbalances, amplifier non-linearities, and phase noise [27], [88]-[91]. As

a result, a non-ideal transceiver induces undesirable distortions in the transmit-

ted and received signals which limit the system capacity primarily in the high-rate

applications. To this end, various works have analyzed the impact of hardware

imperfections on the performance of cognitive radio networks [92]-[98]. Specifically,

authors in [92] studied the effects of non-ideal RF chain on the cyclo-stationary spec-

trum sensing. In [93], the impact of RF imperfections on the sensing performance of

an energy detector and a cyclo-stationarity detector has been examined. The effect

of IQ imbalance on the blind spectrum sensing for overlay cognitive radio networks

was investigated in [94]. Authors in [95] considered the spectrum sensing problem

in orthogonal frequency-division multiplexing-based cognitive radio networks under

IQ imbalance. In [96], an energy detection based spectrum sensing has been studied

for both single-channel and multi-channel direct-conversion receiver scenarios im-

paired by IQ imbalance. Authors in [97] and [98] examined the impact of hardware

imperfections on the spectrum sensing in half-duplex and full duplex networks, re-

spectively. Some other works have analyzed the performance of CRNs considering

hardware impairments (HIs) [99]-[104]. For instance, the performance analysis of
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full-duplex cooperative cognitive radio in presence of transmit imperfections was

reported in [99]. Authors in [100] have studied CRNs with HIs, but with a single

relay and without a direct link. In [101], the performance of underlay cognitive

relaying system has been investigated using multiple antennas with HIs under the

assumption of no direct link. Authors in [102] examined partial relay selection pro-

tocols in underlay cognitive radio under impact of HIs. In [103], the performance of

underlay spectrum sharing network has been analyzed in presence of HIs, whereas

the study in [104] considered the HIs only at the relay node and not on the source

and destination nodes. Nonetheless, all these works considered perfect CSI for all

the links. Besides HIs, the performance of cooperative relay systems may also get

impaired by imperfect CSI due to channel estimation errors (CEEs) [28]. CRNs

with imperfect CSI for ideal hardware were analyzed in [105] and [106]. Recently,

the authors in [107] and [108] have studied the joint impact of HIs and CEEs, but

not in the context of spectrum sharing networks.

Motivated by the aforementioned facts, in this chapter, we investigate the perfor-

mance of CRNs considering both AF and DF relaying schemes with direct link under

the joint impact of two practical and detrimental imperfections, called transceiver

HIs and CEEs. Herein, we consider the hardware distortions induced by all the non-

ideal secondary nodes and residual interference originating from imperfect channel

estimations.

In the sequel, we first present the signal model in Section 4.1 that incorporates

HIs and CEEs and will be utilized for the subsequent analysis in the chapter. Next,

we analyze the joint impact of HIs and CEEs on the performance of AF relaying

based CRNs in Section 4.2 and on the DF relaying based CRNs in Section 4.3.

4.1 Signal Model with HIs and CEEs

In this section, we describe the signal model that takes into account both HIs and

CEEs. For this, let hı be the channel coefficient between two arbitrary nodes ı

and , which is assumed to follow CN (0,Ωı). Then, considering minimum mean-

square error (MMSE) channel estimation model, we have hı = ĥı+ehı , where ĥı

is the estimate for the channel hı and ehı is the estimation error which follows

CN (0, σ2
e,ı), where σ2

e,ı=E{|hı|2}−E{|ĥı|2} implies the quality of estimation and

is chosen appropriately based on the estimation schemes [28]. Further, we assume

that ĥı and ehı are mutually independent. This assumption is valid for MMSE
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estimator wherein the estimate and error are orthogonal. Hence, we have ĥı ∼

CN (0, Ω̂ı), where Ω̂ı=Ωı − σ2
e,ı. Further, referring to HIs model in [88], let xs be

the transmitted signal over the channel hı, then the signal at the receiving node 

can be expressed as

y = (ĥı + ehı)(xs + ηtı) + ηr + ν (4.1)

= (ĥı + ehı)xs + ĥıηtı + ehıηtı + ηr︸ ︷︷ ︸
effective distortion noise

+ν

︸ ︷︷ ︸
overall effective noise

,

where ν∼CN (0,N0) denotes AWGN, ηtı∼CN (0,κ2
tıPs) and ηr ∼ CN (0, κ2

rPs(|ĥı|2+

σ2
e,ı)) represent distortion noises1 at the transmitter and receiver, respectively, with

Ps = E{|xs|2}. All these noises are assumed to be independent from each other.

Hereby, the parameters κtı, κr ≥ 0 quantify the level of impairments and are mea-

sured experimentally as error vector magnitudes (EVMs)2. From (4.1), it can be

observed that the true distribution of overall effective noise is not Gaussian since it

involves the terms having product of two complex Gaussian random variables. How-

ever, for a given channel realization, the term ĥıηtı can be assumed to be complex

Gaussian distributed [88]. Further, by considering the small levels of estimation

error and hardware impairments in practical scenarios, the distribution of ehıηtı can

also be tightly approximated as CN (0, Psκ
2
tıσ

2
e,ı) [109]. Consequently, the overall

effective noise can be treated as complex Gaussian. As such, from (4.1), we can

write the aggregate power of the effective distortion noise at the receiver, for a given

channel realization, as

E{|(ĥı + ehı)ηtı + ηr|2} = Ps(|ĥı|2 + σ2
e,ı)(κ

2
tı + κ2

r). (4.2)

Using (4.2), we can write the equivalent expression of (4.1) as

y = (ĥı + ehı)(xs + ηı,) + ν

= (ĥı + ehı)xs + ĥıηı, + ehıηı, + ν︸ ︷︷ ︸
overall effective noise

, (4.3)

where ηı, ∼ CN (0, κ2
ı,Ps) represents the equivalent distortion noise which accounts

for the HIs at both the transmitter and the receiver nodes, such that κı, =
√
κ2
tı + κ2

r.

1The fundamental difference between distortion noise (due to HIs) and thermal noise lies in a
fact that unlike thermal noise, distortion noise power is proportional to the signal power and the
instantaneous channel gain.

2These EVMs can be defined as the ratio of distortion-to-signal magnitude, and can be obtained
as given in [110].

59



4.2. COGNITIVE AF MULTI-RELAY NETWORKS WITH RF HIs AND
CEEs

As discussed above, the overall effective noise in (4.3) can be assumed to be complex

Gaussian distributed where the distribution of ehıηı, is approximated as CN (0, Psκ
2
ı,σ

2
e,ı).

Hereafter, without loss of generality, we use the characterization in (4.3) for the sub-

sequent analysis.

4.2 Cognitive AF Multi-Relay Networks with RF

HIs and CEEs

In this section, we analyze the performance of an AF relaying based cognitive multi-

relay network (CMRN) under the joint impact of HIs and CEEs. Based on the model

presented in Section 4.1, we derive a new closed-form outage probability expression

of the considered system by considering imperfect CSI for all links and HIs at all

secondary nodes over independent and non-identically distributed (i.ni.d.) Rayleigh

fading channels. We also derive an asymptotic outage expression to examine the

system diversity order. Moreover, we identify the key parameters influencing the

system performance and present important insights.

4.2.1 System Descriptions

As shown in Fig. 4.1, we consider a CMRN where one secondary source S commu-

nicates with one secondary destination D using the cooperation of K secondary AF

relays {Rm}Km=1 in the presence of a primary receiver Tp. It is assumed that a direct

link between S and D also exists. The intuitive reason for this assumption is as

follows. In underlay spectrum sharing networks, the power at the SU transmitter

is a random quantity due to which sustaining the QoS of SUs becomes challenging.

To circumvent this, the relays are employed even for the shorter communication

distance between source and destination nodes. Hence, the presence of a direct link

can not be overlooked in such networks.

In 5G cellular systems, the SUs may correspond to the femtocell users underlay-

ing in a macrocell [76], [111]. Further, as in many earlier works [87], [112], [113], we

assume that the primary transmitter is located far away from the secondary nodes

such that its interference on secondary receivers can be ignored. This is a widely

adopted assumption in underlay paradigm and could be applicable in the scenar-

ios where the femtocell SU receivers are situated beyond the coverage of macrocell

PU transmitter. Another practical example for such scenarios is when primary and

secondary networks are owned and controlled by the same operator so that the
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interference at the SUs can be limited.

Herein, all the secondary nodes (i.e., S, D, and Rm) are afflicted with HIs. Like

most of the previous works [100]-[104], we assume the hardware at the PU to be

ideal3. Further, all the channels are assumed to follow block fading so that they

remain constant during a packet transmission but changes independently during the

next packet transmission [70], [71]. The channels hı between any two arbitrary nodes

ı and  are subject to independent and non-identically distributed Rayleigh fading.

In this analytical framework, the overall secondary communication takes place in
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Figure 4.1: System model for CMRN.

two phases. In first phase, S transmits its signal xs (satisfying E{|xs|2} = Ps) to D

and all the relays. Consequently, the received signal at D and at the relay Rm can

be given, respectively, by

yd,1 = (ĥsd + ehsd)(xs + ηs,d) + νd,1 (4.4)

and yrm = (ĥsrm + ehsrm )(xs + ηs,rm) + νrm , (4.5)

where ηs,d ∼ CN (0, κ2
s,dPs) and ηs,rm ∼ CN (0, κ2

s,rmPs) are distortion noises. And,

νd,1 and νrm represent AWGN variables at the respective nodes. During second

phase, Rm first amplifies the received signal yrm with a variable gain G given by

G =

√
Prm

Ps|ĥsrm|2(1 + κ2
s,rm) + Psσ2

e,srm(1 + κ2
s,rm) +No

, (4.6)

3Since our present study primarily focuses on the performance evaluation of SUs, the analysis
of PUs with HIs can be treated as problems for future research works.
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where Prm is transmit power at Rm, and then forwards it to D. Consequently, the

signal received (after amplification) at D is given as

yd,2 = (ĥrmd + ehrmd)(Gyrm + ηrm,d) + νd,2, (4.7)

where ηrm,d ∼ CN (0, κ2
rm,d

Prm) represents distortion noise with Prm = E{|Gyrm|2},

and νd,2 is AWGN at D in second phase. Further, in an underlay scenario with

HIs and CEEs, to limit the interference power at primary receiver Tp below a pre-

determined threshold Q, the instantaneous powers at S and Rm are constrained

as E{|(ĥsp + ehsp)(xs + ηts)|2} ≤ Q and E{|(ĥrmp + ehrmp)(Gyrm + ηtrm)|2} ≤ Q

respectively, where ηts ∼ CN (0, κ2
tsPs) and ηtrm ∼ CN (0, κ2

trmPrm) are the distor-

tion noises induced in transmit processing at S and Rm respectively. As a result,

we have Ps = Q

(|ĥsp|2+σ2
e,sp)(1+κ2

ts)
and Prm = Q

(|ĥrmp|2+σ2
e,rmp

)(1+κ2
trm

)
. Hereby, it has

been assumed that the maximum transmit power at S and Rm is large enough and

hence can be neglected to meet the interference constraint at Tp [114]. Thus, from

(4.4), the resulting signal-to-noise-and-distortion ratio (SNDR) at D via direct link

transmission of first phase can be given by

Λsd =

%|ĥsd|2

|ĥsp|2

|ĥsd|2κ2
s,d%

|ĥsp|2
+

σ2
e,sd%(1+κ2

s,d)+σ2
e,sp(1+κ2

ts)

|ĥsp|2
+ (1 + κ2

ts)
, (4.8)

where % = Q/N0 SNR. Further, using (4.8) with an estimation error variance as

decreasing function of SNR, i.e., σ2
e,ı = 1/% [28], [106], we can write

Λsd =

%|ĥsd|2

|ĥsp|2

%κ2
s,d|ĥsd|2

|ĥsp|2
+

αs,d

|ĥsp|2
+ δs

, (4.9)

where αs,d = (1 + κ2
s,d) + (1 + κ2

ts)/% and δs = 1 + κ2
ts. Now, using (4.5), (4.6), and

(4.7), SNDR at D via relay link transmission of second phase can be obtained as

Λm=
%2|ĥsrm |2|ĥrmd|2

α1,m|ĥrmd|2+α2,m|ĥsrm |2|ĥrmd|2+α3,m|ĥrmd|2|ĥsp|2+α4,m|ĥsrm |2+α5,m|ĥsrm |2|ĥrmp|2+α6,m

,

(4.10)

where α1,m = %κ2
s,rm + κ2

ts + %κ2
rm,d

(1 + κ2
s,rm) + κ2

rm,d
(1 + κ2

ts),

α2,m = %2κ2
s,rm + %2κ2

rm,d
(1 + κ2

s,rm),

α3,m = %κ2
ts + %κ2

rm,d
(1 + κ2

ts),
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α4,m = %(1 + κ2
s,rm) +%κ2

rm,d
(1 +κ2

s,rm)+(1 +κ2
s,rm)(1 + κ2

trm),

α5,m = %(1 + κ2
s,rm)(1 + κ2

trm),

α6,m = α7,m|ĥsp|2+α8,m|ĥrmp|2+α9,m|ĥrmp|2|ĥsp|2+α10,m,

α7,m = (1 + κ2
ts) + κ2

rm,d
(1 + κ2

ts) + (1 + κ2
ts)(1 + κ2

trm)/%,

α8,m = (1 + κ2
s,rm)(1 + κ2

trm) + (1 + κ2
ts)(1 + κ2

trm)/%,

α9,m = (1 + κ2
ts)(1 + κ2

trm),

α10,m = (1 + κ2
s,rm)+(1 + κ2

ts)/%+ κ2
rm,d

(1 + κ2
s,rm) + κ2

rm,d
(1 + κ2

ts)/%

+(1 + κ2
s,rm)(1 + κ2

trm)/%+ (1 + κ2
ts)(1 + κ2

trm)/%2.

Among all the available relays, the best relay can be selected opportunistically as

m∗ = arg max
m=1,...,K

{Λm}. (4.11)

Herein, we assume that the selection process is executed in a controller unit where

all information about channel estimates are gathered and conveyed to the relays

through feedback.

The channel gains |hı|2 and |ĥı|2 follow exponential distribution with mean Ωı

and Ω̂ı = Ωı − σ2
e,ı, respectively, where ı ∈ {s, rm},  ∈ {d, rm, p}, and ı 6= . In

general, the PDF and CDF for exponential random variable V with mean Ω are

given by fV (v) = 1
Ω

e−
v
Ω and FV (v) = 1− e−

v
Ω , respectively.

4.2.2 Outage Performance

In this section, we conduct outage performance analysis of the considered CMRN.

With the application of selection combining on the destination D, the outage prob-

ability for a given threshold γth can be defined as

Pout(γth) = Pr [max{Λsd,Λm∗} < γth] . (4.12)

As apparent from (4.8) and (4.10), Λsd and Λm∗ are dependent owing to the existence

of a common random variable |ĥsp|2. Hence, we first evaluate the conditional outage

probability, conditioned on W = |ĥsp|2, as

Pout(γth|W )=

∫ γth

0

∫ γth

0

fΛsd(u|W )fΛm∗ (v|W )dudv=FΛsd(γth|W )FΛm∗ (γth|W ). (4.13)

Then, the unconditional Pout(γth) is obtained, by averaging over W , as

Pout(γth) =

∫ ∞
0

Pout(γth|W )fW (w)dw. (4.14)
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Evaluation of (4.14) requires CDFs FΛsd(γth|W ) and FΛm∗ (γth|W ) which are obtained

as follows. Using (4.9), we can write

FΛsd(γth|W ) = Pr [Λsd < γth|W ] = Pr
[
|ĥsd|2 <

γth(αs,d + δsw)

%(1− κ2
s,dγth)

]

=

 1− e
−

γth(αs,d+δsw)

Ω̂sd%(1−κ
2
s,d

γth) , for γth < 1/κ2
s,d,

1, otherwise.
(4.15)

For evaluating FΛm∗ (γth|W ), we apply order statistics based on (4.11) to write

FΛm∗ (γth|W ) =
K∏
m=1

FΛm(γth|W ), (4.16)

where FΛm(γth|W ) can be obtained as

FΛm(γth|W ) = Pr[Λm < γth|W ]. (4.17)

For notational simplicity in subsequent analysis, we assume |ĥsrm|2 = X, |ĥrmd|2 =

Y , and |ĥrmp|2 = Z. Also, as followed in [70], for similar hardware of relays, we

denote κ2
s,rm = κ2

s,r, κ
2
rm,d

= κ2
r,d, κ

2
trm = κ2

tr, and αi,m = αi (where i ∈ {1, ..., 10}).

With this, we can represent (4.17), using (4.10), as

FΛm(γth|W )=Pr

[
X <

γth(α1Y + α3wY + α6)

Y (%2 − γthα2)− γth(α4 + α5Z)

∣∣∣∣W]

=

 Ψ(γth, w), for γth <
1

κ2
s,r+κ

2
r,d+κ2

s,rκ
2
r,d
,

1, otherwise,
(4.18)

where Ψ(γth, w) is given by

Ψ(γth, w)=

∫ ∞
z=0

∫ ∞
y=ξ(z)

FX

(
γth(α1y + α3wy + α6)

y(%2 − γthα2)−γth(α4 + α5z)

)
fY (y)fZ(z)dydz, (4.19)

with ξ(z) = γth(α4+α5z)
(%2−γthα2)

. Substituting the required CDF and PDFs into (4.19) and

performing the required integration with the aid of [49, eq. 3.324], we obtain (after

some involved manipulations)

Ψ(γth, w) = 1−
∫ ∞
z=0

e
−
(

γth(α1+α3w)

Ω̂srm (%2−γthα2)
+

γth(α4+α5z)

Ω̂rmd
(%2−γthα2)

)

×
√
ζ(z)(%2 − γthα2)

%2 − γthα2

K1

(√
ζ(z)

%2 − γthα2

)
fZ(z)dz, (4.20)
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where ζ(z) = 4γth

Ω̂srm

(
γth(α4+α5z)
%2−γthα2

+ α6

)
and K1(·) denotes the first-order modified

bessel function of the second kind [49, eq. 8.432.6]. However, it would be very

difficult to solve (4.20) in a closed-form, we make use of the fact K1(x) ≈ 1/x as in

[115], and evaluate the resultant expression to obtain Ψ(γth, w) as

Ψ(γth, w) ≈ 1− e
−
(

γth(α1+α3w)

Ω̂srm (%2−γthα2)
+

γthα4
Ω̂rmd

(%2−γthα2)

)(
1 +

α5γthΩ̂rmp

%2 − γthα2

)−1

. (4.21)

Note that such approximation leads to very tight results in broad SNR region, as

illustrated in Section 4.2.4. Consequently, on using (4.17), (4.18), (4.21) in (4.16)

and the result along with (4.15) in (4.13), we get Pout(γth|W ). Finally, substituting

the so obtained Pout(γth|W ) and PDF fW (w) in (4.14) and then evaluating the

resultant integral, the outage probability of CMRN is obtained as

Pout(γth) ≈


P1, for γth <

1
κ2
s,r+κ

2
r,d+κ2

s,rκ
2
r,d
,

P2, for 1
κ2
s,r+κ

2
r,d+κ2

s,rκ
2
r,d
≤ γth < 1/κ2

s,d,

1, otherwise,

(4.22)

in which the component P1 is given by

P1 =
1∑

n=0

1∑
n1=0

1∑
n2=0

· · ·
1∑

nK=0

(−1)n+
∑K
i=1 nie

−
∑K
i=1

[
niγthα1

Ω̂sri (%
2−α2γth)

+
niγthα4

Ω̂rid
(%2−α2γth)

]

×

[
K∏
i=1

(
1 +

α5γthΩ̂rip

Ω̂rid(%
2 − α2γth)

)−ni]
e
−

nγthαs,d

Ω̂sd%(1−κ
2
s,d

γth)

×

[
1 + Ω̂sp

{
nδsγth

Ω̂sd%(1− κ2
s,dγth)

+
K∑
i=1

niγthα3

Ω̂sri(%
2 − α2γth)

}]−1

, (4.23)

and the component P2 is given as

P2 =
1∑

n=0

(−1)ne
−

nγthαs,d

Ω̂sd%(1−κ
2
s,d

γth)

[
1 +

nδsΩ̂spγth

Ω̂sd%(1− κ2
s,dγth)

]−1

. (4.24)

Herein, the component P1 accounts for the selection cooperation between both direct

and relay links. While P2 arises from the transmission via direct link only, that is,

without cooperation from the relay. From (4.22), it is important to observe that

HIs impose undesirable constraints on γth which in turn cause ceiling effects in the

system. When γth ≥ 1
κ2
s,r+κ

2
r,d+κ2

s,rκ
2
r,d

, the relay ceases to cooperate the transmission
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and hence the system relies only on the transmission from direct link. This effect is

called relay cooperation ceiling (RCC) [104]. Whereas, for γth ≥ 1/κ2
s,d, the direct

transmission also fails, and as a result, overall system goes into outage, which is

referred hereby as overall system ceiling (OSC). This is clearly reflected by the fact

that probability term in (4.22) evaluates to unity for γth ≥ 1/κ2
s,d. Note that, as

κ2
s,r + κ2

r,d + κ2
s,rκ

2
r,d > κ2

s,d, RCC always appears before OSC. Altogether, it is worth

remarking that HIs are deleterious for system performance and hence it is important

to take them into consideration while designing the practical systems for high-rate

applications.

4.2.3 Asymptotic Outage Performance
In this section, we derive asymptotic outage expression in the high-SNR regime

(%→∞). Herein, without losing generality, we assume independent and identically

distributed channels, i.e., Ωsrm = Ωsr, Ωrmd = Ωrd, Ωrmp = Ωrp ∀ m ∈ {1, ..., K}.

Also, for attaining better insights, we assume that κ2
s,r = κ2

r,d = κ2
s,d = κ2. For

deriving outage probability at high-SNR regime, we need to simplify the CDFs

FΛsd(γth|W ) and FΛm∗ (γth|W ). For this, we first obtain FΛsd(γth|W ), by using (4.15)

along with the fact that e−x ' 1− x for small x, as

FΛsd(γth|W )=


γth(1+κ2)

Ω̂sd%(1−κ2γth)
+ γthδsw

Ω̂sd%(1−κ2γth)
, for γth<1/κ2,

1, otherwise.
(4.25)

Next, at high-SNR, (4.21) can be approximated by

ψ(γth, w) ' 1− e
−
(

γth(ā1+ā2w)

Ω̂sr%(1−γthā1)
+

γthā3
Ω̂rd%(1−γthā1)

)(
1 +

ā4γthΩ̂rp

%Ω̂rd(1− γthā1)

)−1

, (4.26)

where ā1 = 2κ2 + κ4, ā2 = κ2
ts + κ2(1 + κ2

ts), ā3 = 1 + ā1, ā4 = (1 + κ2)(1 + κ2
tr).

Now, using (1 + x)−1 ' 1− x and e−x ' 1− x for small x, (4.26) can be written as

ψ(γth, w) ' 1−

(
1− γth(ā1 + ā2w)

Ω̂sr%(1− γthā1)
− γthā3

Ω̂rd%(1− γthā1)

)(
1− ā4γthΩ̂rp

%Ω̂rd(1− γthā1)

)
.

(4.27)

Further, inserting (4.27) in (4.18) and the so obtained result in (4.16), we get

FΛm∗ (γth|W ) '

 [ψ(γth, w)]K , for γth <
1

2κ2+κ4 ,

1, otherwise .
(4.28)
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Finally, using (4.25) and (4.28) in (4.13) and obtained result in (4.14), and then after

integrating the resultant expression, we get the outage probability at asymptotic

limit as

Pout(γth) '


Pasy1

(
1
%

)K+1

, for γth <
1

2κ2+κ4 ,

Pasy2

(
1
%

)
, for 1

2κ2+κ4 ≤ γth < 1/κ2,

1, otherwise ,

(4.29)

where Pasy1 and Pasy2 are given, respectively, by

Pasy1 =
K∑
r=0

(
K

r

)(
γthā1

Ω̂sr(1− γthā1)
+
γth(ā3 + ā4Ω̂rp)

Ω̂rd(1− γthā1)

)K−r

×

(
γth(1 + κ2)r!Ω̂r

sp

Ω̂sd(1− κ2γth)
+
γthδs(r + 1)!Ω̂r+1

sp

Ω̂sd(1− κ2γth)

)(
γthā2

Ω̂sr(1− γthā1)

)r

(4.30)

and Pasy2 =

(
γth(1 + κ2)

Ω̂sd(1− κ2γth)
+

γthδsΩ̂sp

Ω̂sd(1− κ2γth)

)
. (4.31)

Re-expressing Pout(γth) in (4.29) as (Gc%)−Gd , it can be inferred that system achieves

full diversity gain of Gd = K + 1 as long as γth < 1
2κ2+κ4 . After the RCC and

before the occurrence of OSC
(

1
2κ2+κ4 ≤ γth < 1/κ2

)
, as the system relies on direct

link only, the diversity gain becomes Gd = 1. And, once the OSC phenomenon

occurs, the system goes in outage and thereby the diversity gain reduces to zero.

Additionally, it can be deduced that the HIs also affect the coding gain Gc of system.

It is worth noting that since CEEs are decreasing function of SNR, they do not affect

the diversity gain of the system. However, CEEs pose critical impact on the coding

gain, as illustrated in Section 4.2.4.

4.2.4 Numerical and Simulation Results

For numerical analysis, we place the network nodes S, {Rm}Km=1, D, and Tp at two-

dimensional (2-D) space coordinates (0, 0), (0.5, 0), (1, 0), and (0.5, 0.5), respectively.

Considering path-loss model with exponent α = 4 and dij as the distance between

the nodes i and j, we set Ωij = d−αij . We also set κts = κrd = κtrm = κrrm = κi

such that κs,d = κr,d = κs,r = κ =
√

2κi. Note that, for a fair comparison, we

readily obtain the outage expression for an ideal system (without HIs and CEEs)

by considering a single PU in [22].

Fig. 4.2 plots the outage probability curves versus % for the considered CMRN.
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Figure 4.2: Outage performance of the system against %.

Herein, we set γth = 1, κi = 0.175, and vary the number of relays K. We can clearly

see that the analytical curves are in well agreement to the simulation results. Also,

the asymptotic curves closely follow analytical curves at high %. As such, for the

given HIs levels, the threshold γth is maintained below RCC point (≈ 7.921) and

thereby the system can exploit full diversity in such instances of lower target rates.

This is also evident from the respective curves for different values of K.

In Fig. 4.3, we illustrate the impact of γth and HIs level on the system per-

formance. From the respective curves, it is apparent that as γth increases, the

performance of system deteriorates due to high-rate requirements. Evidently, the

performance gap between the ideal system and impaired system also expands with

increase in γth (see curves for γth = 1, 2, 3). Moreover, when HIs level κi increases

from 0.2 to 0.3, the system performance degrades significantly. It can be further

seen that for a fixed γth, there exists a performance gap between ideal and impaired

system which arises primarily due to the joint impact of HIs and CEEs on coding

gain, and this gap is preserved for the entire range of SNR. This is associated with

the fact that a fixed γth implies a fixed diversity gain (Gd = K + 1 in this case).

And, since CEEs are decreasing with the SNR (σ2
e,ı = 1/%), the performance loss

due to CEEs also decreases with increase in SNR. Therefore, the performance gap

between ideal and impaired system is preserved irrespective of the SNR.
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Figure 4.3: Outage performance of the system against %.
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Figure 4.4: Outage performance of the system against γth.

In Fig. 4.4, we plot the outage probability curves against the γth. Herein, we set

% = 30 dB to analyze the effect of RCC on the performance of considered CMRN

with CEEs. For instance, if κi = 0.15(0.25), the RCC and OSC effect occurs at

the threshold of ≈ 6 dB(10 dB) and ≈ 9 dB(13 dB) respectively. It can be mani-

festly observed from the curves that as γth crosses the RCC, the system performance

69



4.3. COGNITIVE DF MULTI-RELAY NETWORKS WITH RF HIs
AND CEEs

converges to that of a pure direct link. Apparently, the direct link partially com-

pensates for RCC, by providing diversity gain of unity, until the occurrence of OSC.

Afterwards, when γth further increases to OSC point, the system outage probability

approaches to unity. Thus, we conclude that HIs are detrimental for system to keep

with its performance standards in high-rate applications.

4.3 Cognitive DF Multi-Relay Networks with RF

HIs and CEEs

In the previous section, we investigated the performance of AF-based CMRN. How-

ever, for the conventional cooperative systems with HIs, DF relaying is shown to

be more advantageous and preferable over AF relaying for designing the high-rate

systems [88]. This is because, unlike AF relaying, the additional distortion noises in

the first hop of DF relaying do not carry on to the second hop which makes it more

resilient and robust to HIs. Therefore, in this section, we analyze the performance

of a DF relaying based CMRN with a direct link in presence of HIs and CEEs. We

manifest that the distortion noises induced in the direct link and relaying link chains

cause three ceiling effects viz., relay cooperation ceiling (RCC), direct link ceiling

(DLC), and overall system ceiling (OSC), and thereby, cap the fundamental capac-

ity of the considered system. Herein, we also consider both the power constraints,

i.e., maximum available transmit power and maximum tolerable interference at the

PU. Such consideration is more practical for the SU transmitters to ensure the QoS

requirements at the PU receiver in an underlay spectrum sharing model.

4.3.1 System Descriptions

As shown in Fig. 4.1, we consider a CMRN where one secondary source S commu-

nicates with one secondary destination D using the cooperation of K secondary DF

relays {Rm}Km=1 in the presence of a primary receiver Tp. In the considered DF-

based CMRN, the overall secondary communication takes place in two time phases.

In first phase, S transmits its signal xs (satisfying E{|xs|2} = Ps) to D and all the

relays. Consequently, the received signals at D and Rm can be given, respectively,

by

yd,1 = (ĥsd + ehsd)(xs + ηs,d) + νd,1 (4.32)

and yrm = (ĥsrm + ehsrm )(xs + ηs,rm) + νrm , (4.33)
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where νd,1 and νrm represent AWGN variables at the respective nodes, while ηs,d ∼

CN (0, κ2
s,dPs) and ηs,rm ∼ CN (0, κ2

s,rmPs) denote equivalent distortion noises at D

and Rm, respectively, with κı, =
√
κ2
tı + κ2

r, where ı ∈ {s, rm},  ∈ {d, rm}, and

ı 6= . In an underlay scenario with HIs and CEEs, to limit the interference power

at primary receiver Tp below a pre-determined threshold Q, the transmit power at

S should be constrained as E{|(ĥsp + ehsp)(xs + ηts)|2} ≤ Q. In addition, since the

source S has maximum transmit power limit of P , the transmit power Ps at S can

be expressed as

Ps = min

(
P,

Q

(|ĥsp|2 + σ2
e,sp)(1 + κ2

ts)

)
. (4.34)

Thereby, from (4.32) and (4.33), the resulting SNDRs at D and Rm in the first phase

can be given, respectively, as

Λsd =
Ps|ĥsd|2

Psκ2
s,d|ĥsd|2 + Psσ2

e,sd(1 + κ2
s,d) +N0

(4.35)

and Λsrm =
Ps|ĥsrm|2

Psκ2
s,rm|ĥsrm|2 + Psσ2

e,srm(1 + κ2
s,rm) +N0

. (4.36)

In second phase, the relays {Rm} first attempt to decode the signal received from

S. Let D0 denote the set of relays that can successfully decode the signal received

in first phase. With target rate R for successful decoding, we have

D0 = {Rm|Λsrm ≥ γth,m ∈ {1, ..., K}}, (4.37)

where γth = 22R−1. Amongst all the relays in D0, the best relay (say mth relay)

is selected in a reactive manner to forward the re-encoded signal xr (satisfying

E{|xr|2} = Prm) to D. Another possible way of selecting the relay is proactive relay

selection in which the best relay is selected based on max-min criterion. However,

such proactive selection requires much larger feedback overhead to obtain CSI of all

links [116]. Therefore, we resort to the reactive relay selection as disclosed in next

section. As such, the received signal at D via relay Rm can be expressed as

yd,2 = (ĥrmd + ehrmd)(xr + ηrm,d) + νd,2, (4.38)

where νd,2 represents AWGN at D and ηrm,d ∼ CN (0, κ2
rm,d

Prm). Further, due to

maximum tolerable interference constraint of Q from Tp, the transmit power at the

relay must be constrained to E{|(ĥrmp + ehrmp)(xr + ηtrm)|2} ≤ Q. Also, since the

relay has its maximum transmit power limit P , the transmit power Prm at the mth
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relay can be written as

Prm = min

(
P,

Q

(|ĥrmp|2 + σ2
e,rmp)(1 + κ2

trm)

)
. (4.39)

Using (4.38), the SNDR at D via relaying link transmission in second phase can be

written as

Λrmd =
Prm|ĥrmd|2

Prmκ
2
rm,d
|ĥrmd|2 + Prmσ

2
e,rmd

(1 + κ2
rm,d

) +N0

. (4.40)

Herein, all the channel gains |hı|2 and |ĥı|2 follow exponential distribution with

mean Ωı and Ω̂ı = Ωı − σ2
e,ı, respectively, where ı ∈ {s, rm},  ∈ {d, rm, p}, and

ı 6= . In general, PDF and CDF for exponential random variable V with mean Ω are

given by fV (v) = 1
Ω

exp
(
− v

Ω

)
and FV (v) = 1− exp

(
− v

Ω

)
, respectively, where v ≥ 0.

Further, as in various previous works [103], [104], [117], we consider κ2
s,rm = κ2

s,r,

κ2
rm,d

= κ2
r,d, κ

2
trm = κ2

tr for similar hardware of relays.

4.3.2 Outage Performance

In this section, we conduct outage performance analysis of the considered CMRN.

Let Dm be a decoding subset having m active relays (i.e., cardinality |Dm| = m).

Then, for a given threshold γth, the outage probability of the CMRN can be formu-

lated using total probability theorem [118] as

Pout(γth) =

P∅︷ ︸︸ ︷
Pr [Λsd < γth,D0 = ∅] +

P∅̄︷ ︸︸ ︷
K∑
m=1

∑
Dm

Pr [Λsd < γth,Λrmd < γth,Dm] . (4.41)

In (4.41), the first component P∅ accounts for the case when no relay can successfully

decode the signal received in the first phase, i.e., D0 is empty, and as a result,

system relies on the direct link transmission only. Whereas, the other component

P∅̄ corresponds to the case when D0 is nonempty, and consequently, the destination

D applies the selection cooperation to combine the signals received from direct link

and best relaying link. The internal sum in P∅̄ spans over all
(
K
m

)
possible decoding

subsets Dm of size m from the set of K candidate relays. On observing (4.35) and

(4.37), with the help of (4.34) and (4.36), we notice that each of the components P∅̄
and P∅ in (4.41) contains joint events with dependence due to presence of a common

random variable W = |ĥsp|2. Hence, these components can not be evaluated using

conventional analysis any more. Hereby, we apply the conditioning approach to
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carry out the computation of P∅̄ and P∅ in the following subsections.

Computation of P∅̄
We obtain P∅̄ by first conditioning on W and then taking the expectation over W as

P∅̄=
∫ ∞

0

K∑
m=1

∑
Dm

Pr [Λsd<γth|W ] Pr [Dm|W ] Pr [Λrmd<γth|Dm,W ] fW (w)dw. (4.42)

To evaluate (4.42), we require the probabilities Pr [Λsd < γth|W ], Pr [Dm|W ], and

Pr [Λrmd < γth|Dm,W ]. Firstly, let us derive Pr [Dm|W ] in the following lemma.

Lemma 7. The decoding probability Pr [Dm|W ], conditioned on W, can be derived

as

Pr [Dm|W ] =

 Ξm(γth, w), for γth < 1/κ2
s,r,

0, for γth ≥ 1/κ2
s,r,

(4.43)

where Ξm(γth, w) is given by

Ξm(γth, w) =

[
m∏
`=1

exp

(
− γth(αs,r`λP + 1)

Ω̂sr`λP (1− κ2
s,rγth)

)]
1∑

nm+1=0

· · ·
1∑

nK=0

(−1)

K∑
i=m+1

ni

× exp

(
−

K∑
i=m+1

niγth(αs,riλP + 1)

Ω̂sriλP (1− κ2
s,rγth)

)
, for W ≤ Qsp (4.44)

and

Ξm(γth, w) =

[
m∏
`=1

exp

(
− γth(ᾱs,r` + δsw)

Ω̂sr`λQ(1− κ2
s,rγth)

)]
1∑

nm+1=0

· · ·
1∑

nK=0

(−1)

K∑
i=m+1

ni

× exp

(
−

K∑
i=m+1

niγth(ᾱs,ri + δsw)

Ω̂sriλQ(1− κ2
s,rγth)

)
, for W > Qsp, (4.45)

with λP = P/N0, λQ = Q/N0, δs = 1 + κ2
ts, αs,rm = (1 + κ2

s,r)σ
2
e,srm, ᾱs,rm =

λQαs,rm + σ2
e,spδs, and Qsp = Q

Pδs
− σ2

e,sp.

Proof. Please refer to Appendix C. �

From the derived result in Lemma 7, it is important to note that the HIs impose

the undesirable constraint on γth which restricts the decoding of received signals

at the relays in the first phase beyond a certain rate requirement. This is clearly

reflected by the fact that the conditional decoding probability in (4.43) reduces to

zero for γth ≥ 1/κ2
s,r.
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Next, the conditional probability Pr [Λsd < γth|W ] can be expressed as

Pr [Λsd < γth|W ] =

 Φsd(γth, w), for γth < 1/κ2
s,d,

1, for γth ≥ 1/κ2
s,d,

(4.46)

where the function Φsd(γth, w) is given by

Φsd(γth, w) = Pr

[
Ps|ĥsd|2

Psκ2
s,d|ĥsd|2 + Psσ2

e,sd(1 + κ2
s,d) +N0

< γth|W

]
. (4.47)

By substituting (4.34) into (4.47) and evaluating the resultant expression, Φsd(γth, w)

can be obtained as

Φsd(γth, w)=


1− exp

(
−γth(αs,dλP+1)

Ω̂sdλP (1−κ2
s,dγth)

)
, for W ≤ Qsp,

1− exp

(
−γth(ᾱs,d+δsw)

Ω̂sdλQ(1−κ2
s,dγth)

)
, for W > Qsp,

(4.48)

with αs,d = (1 + κ2
s,d)σ

2
e,sd and α̃s,d = λQαs,d + σ2

e,spδs.

Now, we need to derive the term Pr [Λrmd < γth|Dm,W ]. For this, let Rm repre-

sent best selected4 relay among the m relays in Dm, which is based on the criterion

Λrmd = max
{`∈Dm}

{Λr`d}. (4.49)

Then, by applying concepts of order statistics, we have

Pr [Λrmd < γth|Dm,W ] =
m∏
`=1

Pr [Λr`d < γth|Dm,W ] . (4.50)

Consequently, using (4.40), we can compute (4.50) as

Pr [Λrmd < γth|Dm,W ] =


m∏̀
=1

Φr`d(γth), for γth<1/κ2
r,d,

1, for γth ≥ 1/κ2
r,d,

(4.51)

where the function Φr`d(γth) is derived in the following lemma.

Lemma 8. The function Φr`d(γth) in (4.51) can be derived as

4We assume that the selection process is executed in a controller unit where all the information
about channel estimates and statistics of the distortion noises are gathered and conveyed to the
relays through feedback [119], [120].
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Φr`d(γth)=1−
[
1−exp

(
−Qr`p

Ω̂r`p

)]
exp

(
−γth(αr`,dλP + 1)

Ω̂r`dλP (1−γthκ2
r,d)

)
−exp

(
−γthα̃r`,d

Ω̂r`dλQ(1−κ2
r,dγth)

)

×
(

1+
Ω̂r`pγthδr

Ω̂r`dλQ(1− κ2
r,dγth)

)−1

exp

(
−Qr`p

(
1

Ωr`,p

+
γthδr

Ωr`dλQ(1− κ2
r,dγth)

))
, (4.52)

with δr = 1 + κ2
tr, αr`,d = (1 + κ2

r,d)σ
2
e,r`d

, α̃r`,d = λQαr`,d + σ2
e,r`p

δr, and Qr`p =

Q
Pδr
− σ2

e,r`p
.

Proof. Please refer to Appendix D. �

Hereby, on using the result from Lemma 8 in (4.51), one can infer that HIs

restrict decoding of signals in second phase at the destination beyond a certain rate

requirement as evident from the condition γth ≥ 1/κ2
r,d. Now, using (4.43), (4.46),

and (4.51), it is important to emphasize that the P∅̄ in (4.42) evaluates to different

expressions depending on the impairment levels κ2
s,d, κ

2
s,r, and κ2

r,d. Consequently,

plugging (4.43), (4.46), and (4.51) in (4.42), and then after performing the required

integration, we obtain P∅̄ for all the possible cases as follows:

• When κ2
s,d ≤ κ2

r,d ≤ κ2
s,r or κ2

r,d ≤ κ2
s,d ≤ κ2

s,r,

P∅̄ =

 P∅̄1, for γth < 1/κ2
s,r,

0, otherwise.
(4.53)

• When κ2
s,r ≤ κ2

s,d ≤ κ2
r,d,

P∅̄ =



P∅̄1, for γth < 1/κ2
r,d,

P∅̄4, for 1/κ2
r,d ≤ γth < 1/κ2

s,d,

P∅̄3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r

0, otherwise.

(4.54)

• When κ2
s,d ≤ κ2

s,r ≤ κ2
r,d,

P∅̄ =


P∅̄1, for γth < 1/κ2

r,d,

P∅̄4, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

0, otherwise.

(4.55)

• When κ2
r,d ≤ κ2

s,r ≤ κ2
s,d,
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P∅̄ =


P∅̄1, for γth < 1/κ2

s,d,

P∅̄2, for 1/κ2
s,d ≤ γth < 1/κ2

s,r

0, otherwise.

(4.56)

• When κ2
s,r ≤ κ2

r,d ≤ κ2
s,d,

P∅̄ =



P∅̄1, for γth < 1/κ2
s,d,

P∅̄2, for 1/κ2
s,d ≤ γth < 1/κ2

r,d,

P∅̄3, for 1/κ2
r,d ≤ γth < 1/κ2

s,r

0, otherwise.

(4.57)

Now, we derive the expressions for the components P∅̄1, P∅̄2, P∅̄3, and P∅̄4 in the

sequel. Firstly, P∅̄1 will be derived in the following lemma.

Lemma 9. The component P∅̄1 is given as follows

P∅̄1 =

K∑
m=1

1∑
n=0

1∑
nm+1=0

· · ·
1∑

nK=0

(
K

m

)(m∏
`=1

Φr`d(γth)

)
(−1)

n+
K∑

i=m+1
ni

exp

(
−nαs,dγth

Ω̂sd(1−κ2
s,dγth)

−
m∑
`=1

αs,r`γth

Ω̂sr`(1−κ2
s,rγth)

−
K∑

i=m+1

niαs,riγth

Ω̂sri(1−κ2
s,rγth)

)[(
1−exp

(
−Qsp
Ω̂sp

))
exp

(
−nγth

Ω̂sdλP (1−κ2
s,dγth)

−
m∑
`=1

γth

Ω̂sr`λP (1−κ2
s,rγth)

−
K∑

i=m+1

× niγth

Ω̂sriλP (1−κ2
s,rγth)

)
+exp

( −nγthσ2
e,spδs

Ω̂sdλP (1−κ2
s,dγth)

−
m∑
`=1

γthσ
2
e,spδs

Ω̂sr`λP (1−κ2
s,rγth)

)
exp

( K∑
i=m+1

−niγthσ2
e,spδs

Ω̂sriλP (1−κ2
s,rγth)

)

×

(
1+Ω̂sp

(
nγthδs

Ω̂sdλQ(1− κ2
s,dγth)

+

m∑
`=1

γthδs

Ω̂sr`λQ(1− κ2
s,rγth)

+

K∑
i=m+1

niγthδs

Ω̂sriλQ(1− κ2
s,rγth)

))−1

× exp

(
−Qsp

( 1

Ω̂sp
+

nγthδs

Ω̂sdλQ(1− κ2
s,dγth)

+

m∑
`=1

γthδs

Ω̂sr`λQ(1− κ2
s,rγth)

+

K∑
i=m+1

niγthδs

Ω̂sriλQ(1− κ2
s,rγth)

))]
.

(4.58)

Proof. Please refer to Appendix E. �

On using the expression of P∅̄1 from Lemma 9 in (4.53)-(4.57), it is important

to observe that P∅̄ equals to P∅̄1 for γth < 1/max(κ2
sr, κ

2
rd, κ

2
sd). Based on this

observation, it can be inferred that when the target threshold is sufficiently low,

the effect of HIs does not inhibit the cooperation between direct and relaying links.

However, the HIs may critically affect this cooperation when target threshold is

increased, as we shall discuss at the end of this subsection.

Further, using (4.42), the component P∅̄2 can be expressed as

P∅̄2 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Dm|W ] Pr [Λrmd < γth|Dm,W ] fW (w)dw. (4.59)
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By following the similar steps as used for deriving P∅̄1 in Lemma 9, (4.59) can be

solved to obtain P∅̄2 as given in (4.60).

P∅̄2 =

K∑
m=1

1∑
nm+1=0

· · ·
1∑

nK=0

(
K

m

)( m∏
`=1

Φr`d(γth)

)
(−1)

K∑
i=m+1

ni
exp

( m∑
`=1

−αs,r`γth

Ω̂sr`(1− κ2
s,rγth)

−
K∑

i=m+1

× niαs,riγth

Ω̂sri(1−κ2
s,rγth)

)[[
1−exp

(
−Qsp

Ω̂sp

)]
exp

( m∑
`=1

−γth

Ω̂sr`λP (1−κ2
s,rγth)

−
K∑

i=m+1

niγth

Ω̂sriλP (1− κ2
s,rγth)

)

+exp

(m∑
`=1

−γthσ
2
e,spδs

Ω̂sr`λP (1−κ2
s,rγth)

−
K∑

i=m+1

niγthσ
2
e,spδs

Ω̂sriλP (1−κ2
s,rγth)

)
exp

(
Qsp

(
−1

Ω̂sp
+

m∑
`=1

−γthδs

Ω̂sr`λQ(1−κ2
s,rγth)

))

×exp

( K∑
i=m+1

−niQ(s, p)γthδs

Ω̂sriλQ(1−κ2
s,rγth)

)(
1+Ω̂sp

(
m∑
`=1

γthδs

Ω̂sr`λQ(1−κ2
s,rγth)

+

K∑
i=m+1

niγthδs

Ω̂sriλQ(1−κ2
s,rγth)

))−1
 .

(4.60)

Likewise, P∅̄3 and P∅̄4 can be derived, respectively, as

P∅̄3 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Dm|W ] fW (w)dw (4.61)

and P∅̄4 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Λsd < γth|W ] Pr [Dm|W ] fW (w)dw. (4.62)

On evaluating the integrals in (4.61) and (4.62), one can obtain the expressions of P∅̄3
and P∅̄4 which can be readily expressed in compact form as P∅̄3 = P∅̄2

/( m∏̀
=1

φr`d(γth)

)
and P∅̄4 = P∅̄1

/( m∏̀
=1

φr`d(γth)

)
. On substituting the obtained expressions of P∅̄1,

P∅̄2, P∅̄3, and P∅̄4 appropriately in (4.53)-(4.57), it can be observed that the cooper-

ation between direct and relaying link transmissions ceases to exist beyond a certain

threshold. This can be attested from the observation that component P∅̄ reduces to

zero as γth ≥ 1/κ2
s,r.

Computation of P∅
The component P∅ in (4.41) can be expressed, with the aid of (4.37), as

P∅ =

∫ ∞
0

K∏
m=1

Pr [Λsrm < γth|W ] Pr [Λsd < γth|W ] fW (w)dw. (4.63)

Based on the impairment levels κ2
s,d and κ2

s,r, (4.63) yields different expressions.

Thus, after plugging (C.4) and (4.46) in (4.63) and solving the required integral, P∅
is obtained as follows:
• When κ2

s,d ≤ κ2
s,r,

P∅ =


P∅1, for γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d

1, otherwise.

(4.64)
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• When κ2
s,d ≥ κ2

s,r,

P∅ =


P∅1, for γth < 1/κ2

s,d,

P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r

1, otherwise.

(4.65)

Here, component P∅1 can be evaluated by substituting (C.4) and (4.46) into (4.63),

and solving the resultant integral to obtain

P∅1 =

1∑
n=0

1∑
n1=0

· · ·
1∑

nK=0

(−1)
n+

K∑
i=1

ni
exp

(
−nγthαs,d

Ω̂sd(1−κ2
s,dγth)

−
K∑
i=1

niαs,riγth

Ω̂sri(1−κ2
s,rγth)

)[[
1− exp

(
−Qsp

Ω̂sp

)]

× exp

(
−nγth

Ω̂sdλP (1−κ2
s,dγth)

−
K∑
i=1

niγth

Ω̂sriλP (1− κ2
s,rγth)

)
+ exp

( −nγthσ
2
e,spδs

Ω̂sdλQ(1− κ2
s,dγth)

−
K∑
i=1

×
niγthσ

2
e,spδs

Ω̂sriλQ(1− κ2
s,rγth)

)(
1 + Ω̂sp

(
nγthδs

Ω̂sdλQ(1− κ2
s,dγth)

+

K∑
i=1

niγthδs

Ω̂sriλQ(1− κ2
s,rγth)

))−1

× exp

(
−Qsp

(
1

Ω̂sp
+

nγthδs

Ω̂sdλQ(1− κ2
s,dγth)

+

K∑
i=1

niγthδs

Ω̂sriλQ(1− κ2
s,rγth)

))]
. (4.66)

The components P∅2 and P∅3 are given by

P∅2 =

∫ ∞
0

K∏
m=1

Pr [Λsd < γth|W ] fW (w)dw (4.67)

and P∅3 =

∫ ∞
0

K∏
m=1

Pr [Λsrm < γth|W ] fW (w)dw. (4.68)

Evaluation of (4.67) and (4.68) yield P∅2 and P∅3 as given in (4.69) and (4.3.2),

respectively.

P∅2 =

1∑
n=0

(−1)nexp

(
− nγthαs,d

Ω̂sd(1− κ2
s,dγth)

)[[
1− exp

(
−Qsp

Ω̂sp

)]
exp

(
−nγth

Ω̂sdλP (1− κ2
s,dγth)

)

+exp

( −nγthσ
2
e,spδs

Ω̂sdλQ(1−κ2
s,dγth)

)(
1+

nγthδsΩ̂sp

Ω̂sdλQ(1− κ2
s,dγth)

)−1

exp

(
−Qsp

(
1

Ω̂sp
+

nγthδs

Ω̂sdλQ(1−κ2
s,dγth)

))]
.

(4.69)

and P∅3 =

1∑
n1=0

· · ·
1∑

nK=0

(−1)

K∑
i=1

ni
exp

( K∑
i=1

−niαs,riγth

Ω̂sri(1− κ2
s,rγth)

)[[
1− exp

(
−Qsp
Ω̂sp

)]

× exp

(
−

K∑
i=1

niγth

Ω̂sriλP (1− κ2
s,rγth)

)
+

(
1 + Ω̂sp

(
K∑
i=1

niγthδs

Ω̂sriλQ(1− κ2
s,rγth)

))−1

× exp

( K∑
i=1

−niγthσ
2
e,spδs

Ω̂sriλQ(1− κ2
s,rγth)

)
exp

(
−Qsp

(
1

Ω̂sp
+

K∑
i=1

niγthδs

Ω̂sriλQ(1− κ2
s,rγth)

))]
. (4.70)

Finally, by substituting the obtained P∅ and P∅̄ appropriately in (4.41), we com-

pute the outage probability Pout(γth) in the following proposition.
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Proposition 1. The outage probability Pout(γth) of CMRN, for all the possible cases

based on the impairments level κ2
s,d, κ

2
s,r, and κ2

r,d, can be given as follows:

Case 1: For κ2
s,d ≤ κ2

r,d ≤ κ2
s,r or κ2

r,d ≤ κ2
s,d ≤ κ2

s,r,

Pout(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(4.71)

Case 2: For κ2
s,r ≤ κ2

s,d ≤ κ2
r,d or κ2

s,d ≤ κ2
s,r ≤ κ2

r,d,

Pout(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

r,d,

P∅2, for 1/κ2
r,d ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(4.72)

Case 3: For κ2
r,d ≤ κ2

s,r ≤ κ2
s,d,

Pout(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(4.73)

Case 4: For κ2
s,r ≤ κ2

r,d ≤ κ2
s,d,

Pout(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

r,d,

1, γth ≥ 1/κ2
r,d.

(4.74)

Proof. Please refer to Appendix F. �

For the same hardware quality5 at all the nodes6 viz., κ2
s,r = κ2

r,d = κ2
r,d = κ, the

Pout(γth) can be obtained as

Pout(γth) =

 P∅̄1 + P∅1, for γth < 1/κ2,

1, γth ≥ 1/κ2.
(4.75)

Now, based on the derived Pout(γth) in Proposition 2 and (4.75), we discuss the

important ceiling effects which influence the system’s performance and prevail due

to presence of HIs.

5A low-cost hardware usually has poor quality hardware, and thus has higher EVMs.
6Ideally, it would be better to have the same quality of hardware impairments at all the nodes

for cost effective implementation and optimized performance [88].
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Ceiling Effects

Herein, we discuss three ceiling effects namely relay cooperation ceiling (RCC),

direct link ceiling (DLC), and overall system ceiling (OSC). RCC is said to occur

in the system when relay ceases to cooperate the transmission of information from

source to destination. This happens due to imposition of undesired constraint on γth

essentially in the high-rate applications. To exemplify this, let us consider the Case

1 when κ2
s,d ≤ κ2

r,d ≤ κ2
s,r. From Pout(γth) in (4.71), the first component (P∅̄1 +P∅1)

accounts for the cooperation between both relaying and direct links, whereas the

second component (P∅2) arises from the direct transmission only. Thus, as γth

exceeds 1/κ2
s,r, relay cooperation ceases and system has to rely on the direct link

only. Importantly, direct link can partially compensate for RCC over the threshold

range 1/κ2
s,r ≤ γth < 1/κ2

s,d. But once the threshold exceeds 1/κ2
s,d, overall system

goes in outage and this phenomenon is named as OSC. Similar observations can be

made from Case 2, wherein the RCC occurs for γth ≥ 1/κ2
r,d. And, the direct link

compensates for this RCC over the range 1/κ2
r,d ≤ γth < 1/κ2

s,d. Considering now

Case 3, the first component (P∅̄1 + P∅1) in Pout(γth) accounts for the cooperation

between both relaying and direct links, whereas the second component (P∅̄2 + P∅3)

arises from the relaying link transmission only. In such case, as γth exceeds 1/κ2
s,d,

direct link goes in outage and it is referred to as DLC. We note that, in this case, a

relaying link can partially compensate for the DLC in the range 1/κ2
s,d ≤ γth < 1/κ2

s,r

i.e., before occurrence of OSC (γth ≥ 1/κ2
s,r). Likewise, in Case 4, the DLC occurs

for γth ≥ 1/κ2
s,d. And, the relaying link compensates for this DLC over the threshold

range 1/κ2
s,d ≤ γth < 1/κ2

r,d i.e., before occurrence of OSC (γth ≥ 1/κ2
r,d). Moreover,

from (4.75), we observe that for same hardware, the system directly experiences the

OSC effect as γth ≥ 1/κ2.

Remarks :

In CMRN with HIs, RCC arises only when the transceiver hardware at the relay

chain (either κs,r, κr,d or both) is of inferior quality than the hardware of direct

link chain (κs,d). In such cases (Case 1 and Case 2 ), RCC effect occurs when

γth ≥ 1
max(κ2

s,r,κ
2
r,d)

. Note that the direct link can partially compensate for the incurred

loss due to RCC. However, once the OSC effect occurs, system goes in outage. In

contrast, when the hardware of direct link chain is of low quality than the relay

chain (Case 3 and Case 4 ), the DLC effect occurs when γth ≥ 1/κ2
s,d. In such

cases, relaying link plays an important role in compensating the performance loss
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due to DLC before γth increases to OSC threshold. In general, the OSC effect occurs

when γth ≥ 1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

, which limits the performance of system beyond a

given target rate in high-rate applications. Based on these observations, it would

be desirable to have min(κ2
s,d,max(κ2

s,r, κ
2
r,d)) <

1
γth

while designing the practical

systems for a given rate requirement. Also, for same hardware at all nodes, the

OSC occurs when γth ≥ 1
κ2 . Thus, when hardware quality at all the transceivers are

same, it would be suggested to have κ2 < 1
γth

.

4.3.3 Asymptotic Outage Performance
In this section, we derive asymptotic outage expressions in the high-SNR regime

(say γ = 1
N0
→∞ [115]). Herein, without loss of generality, we assume independent

and identically distributed channels such that Ωsrm = Ωsr, Ωrmd = Ωrd, Ωrmp = Ωrp

∀ m ∈ {1, .., K}. Also, for getting better insights, we assume that κ2
s,r = κ2

r,d =

κ2
s,d = κ2. In what follows, we carry out the asymptotic analysis for imperfect CSI

and perfect CSI scenarios.

Imperfect CSI

For imperfect CSI, let us consider σ2
e,sp = σ2

e,sd = σ2
e,rmp = σ2

e,rmd
= σ2

e,sr = σ2
e .

Hereby, we apply e−x ' 1− x for small x in (C.4) to simplify

Pr [Λsrm<γth|W ]'

Φ̃sr(γth, w), for γth < 1/κ2,

1, otherwise ,
(4.76)

where the function Φ̃sr(γth, w) is given by

Φ̃sr(γth, w)=

1−exp
(

−γthαs,r

Ω̂sr(1−κ2γth)

)(
1− γth

Ω̂srPγ(1−κ2γth)

)
, for W ≤ Qsp,

1−exp
(

−γthαs,r

Ω̂sr(1−κ2γth)

)(
1− γthδs(σ

2
e+w)

Ω̂srQγ(1−κ2γth)

)
, for W > Qsp.

(4.77)

Likewise, simplifying Pr [Λsd < γth|W ] in (4.46), we have

Pr [Λsd<γth|W ] '

 Φ̃sd(γth, w), for γth < 1/κ2,

1, otherwise ,
(4.78)

where the function Φ̃sd(γth, w) can be directly obtained by replacing αs,r and Ω̂sr in

(4.77) with αs,d and Ω̂sd, respectively. Further, applying the similar assumptions,

we can subsequently simplify (4.51) as

Pr [Λr`d<γth|Dm,W ] '


(

Φ̃rd(γth)
)m

, for γth < 1/κ2,

1, otherwise ,
(4.79)
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where the function Φ̃rd(γth) can be obtained as

Φ̃rd(γth) = 1−
[
1− exp

(
−Qrp
Ω̂rp

)]
exp

(
−γthαr,d

Ω̂rd(1− γthκ2)

)(
1− γthαr,d

Ω̂rd(1− γthκ2)

)
+

1∑
s=0

s∑
ŝ=0

×(−1)s+ŝexp

(
−sγthαr,d

Ω̂rd(1−κ2γth)

)(
γthδrΩ̂rp

Ω̂rdQγ(1−κ2γth)

)ŝ(
1− γthδrσ

2
e

Ω̂rdQγ(1−κ2γth)

)s−ŝ
Γ

(
ŝ+ 1,

Qrp

Ω̂rp

)
.

(4.80)

Now, invoking (4.76) into (C.1), and the result alongwith (4.78) and (4.79) in (4.42),

and then performing the required integration, we get P∅̄ at high-SNR as

P∅̄'

 Θ(γth), for γth<1/κ2,

0, otherwise,
(4.81)

where Θ(γth) is given by

Θ(γth) =

K∑
m=1

K−m∑
l=0

1∑
n=0

(
K −m

l

)(
K

m

)(
Φ̃rd(γth)

)m
(−1)n+lexp

(
−nγthαs,d

Ω̂sd(1− κ2γth)
+

(m+l)γthαs,r

Ω̂sr(1−κ2γth)

)

×

[(
1− nγth

Ω̂sdPγ(1− κ2γth)

)[
1− exp

(
−Qsp

Ω̂sp

)](
1− γth

Ω̂srPγ(1− κ2γth)

)m+l

+

n∑
n̂=0

l+m∑
l̂=0

×
(
l +m

l̂

)
(−1)n̂+l̂

(
Ω̂spγthδs

Ω̂sdQγ(1−κ2γth)

)n̂(
Ω̂spγthδs

Ω̂srQγ(1− κ2γth)

)l̂(
1− γthδsσ

2
e

Ω̂sdQγ(1− κ2γth)

)n−n̂

×

(
1− γthδsσ

2
e

Ω̂srQγ(1− κ2γth)

)l+m−l̂
Γ

(
n̂+ l̂ + 1,

Qsp

Ω̂sp

)]
. (4.82)

Similarly, using (4.76) and (4.78) in (4.63), we can simplify P∅ at high-SNR as

P∅'

 Υ(γth), for γth < 1/κ2,

1, otherwise,
(4.83)

where Υ(γth) is given by

Υ(γth)=

K∑
r=0

1∑
n=0

(
K

r

)
(−1)n+rexp

(
−nγthαs,d

Ω̂sd(1−κ2γth)
+

rγthαs,r

Ω̂sr(1−κ2γth)

)[(
1− γth

Ω̂srPγ(1− κ2γth)

)r

×

(
1− nγth

Ω̂sdPγ(1− κ2γth)

)[
1−exp

(
−Qsp

Ω̂sp

)]
+

n∑
n̂=0

r∑
l̂=0

(
r

l̂

)
(−1)n̂+l̂

(
Ω̂spγthδs

Ω̂sdQγ(1− κ2γth)

)n̂

×

(
Ω̂spγthδs

Ω̂srQγ(1−κ2γth)

)̂l(
1− γthδsσ

2
e

Ω̂sdQγ(1−κ2γth)

)n−n̂(
1− γthδsσ

2
e

Ω̂srQγ(1− κ2γth)

)r−l̂
Γ

(
n̂+ l̂ + 1,

Qsp

Ω̂sp

)]
.

(4.84)

Finally, using (4.81) and (4.83) in (4.41), we obtain Pout(γth) at high-SNR as
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Pout(γth)'

 Θ(γth) + Υ(γth), for γth < 1/κ2,

1, otherwise.
(4.85)

Re-expressing Pout(γth) as (Gc%)−Gd [121], where Gc is the coding gain and Gd is the

diversity order, one can infer that the diversity order Gd of the considered system

is zero due to presence of CEEs. This zero diversity order eventually results in

irreducible outage floors. Such outage floors imply that the outage probability of

system cannot be further reduced by increasing the SNR γ. Thus, it can be deduced

that the CEEs may potentially limit the system performance in the high-SNR region.

Moreover, the CEEs pose critical impact on the coding gain Gc, especially in the

high-SNR regime, as illustrated through numerical results in Section 4.3.4.

Perfect CSI

For perfect CSI (i.e., σ2
e = 0) case, all error variances are substituted as zero in

(4.76), (4.78), and (4.79). Then, following the similar lines of derivation as done for

imperfect CSI, we can derive Pout(γth) as

Pout(γth)'

 Ψ(γth)
(

1
γ

)K+1

, for γth < 1/κ2,

1, otherwise,
(4.86)

where Ψ(γth) is given in (4.87).

Ψ(γth) =

K∑
m=1

(
K

m

)(
γth

1− γthκ2

)K−m+1
1

Ωsd

(
1

Ωsr

)K−m [(
1

P

)K−m+1(
1− exp

(
−Q

PδsΩsp

))

+

(
Ωspδs
Q

)K−m+1

Γ

(
K−m+ 2,

Q

PδrΩrp

)](γth

(
1− exp

( −Q
PδrΩrp

))
ΩrdP (1− γthκ2)

+
γthδrΩrpΓ

(
2, Q/(PδrΩrp)

)
ΩrdQ(1−γthκ2)

)m

+

(
γth

1− γthκ2

)K+1
1

Ωsd

(
1

Ωsr

)K[(
1

P

)K+1(
1−exp

(
−Q

PδsΩsp

))
+

(
δs
Q

)K+1

ΩK+1
sp Γ

(
K + 2,

Q

PδrΩrp

)]
.

(4.87)

Herein, it can be observed that system achieves full diversity gain of Gd = K + 1

as long as the OSC phenomenon does not occur. Moreover, it can be deduced that

HIs do not affect the diversity gain of the system but exert influence on the system’s

performance in terms of coding gain.

4.3.4 Numerical and Simulation Results

In this section, we perform numerical analysis of the considered CMRN and validate

our derived results through Monte Carlo simulation. The Monte Carlo simulations

are performed on the popular computing software MATLAB, while the analytical
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results are obtained using the MATHEMATICA software. For obtaining the numer-

ical results, we adopt a two-dimensional (2-D) network topology, where the network

nodes S, {Rm}Km=1, D, and Tp are located at coordinates (0, 0), (0.5, 0), (1, 0), and

(0.5, 0.5), respectively. Following path-loss model, the parameter Ωij of the channel

gains are obtained by Ωij = d−αij , where dij is the distance between the two arbi-

trary nodes i and j, with path-loss exponent α equals to 4. We set error variances

σ2
e,sp = σ2

e,sr = σ2
e,rmd

= σ2
e,rmp = σ2

e . We also set κts = κrd = κtrm = κrrm = κo such

that κs,d = κr,d = κs,r = κ =
√

2κo. Note that, for a fair comparison, the outage

expression for an ideal system (without HIs and CEEs) can be readily obtained by

substituting κo = 0 and σ2
e = 0 in Pout(γth) = P∅̄1 + P∅1 in (4.71)-(4.75).
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Figure 4.5: Impact of γth and HIs on the outage performance of the system.

In Fig. 4.5, we plot the outage probability curves versus λQ to illustrate the

impact of γth and HIs on the considered CMRN. Herein, we set σ2
e = 0.01 and

λP = 10 dB. For effective demonstration, we ensure that γth lies below all the

ceilings’ threshold points. Note that the analytical curves are in good agreement

with the simulation results. From the respective curves, we can clearly see that for

a fixed κo, as γth increases, the performance of the system degrades. There exists a

performance gap between ideal and impaired systems, which tends to expand with

increase in γth (see curves for γth= 1, 2). This can be associated with the fact that

as γth increases, system approaches towards its ceiling threshold, and as a result,
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the deviation from the ideal system increases. Moreover, when HIs level κo increases

from 0.2 to 0.3, the system’s performance deteriorates significantly.

In Fig. 4.6, we plot the outage probability curves versus γ to depict the impact

of CEEs on the outage performance and diversity gain of the system. We set γth= 1,

λP = λQ = 10 dB, and κo= 0.175. It can be seen that asymptotic curves follow the

analytical curves at high γ. We observe that presence of CEEs reduces the diversity

gain of the system to zero which can be witnessed from the irreducible outage floors

in the high γ regime. Further, as the σ2
e increases from 0.01 to 0.05, the outage

performance deteriorates, especially in the high γ regime, owing to effect on the

coding gain. Furthermore, for perfect CSI (i.e., σ2
e= 0), the system exploits full

diversity order of K + 1 (evident from the various pertinent curves for K = 1, 2, 3).
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Figure 4.6: Impact of CEEs on the outage performance and diversity of the system.

In Fig. 4.7, we demonstrate the impact of ceiling effects RCC and OSC by plot-

ting the outage curves against γth. Here, we fix σ2
e= 0.01 and λQ = λP = 20 dB. For

instance, if κs,d = κr,d = 0.20, κs,r = 0.35, the RCC and OSC effects occur at the

threshold of ≈ 9 dB
(
γth >

1
max(κ2

s,r,κ
2
r,d)

)
and ≈ 13 dB

(
γth >

1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

)
,

respectively. It can be manifestly observed from the curves that as γth crosses the

RCC threshold, the system’s performance converges to that of a pure direct link.

Apparently, the direct link partially compensates for RCC (in the threshold range
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Figure 4.7: Impact of RCC and OSC on the outage performance of the system.

9 dB ≤ γth < 13 dB) until the occurrence of OSC. Afterwards, when γth further

increases to OSC threshold, the system outage probability approaches to unity. In

another instance, when κs,d = κr,d = κs,r = 0.08, the OSC occurs at a threshold of

≈ 21 dB.
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Figure 4.8: Impact of DLC and OSC on the outage performance of the system.
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Similarly, the impact of DLC and OSC is shown in Fig. 4.8. For example, when

κs,d = 0.35, κs,r = 0.20, κr,d = 0.15, the DLC and OSC effects occur at the thresh-

old of ≈ 9 dB
(
γth >

1
κ2
s,d

)
and ≈ 13 dB

(
γth >

1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

)
, respectively.

Herein, as γth crosses the DLC threshold, the system’s performance converges to

that of a pure relaying link. As such, the relaying link partially compensates for

DLC (in the threshold range 9 dB ≤ γth < 13 dB) until the occurrence of OSC.

Thus, we can conclude that HIs are detrimental for considered system to sustain its

performance standards in high-rate applications.

In a 3-D plot of Fig. 4.9, we illustrate the joint impact of HIs and CEEs on the

outage performance of CMRN. It can be observed that outage probability attains

its minimum value i.e., Pout(γth) = 0.00120, when both HIs and CEEs are minimum

(κo < 0.1, σ2
e < 0.1). Whereas, when both HIs and CEEs are maximum (κo >

0.8, σ2
e > 0.8), the Pout(γth) = 0.5609. From these values, it can be deduced that the

combined effect of HIs and CEEs dramatically degrade the system’s performance.

0

0.5

1

0

0.5

1
10

−4

10
−3

10
−2

10
−1

10
0

σ
2
e

κo

O
u
ta
g
e
P
ro
b
a
b
ii
ty

κo > 0.8

σ
2
e
> 0.8

κo < 0.1

σ
2
e
> 0.8

κo < 0.1

σ
2
e
< 0.1

κo > 0.8

σ
2
e
< 0.1

Figure 4.9: Joint impact of HIs and CEEs on the outage performance of the system.

In Fig. 4.10 and Fig. 4.11, we plot the outage probability curves against λQ and

λP , respectively. From Fig. 4.10, it can be seen that for a fixed λP , the outage

probability curves get saturated at high λQ. However, the performance improves

when λP increases. Similar observations can be made for fixed λQ in Fig. 4.11.

Further, for a fixed λQ, the saturation in outage curves reached quickly (curves in
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Figure 4.10: Outage performance of the system against λQ for different values of
λP .
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Figure 4.11: Outage performance of the system against λP for different values of
λQ.

Fig. 4.11) as compared to the saturation for fixed λP (curves in Fig. 4.10). This is

owing to the fact that when λQ is fixed, the powers of the SUs are only governed by

maximum available power to them i.e., P . In contrast, when λP is fixed, the powers
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at SUs are governed by not only interference threshold Q but also by HIs and CEEs.

For instance, when λP = 15 dB remains fixed and K = 2 (in Fig. 4.10), the outage

probability saturates at Pout(γth) ≈ 1.4 × 10−6. While, for fixed λQ = 15 dB and

K = 2 (in Fig. 4.11), the outage probability saturates at Pout(γth) ≈ 3.4× 10−4.

4.3.5 Summary

We conducted performance analysis of a CMRN with direct link under the joint

impact of hardware and channel imperfections. We considered the two classical re-

laying schemes, viz., AF relaying and DF relaying for the performance assessment.

Based on the analysis, we discussed various ceiling effects invoked by HIs i.e., RCC,

DLC, and OSC. These detrimental ceiling effects are found to limit the performance

of system, especially when high target rates are anticipated. Specifically, it is found

that RCC ceases the cooperation of relaying link, DLC inhibits the direct link trans-

mission, whereas the OSC causes the overall system outage. However, it was shown

that a potential direct link and a relaying link can partially compensate for the

incurred performance losses due to RCC and DLC, respectively. To further delve

into the system’s performance, we also derived the asymptotic behaviour of outage

probability in the high-SNR regime. It is observed that, due to CEEs, the system

could not exploit the diversity, resulting in irreducible outage floors. In contrast, it

is illustrated that HIs do not affect the diversity gain of the system. Above all, we

deduced that the combined effect of HIs and CEEs poses critical impact on the sys-

tem’s performance. Besides, it is shown that the power constraints viz., maximum

tolerable interference and maximum transmit power, may also cause the saturation

in outage curves.
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CHAPTER 5

EFFECT OF PU’s INTERFERENCE ON COGNITIVE

RELAY NETWORKS WITH HARDWARE AND

CHANNEL IMPERFECTIONS

In the previous works, the effect of interference from the PUs has not been incor-

porated for the performance assessment of CRNs with HIs and CEEs. However,

there may be instances when the existence of mutual interference between the SUs

and PUs is inevitable [122]. Therefore, investigation of the PUs’ interference on

the performance of secondary network is also important. Hence, in this chapter,

we investigate the performance of a DF relaying based CMRN with a direct link in

the presence of HIs, CEEs, and interference from multiple PUs over Nakagami-m

fading channels. Moreover, considering underlay spectrum sharing, the transmit

powers at the SUs are adjusted in such a way that the stipulated QoS requirement

of the PUs is satisfied. Further, we adopt Nakagami-m fading model that provides

more degrees-of-freedom to characterize the realistic propagation environments [88].

Thus, the given analytical framework makes the performance analysis complicated

and challenging but at the same time more general and practical. We also perform a

comparative study to inspect the robustness of AF and DF relaying schemes against

the HIs.

The rest of the chapter is organized as follows. In Section 5.1, we describe the

signal models that take into account HIs, CEEs, and interference and subsequently

present the descriptions of the designed analytical system in Section 5.2. In Section

5.3, we study the power allocation of SUs. In Section 5.4, we analyze the outage

performance of considered system. In Section 5.5, we compare the performance of

AF and DF relaying against HIs. Numerical and simulation results are provided in
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Section 5.6, and finally, summary of the chapter is presented in Section 5.7.

5.1 Signal Model with HIs, CEEs, and Interfer-

ence
Let hı be the channel coefficient between two arbitrary secondary nodes ı and ,

and hci be the channel coefficient between a primary node Tci and a secondary node

. Then, considering MMSE channel estimation model, we have hı = ĥı + ehı ,

where ĥı and ehı denote, respectively, the estimate and the estimation error for the

channel hı, and are mutually independent and orthogonal. As such, hı ∼ CN (0,Ωı)

and ehı ∼ CN (0, σ2
e,ı), where σ2

e,ı = E{|hı|2} − E{|ĥı|2} implies the quality of

estimation and is chosen appropriately based on the estimation schemes [28]. Hence,

we have ĥı ∼ CN (0, Ω̂ı), where Ω̂ı = Ωı − σ2
e,ı. Further, referring to HIs model1

in [88], let xs be the transmitted signal (with unit energy) over the channel hı, then

the signal at the receiving node  can be expressed as

y =
√
Ps(ĥı + ehı)(xs + ηtı) + ηr +

√
Pc

L∑
i=1

hcixci + ηc + ν, (5.1)

where Ps and Pc are the respective transmit powers at the nodes ı and Tci , ν ∼

CN (0, N0) denotes additive white Gaussian noise (AWGN), ηtı ∼ CN (0, κ2
tı) repre-

sents distortion noise at the transmitter, whereas ηr ∼ CN (0, κ2
rPs(|ĥı|2 + σ2

e,ı))

and ηc ∼ CN (0, κ2
rPc

∑L
i=1 |hci|2) represent distortion noises at the receiver. The

term
√
Pc
∑L

i=1 hcixci represents the total interference due to primary transmissions,

where xci be the transmitted signal (with unit energy) from Tci . Hereby, the param-

eters κtı, κr ≥ 0 quantify the level of impairments and are measured experimentally

as EVMs. From (5.1), we can represent the aggregate power of the distortion noises

at the receiver as

E{|
√
Ps(ĥı + ehı)ηtı + ηr|2} = Ps(|ĥı|2 + σ2

e,ı)(κ
2
tı + κ2

r). (5.2)

Using (5.2), one can re-express (5.1) as

y=
√
Ps(ĥı + ehı)(xs + ηı,)+

√
Pc

L∑
i=1

hcixci + ηc + ν, (5.3)

1As such, our present work primarily focuses on analyzing the aggregate effect from many
impairments that can be modeled as additive distortion noises, as also considered in many previous
works [107], [123], [124]. However, the effect of HIs can also be modeled as a multiplicative factor
[125] which can be viewed as an important direction for the future research.
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where the distortion noise ηı, ∼ CN (0, κ2
ı,) with κı, =

√
κ2
tı + κ2

r. Hereafter,

without loss of generality, we use the characterization in (5.3) for the subsequent

analysis.

5.2 System Descriptions
As shown in Fig. 5.1, we consider a DF relaying based CMRN wherein a secondary

network coexists with a primary network. The primary network consists of L pairs

of PU transmitters and receivers, {Tci − Tpi}Li=1. Let the bandwidth of B Hz is

divided equally amongst all the primary links such that each primary link gets a

bandwidth of B/L Hz. On the other hand, the secondary network comprises one

secondary source S which communicates with one secondary destination D using

the cooperation of K secondary relays {Rm}Km=1. It has been assumed that the

S D 
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Figure 5.1: System model for CMRN with Interference.

direct link between the nodes S and D also exists. The intuitive reason for this

is as follows. In the considered underlay spectrum sharing network, the power

at the SU transmitter is constrained depending upon the QoS requirement of the

PUs. Consequently, improving the performance of SUs in presence of such power

constraint becomes challenging. To prevail over this, the relays are employed even for

the shorter communication distance between source and destination nodes. Hence,

the presence of a direct link can not be overlooked in such networks. In 5G cellular

93



5.2. SYSTEM DESCRIPTIONS

systems, the SUs may correspond to the femtocell users underlaying in a macrocell

[76], [111]. Herein, all the secondary nodes (i.e., S, D, and Rm) are susceptible to

HIs. As in most of the earlier works [100]-[104], we assume the hardware at the PUs

to be ideal. Further, all the channels are assumed to follow block fading so that they

remain constant during a packet transmission but changes independently during the

next packet transmission [70], [71]. Let hcipi , hcid, hcirm , hsd, hsrm , hspi , hrmd, and

hrmpi denote the channel coefficients for the links Tci−Tpi , Tci−D, Tci−Rm, S−D,

S−Rm, S−Tpi , Rm−D, and Rm−Tpi respectively, with i = 1, ..., L and m = 1, ..., K.

All the links are subject to independent Nakagami-m fading.

In considered CMRN, the overall communication in secondary network takes

place in two time phases. In the first phase, the SU source node S transmits its

signal xs to SU destination node D and to all the relays. Consequently, the received

signals at D and Rm can be given, respectively, by

yd,1 =
√
Ps(ĥsd + ehsd)(xs + ηs,d) +

√
Pc

L∑
i=1

hcidxci + ηcd + νd,1 (5.4)

and yrm =
√
Ps(ĥsrm + ehsrm )(xs + ηs,rm) +

√
Pc

L∑
i=1

hcirmxci + ηcrm + νrm , (5.5)

where Ps is the transmit power at node S, νd,1 and νrm represent AWGNs at the

respective nodes, while ηs,d ∼ CN (0, κ2
s,d), ηcd ∼ CN (0, κ2

rdPc
∑L

i=1 |hcid|2), ηs,rm ∼

CN (0, κ2
s,rm), and ηcrm ∼ CN (0, κ2

rrmPc
∑L

i=1 |hcirm |2) represent distortion noises.

Using (5.4) and (5.5), and considering the availability of the channel estimates, the

resultant SNDRs at D and Rm in the first phase can be given, respectively, as2

Λsd =
Ps|ĥsd|2

Psκ2
s,d|ĥsd|2 + Psσ2

e,sdδs,d +
L∑
i=1

Pc|hcid|2δrd +No

(5.6)

and Λsrm =
Ps|ĥsrm |2

Psκ2
s,rm|ĥsrm|2+Psσ2

e,srδs,r+
L∑
i=1

Pc|hcirm|2δrr+No

, (5.7)

where δs,d = 1 + κ2
s,d, δrd = 1 + κ2

rd, δs,r = 1 + κ2
s,rm , and δrr = 1 + κ2

rrm .

In the second phase, the relays {Rm} first attempt to decode the signal received

from source S. Let Dm denotes the set of relays that can successfully decode the

signal received in first phase. With a given target rateRs of the system, the decoding

2Since we assume the scenario wherein the SU receiver nodes have access to only imperfect
channel estimates, the SNDR expressions are obtained based on these estimates [28].
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set Dm can be obtained as

Dm = {Rm|Λsrm ≥ γth,m ∈ {1, ..., K}}, (5.8)

where γth = 22Rs−1. Amongst all the relays in Dm, the best relay (say mth re-

lay) is selected in a reactive manner to forward the re-encoded signal xr (satisfying

E{|xr|2} = 1) to SU destination D. Another possible way of selecting the relay is

proactive relay selection in which the best relay is selected based on max-min crite-

rion [119]. However, this proactive selection requires much larger feedback overhead

to obtain CSI of all the links [116]. Therefore, we resort to the reactive relay selec-

tion which will be discussed in next section. As such, the received signal at D (via

relay Rm) can be expressed as

yd,2 =
√
Pr(ĥrmd + ehrmd)(xr + ηrm,d) +

√
Pc

L∑
i=1

hcidxci + ηcd + νd,2, (5.9)

where Pr is transmit power at node Rm, νd,2 represents AWGN at D in the second

phase and ηrm,d ∼ CN (0, κ2
rm,d

). Using (5.9), the SNDR at D via relaying link

transmission in second phase can be written as

Λrmd=
Pr|ĥrmd|2

Prκ2
rm,d
|ĥrmd|2+Prσ2

e,rdδr,d+
L∑
i=1

Pc|hcid|2δrd+No

, (5.10)

where δr,d = 1 + κ2
rm,d

.

Hereafter, for simplicity, the links Tci −Tpi and multiple links over the same hop

are assumed to be identically distributed by considering the cluster-based location

of multiple nodes. As such, the channel gains |hı|2 and |ĥı|2 follow gamma distri-

bution with fading severity parameter mı and mean power Ωı and Ω̂ı = Ωı−σ2
e,ı,

respectively, where ı ∈ {s, rm},  ∈ {d, rm}, and ı 6= . The channels |hcip|2, |hcid|2,

|hcirm|2, |hspi |2, and |hrmpi |2 have severity parameters as mcp, mcd, mcr, msp, and

mrp, respectively, and the corresponding mean powers are Ωcp, Ωcd, Ωcr, Ωsp, and

Ωrp respectively. In general, the PDF and CDF of a gamma random variable V with

severity parameter m and mean Ω are given, respectively, by

fV (v) =
1

Γ(m)

(m
Ω

)m
vm−1e−

mv
Ω (5.11)

and FV (v) =
1

Γ(m)
Υ
(
m,

mv

Ω

)
. (5.12)
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5.3. POWER ALLOCATION OF SUS

Further, as in previous works [103], [104], [117], we consider κ2
s,rm = κ2

s,r, κ
2
rm,d

= κ2
r,d,

κ2
trm = κ2

tr, κ
2
rrm = κ2

rr for similar hardware of relays.

5.3 Power Allocation of SUs
In the primary network of considered CMRN, the ith transmitter Tci transmits its

signal xci to the corresponding ith receiver Tpi . Consequently, after the first phase

of transmissions, the signal received at Tpi can be given as

ypi,1 =
√
Pchcipixci +

√
Pshspi(xs + ηts) + νpi,1, (5.13)

where νpi,1 is the AWGN. Using (5.13), the SNDR at primary node Tpi can be written

as3

Λpi,1 =
Pc|hcipi |2

Ps|hspi |2 + κ2
tsPs|hspi |2 +No

. (5.14)

As discussed earlier, in the considered underlay spectrum sharing, the powers at

the secondary transmitters viz., S and Rm, are governed by the stipulated QoS

requirement of the PUs. To quantify the QoS requirement of PUs, the outage

probability of each of the primary transmission shall be kept below a pre-defined

threshold ξth. Consequently, following (5.14), we can express the outage probability

for ith primary link, after the first phase, as

Ppri,i
out,1 = Pr

[
B

L
log2 (1 + Λpi,1) < Rp

]
≤ ξth, (5.15)

where Rp is the transmission rate for each primary link. Since there are L trans-

mission links in primary network, we must ensure the QoS requirement of the link

having worst SNDR. Therefore, we can write the primary outage constraint in first

phase as

Ppri
out,1 = Pr

[
min

i=1,2,...,L
Ppri,i

out,1

]
≤ ξth, (5.16)

which can be further expressed, after applying order statistics [118], as

Ppri
out,1 = 1−

L∏
i=1

(1− Pr [Λpi < %th]) ≤ ξth. (5.17)

3Note that the objective of this chapter is to investigate the performance of the secondary
system. Hence, we assume that the primary receivers may have knowledge of the true channel.
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Lemma 10. The primary outage probability Ppri
out,1 in (5.17) can be evaluated as

Ppri
out,1 = 1−

(
mcp−1∑
j=0

j∑
ĵ=0

(
j

ĵ

)
Γ(ĵ +msp)

j!Γ(msp)

(Psδts)
ĵ

(No)ĵ−j
e
−mcp%thNo

ΩcpPc

(
msp

Ωsp

)msp

×
(
mcp%th
ΩcpPc

)j (
msp

Ωsp

+
mcpδts%thPs

ΩcpPc

)−(j+msp)
)L

≤ ξth, (5.18)

with δts = 1 + κ2
ts and %th = 2

LRp
B − 1.

Proof. Please refer to Appendix G. �

For a fixed ξth, the power Ps at SU node S can be obtained numerically by

evaluating (5.18) with respect to Ps. Similarly, one can obtain the transmit power

Pr at Rm by solving the primary outage constraint in the second phase as given

below

Ppri
out,2 = 1−

(
mcp−1∑
k=0

k∑
k̂=0

(
k

k̂

)
Γ(k̂ +mrp)

k!Γ(mrp)

(Prδtr)
ĵ

(No)k̂−k
e
−mcp%thNo

ΩcpPc

(
mrp

Ωrp

)mrp

×
(
mcp%th

ΩcpPc

)k (
mrp

Ωrp

+
mcpδtr%thPr

ΩcpPc

)−(j+mrp)
)L

≤ ξth, (5.19)

where (5.19) is obtained by following the same lines of derivation as done in Lemma

10, with δtr = 1 + κ2
tr.

For a special case when mcp = msp = mrp = 1, Ps and Pr can be obtained,

respectively, as

Ps =
PcΩcp

%thΩspδts

 e
−mcp%thNo

ΩcpPc

(1− ξth)1/L
− 1

+

(5.20)

and Pr =
PcΩcp

%thΩrpδtr

 e
−mcp%thNo

ΩcpPc

(1− ξth)1/L
− 1

+

, (5.21)

where (β)+ = max(0, β).

Note that, in such power adoption, the SUs only require the average channel

gains of the link from itself to the PUs viz., S − Tpi , Rm − Tpi . In contrast to

instantaneous channel gains, the average channel gains are relatively stable and

can save the feedback channel resources [56], [126], [127]. Moreover, the average

gains seem more viable as they can be obtained by using the transmission distance,

frequency of radio waves, etc.
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5.4 Outage Performance of Secondary Network

In this section, we conduct outage performance analysis of the considered CMRN.

For a given threshold γth, the outage probability of the CMRN can be formulated

using total probability theorem [118] as

Psec
out(γth)=

P∅︷ ︸︸ ︷
Pr [Λsd<γth,Dm=∅]+

P∅̄︷ ︸︸ ︷
K∑
m=1

∑
Dm

Pr [Λsd < γth,Λrmd < γth,Dm] . (5.22)

In (5.22), the first component P∅ accounts for the case when no relay can successfully

decode the signal received in the first phase, i.e., Dm is empty, and hence, system has

to rely on the transmission from direct link only. Whereas, the other component P∅̄
corresponds to the case whenDm is non-empty, i.e, at least one relay is able to decode

the signal successfully, and consequently, the destination D applies the selection

cooperation to combine the signals received from direct link and best relaying link.

The internal sum in P∅̄ spans over all
(
K
m

)
possible decoding sets Dm of size m from

the set of K candidate relays. On observing (5.6) and (5.10), we notice that P∅̄
in (5.22) involves joint events that are statistically dependent due to presence of

a common random variable W =
L∑
i=1

|hcid|2. Therefore, this component can not be

evaluated using conventional analysis. Hereby, we proficiently apply the conditioning

approach to obtain P∅̄ and P∅ in the following subsections.

Computation of P∅̄

Using (5.22), we obtain the component P∅̄ by first conditioning on W and then

taking the expectation over W as

P∅̄=
∫ ∞

0

K∑
m=1

∑
Dm

Pr [Λsd < γth|W ]Pr [Dm] Pr [Λrmd < γth|Dm,W ] fW (w)dw, (5.23)

where fW (w) is the PDF of W that can be represented as [128]

fW (w) =

(
mcd

Ωcd

)mcdL 1

Γ(mcdL)
wmcdL−1e

−mcd
Ωcd

w
. (5.24)

Now, to compute the integral in (5.23), we require the expressions of probability

terms Pr [Λsd < γth|W ], Pr [Dm], and Pr [Λrmd < γth|Dm,W ]. Firstly, let us begin
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with the derivation of Pr [Dm] in the following lemma.

Lemma 11. The decoding probability Pr [Dm] in (5.23) can be derived as

Pr [Dm] =

 Ξm(γth), for γth < 1/κ2
s,r,

0, for γth ≥ 1/κ2
s,r,

(5.25)

where Ξm(γth) is given by

Ξm(γth)=

K−m∑
µ=0

(
K −m
µ

)
(−1)µ

(
msr−1∑
t=0

t∑
t̂=0

(
t

t̂

)
Γ(t̂+mcrL)

t!Γ(mcrL)

(δrrPc)
t̂

(αs,r)t̂−t
e
− msrγthαs,r

Ω̂srPs(1−γthκ2
s,r)

(
mcr

Ωcr

)mcrL

×

(
msrγth

Ω̂srPs(1− γthκ2
s,r)

)t(
mcr

Ωcr
+

msrγthPcδrr

Ω̂sr(1− γthκ2
s,r)

)−(t̂+mcrL))m+µ

, (5.26)

Proof. Please refer to Appendix H. �

From (5.25), it is worth noticing that the HIs impose the undesirable constraint

on γth which restricts the decoding of received signals at the relays in the first phase

beyond a certain rate requirement. This can be witnessed from the fact that the

decoding probability in (5.25) reduces to zero for γth ≥ 1/κ2
s,r.

Next, the conditional probability Pr [Λsd < γth|W ] can be expressed, using (5.6),

as

Pr [Λsd < γth|W ] = Pr

[
|ĥsd|2 <

γth(Psσ
2
e,sdδs,d + δrdPcw +No)

Ps(1− γthκ2
s,d)

∣∣∣W] , (5.27)

which can be evaluated as

Pr [Λsd < γth|W ] =

 Φsd(γth, w), for γth < 1/κ2
s,d,

1, for γth ≥ 1/κ2
s,d,

(5.28)

where the function Φsd(γth, w) is given by

Φsd(γth, w) = 1−
msd−1∑
l=0

l∑
l̂=0

(
l

l̂

)
(δrdPcw)l̂(αs,d)

l−l̂e
−
msdγth(δrdPcw+αs,d)

Ω̂sdPs(1−γthκ
2
s,d

)

×

(
msdγth

Ω̂sdPs(1− γthκ2
s,d)

)l

, (5.29)

with αs,d = Ps(1+κ2
s,d)σ

2
e,sd+No. Apparently, the probability term Pr [Λsd < γth|W ]

in (5.28) converges to unity for γth ≥ 1/κ2
s,d. This implies that the direct communi-

cation link will also be in outage beyond a certain rate due to presence of HIs.
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Now, we derive the conditional probability term Pr [Λrmd < γth|Dm,W ]. For this,

let Rm represents the best selected relay amongst the m relays in decoding set Dm,

which is based on the criterion

Λrmd = max
{`∈Dm}

{Λr`d}. (5.30)

Hereby, it has been assumed that the selection process is executed in a controller unit

where all the information about channel estimates and statistics of the distortion

noises are gathered and conveyed to the relays through feedback [119], [120]. As

such, we apply the concepts of order statistics to express

Pr [Λrmd < γth|Dm,W ] =
m∏
`=1

Pr [Λr`d < γth|Dm,W ] . (5.31)

Consequently, invoking (5.10) and then performing some involved manipulations

with the aid of binomial and multinomial expansions [49, eq. 0.314], we can compute

(5.31) as

Pr [Λrmd < γth|Dm,W ] =

 Φrd(γth, w), for γth<1/κ2
r,d,

1, for γth ≥ 1/κ2
r,d,

(5.32)

where the function Φrd(γth, w) is given by

Φrd(γth, w) =
m∑
v=0

v(mrd−1)∑
g=0

g∑
ĝ=0

(
m

v

)(
g

ĝ

)
(−1)vωvg(αr,d)

g−ĝ

× (δrdPcw)ĝe
−
vmrdγth(δrdPcw+αr,d)

Ω̂rdPr(1−γthκ
2
r,d

)

(
mrdγth

Ω̂rdPr(1− γthκ2
r,d)

)g

, (5.33)

with αr,d = Pr(1 + κ2
r,d)σ

2
e,rd + No, and the coefficients ωvg , for 0 ≤ g ≤ v(mrd − 1),

can be calculated recursively (with εg = 1
g!

) as ωv0 = (ε0)v, ωv1 = v(ε1), ωvv(mrd−1) =

(εmrd−1)v, ωvg = 1
gε0

∑g
q=1(qv − g + q)εqω

v
g−q for 2 ≤ g ≤ mrd − 1, and ωvg =

1
gε0

∑mrd−1
q=1 (qv − g + q)εqω

v
g−q for mrd ≤ g < v(mrd− 1). Hereby, the HIs restrict

the decoding of signals (in second phase) at the destination beyond a certain rate

requirement as evident from the condition γth ≥ 1/κ2
r,d in (5.32). Now, by following

(5.25), (5.28), and (5.32), it is worth remarking that the probability P∅̄ in (5.23)

evaluates to different expressions depending on the impairment levels κ2
s,d, κ

2
s,r, and

κ2
r,d. Consequently, plugging (5.25), (5.28), and (5.32) in (5.23), we obtain P∅̄ for all

the possible cases as follows:

• When κ2
s,d ≤ κ2

r,d ≤ κ2
s,r or κ2

r,d ≤ κ2
s,d ≤ κ2

s,r,
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P∅̄ =

 P∅̄1, for γth < 1/κ2
s,r,

0, otherwise.
(5.34)

• When κ2
s,r ≤ κ2

s,d ≤ κ2
r,d,

P∅̄ =



P∅̄1, for γth < 1/κ2
r,d,

P∅̄4, for 1/κ2
r,d ≤ γth < 1/κ2

s,d,

P∅̄3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

0, otherwise.

(5.35)

• When κ2
s,d ≤ κ2

s,r ≤ κ2
r,d,

P∅̄ =


P∅̄1, for γth < 1/κ2

r,d,

P∅̄4, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

0, otherwise.

(5.36)

• When κ2
r,d ≤ κ2

s,r ≤ κ2
s,d,

P∅̄ =


P∅̄1, for γth < 1/κ2

s,d,

P∅̄2, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

0, otherwise.

(5.37)

• When κ2
s,r ≤ κ2

r,d ≤ κ2
s,d,

P∅̄ =



P∅̄1, for γth < 1/κ2
s,d,

P∅̄2, for 1/κ2
s,d ≤ γth < 1/κ2

r,d,

P∅̄3, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

0, otherwise.

(5.38)

Hereby, the expressions for components P∅̄1, P∅̄2, P∅̄3, and P∅̄4 are derived in the

sequel. Firstly, the component P∅̄1 can be expressed using (5.23) as

P∅̄1 =

∫ ∞
0

K∑
m=1

(
K

m

)
Φsd(γth, w)Ξm(γth)Φrd(γth, w)fW (w)dw. (5.39)
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On substituting Ξm(γth), Φsd(γth, w), and Φrd(γth, w) from (5.26), (5.29), and (5.33),

respectively, in (5.39) and then solving the integral using the PDF from (5.24), we

get P∅̄1 as

P∅̄1 =

K∑
m=1

m∑
v=0

v(mrd−1)∑
g=0

g∑
ˆg=0

(
K

m

)(
m

v

)(
g

ĝ

)
Ξm(γth)

(−1)vωvg (δrdPc)
ĝ

(αr,d)ĝ−gΓ(mcdL)

(
mcd

Ωcd

)mcdL
e
−

vmrdγthαr,d

Ω̂rdPr(1−γthκ
2
r,d

)

×

(
mrdγth

Ω̂rdPr(1− γthκ2
r,d)

)g [
Γ(ĝ +mcdL)

(
mcd

Ωcd
+

vmrdγthPcδrd

Ω̂rdPr(1− γthκ2
r,d)

)−(ĝ+mcdL)

−
msd−1∑
l=0

l∑
l̂=0

(
l

l̂

)

× 1

l!
(αs,d)

l−l̂(δrdPc)
l̂e
−

msdγthαs,d

Ω̂sdPs(1−γthκ
2
s,d

)

(
msdγth

Ω̂sdPs(1− γthκ2
s,d)

)l
Γ(l̂ + ĝ +mcdL)

×

(
mcd

Ωcd
+

msdγthPcδrd

Ω̂sdPs(1− γthκ2
s,d)

+
vmrdγthPcδrd

Ω̂rdPr(1− γthκ2
r,d)

)−(l̂+ĝ+mcdL) ]
. (5.40)

Next, the component P∅̄2 in (5.37) and (5.38) can be expressed using (5.23) as

P∅̄2 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Dm] Pr [Λrmd < γth|Dm,W ] fW (w)dw. (5.41)

By following the similar steps as used for deriving P∅̄1, (5.41) can be solved to obtain

P∅̄2 as given by

P∅̄2 =

K∑
m=1

m∑
v=0

v(mrd−1)∑
g=0

g∑
ˆg=0

(
K

m

)(
m

v

)(
g

ĝ

)
Ξm(γth)

(−1)vωvg (δrdPc)
ĝ

(αr,d)ĝ−gΓ(mcdL)

(
mcd

Ωcd

)mcdL
e
−

vmrdγthαr,d

Ω̂rdPr(1−γthκ
2
r,d

)

×

(
mrdγth

Ω̂rdPr(1− γthκ2
r,d)

)g
Γ(ĝ +mcdL)

(
mcd

Ωcd
+

vmrdγthPcδrd

Ω̂rdPr(1− γthκ2
r,d)

)−(ĝ+mcdL)

. (5.42)

Likewise, P∅̄3 can be obtained as

P∅̄3 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Dm] fW (w)dw =
K∑
m=1

(
K

m

)
Ξm(γth). (5.43)

Lastly, P∅̄4 can be derived as

P∅̄4 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Λsd < γth|W ] Pr [Dm] fW (w)dw, (5.44)

which can be evaluated further to obtain the expression as given by

P∅̄4 =

K∑
m=1

(
K

m

)
Ξm(γth)

[
1−

msd−1∑
l=0

l∑
l̂=0

(
l

l̂

)
1

l!Γ(mcdL)
(αs,d)

l−l̂(δrdPc)
l̂e
−

msdγthαs,d

Ω̂sdPs(1−γthκ
2
s,d

) Γ(l̂ +mcdL)

×
(
mcd

Ωcd

)mcdL( msdγth

Ω̂sdPs(1− γthκ2
s,d)

)l(
mcd

Ωcd
+

msdγthPcδrd

Ω̂sdPs(1− γthκ2
s,d)

)−(l̂+mcdL) ]
. (5.45)

It is worthwhile to recall that P∅̄ accounts for the selection cooperation between
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direct and relaying links. From (5.34)-(5.38), it can be deduced that this cooperative

transmission ceases to exist beyond a certain threshold. This fact can be attested

from the observation that probability P∅̄ reduces to zero as γth ≥ 1/κ2
s,r.

Computation of P∅

The component P∅ in (5.22) can be expressed in an integral form with the aid of

(5.8) as

P∅ =

∫ ∞
0

K∏
m=1

Pr [Λsrm < γth|W ] Pr [Λsd < γth|W ] fW (w)dw. (5.46)

Based on the impairment levels κ2
s,d and κ2

s,r, (5.46) yields different expressions.

Thus, after plugging (H.4) and (5.28) in (5.46) along with PDF fW (w) from (5.24),

and then solving the resultant integral, P∅ is obtained as follows:

• When κ2
s,d ≤ κ2

s,r,

P∅ =


P∅1, for γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, otherwise.

(5.47)

• When κ2
s,d ≥ κ2

s,r,

P∅ =


P∅1, for γth < 1/κ2

s,d,

P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, otherwise.

(5.48)

Hereby, the component P∅1 can be evaluated by substituting (5.28) and (H.4) into

(5.46), and computing the required integral to obtain

P∅1 =

(
1−
msr−1∑
t=0

t∑
t̂=0

(
t

t̂

)
Γ(t̂+mcrL)

t!Γ(mcrL)

(δrrPc)
t̂

(αs,r)t̂−t
e
− msrγthαs,r

Ω̂srPs(1−γthκ
2
s,r)

(
mcr

Ωcr

)mcrL( msrγth

Ω̂srPs(1−γthκ2
s,r)

)t

×

(
mcr

Ωcr
+

msrγthPcδrr

Ω̂sr(1−γthκ2
s,r)

)−(t̂+mcrL))K(
1−
msd−1∑
l=0

l∑
l̂=0

(
l

l̂

)
1

l!Γ(mcdL)
(αs,d)

l−l̂(δrdPc)
l̂e
−

msdγthαs,d

Ω̂sdPs(1−γthκ
2
s,d

)

×Γ(l̂+mcdL)

(
mcd

Ωcd

)mcdL( msdγth

Ω̂sdPs(1−γthκ2
s,d)

)l(
mcd

Ωcd
+

msdγthPcδrd

Ω̂sdPs(1−γthκ2
s,d)

)−(l̂+mcdL))
. (5.49)

Whereas, the components P∅2 and P∅3 in (5.47) and (5.48), respectively, are given

by
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P∅2 =

∫ ∞
0

K∏
m=1

Pr [Λsd < γth|W ] fW (w)dw (5.50)

and

P∅3 =

∫ ∞
0

K∏
m=1

Pr [Λsrm < γth|W ] fW (w)dw. (5.51)

Evaluation of (5.50) and (5.51) yields P∅2 and P∅3 as given, respectively, by

P∅2 = 1−
msd−1∑
l=0

l∑
l̂=0

(
l

l̂

)
1

l!Γ(mcdL)
(αs,d)

l−l̂(δrdPc)
l̂e
−

msdγthαs,d

Ω̂sdPs(1−γthκ
2
s,d

) Γ(l̂ +mcdL)

×
(
mcd

Ωcd

)mcdL( msdγth

Ω̂sdPs(1− γthκ2
s,d)

)l(
mcd

Ωcd

+
msdγthPcδrd

Ω̂sdPs(1− γthκ2
s,d)

)−(l̂+mcdL)

(5.52)

and P∅3 =

(
1−

msr−1∑
t=0

t∑
t̂=0

(
t

t̂

)
Γ(t̂+mcrL)

t!Γ(mcrL)

(δrrPc)
t̂

(αs,r)t̂−t
e
− msrγthαs,r

Ω̂srPs(1−γthκ
2
s,r)

(
mcr

Ωcr

)mcrL

×

(
msrγth

Ω̂srPs(1− γthκ2
s,r)

)t(
mcr

Ωcr

+
msrγthPcδrr

Ω̂sr(1− γthκ2
s,r)

)−(t̂+mcrL))K

. (5.53)

Finally, by substituting the obtained P∅ and P∅̄ appropriately in (5.22), we ex-

press the outage probability Psec
out(γth) in the following proposition.

Proposition 2. The outage probability Psec
out(γth) of considered CMRN, for all the

possible cases depending upon the impairments level κ2
s,d, κ

2
s,r, and κ2

r,d, can be given

as follows:

Case 1: For κ2
s,d ≤ κ2

r,d ≤ κ2
s,r or κ2

r,d ≤ κ2
s,d ≤ κ2

s,r,

Psec
out(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(5.54)

Case 2: For κ2
s,r ≤ κ2

s,d ≤ κ2
r,d or κ2

s,d ≤ κ2
s,r ≤ κ2

r,d,

Psec
out(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

r,d,

P∅2, for 1/κ2
r,d ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(5.55)
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Case 3: For κ2
r,d ≤ κ2

s,r ≤ κ2
s,d,

Psec
out(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(5.56)

Case 4: For κ2
s,r ≤ κ2

r,d ≤ κ2
s,d,

Psec
out(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

r,d,

1, γth ≥ 1/κ2
r,d.

(5.57)

Proof. Please refer to Appendix I. �

For the same hardware quality at all the nodes viz., κ2
s,r = κ2

r,d = κ2
r,d = κ, the

Psec
out(γth) can be obtained as

Psec
out(γth) =

 P∅̄1 + P∅1, for γth < 1/κ2,

1, γth ≥ 1/κ2.
(5.58)

Now, based on the derived Psec
out(γth) in (5.54)-(5.58), we discuss the important ceiling

effects that can adversely affect the system’s performance and prevail due to presence

of HIs.

Discussion on Ceiling Effects

In this subsection, we discuss three important ceiling effects invoked due to presence

of HIs and their deleterious impact on the system performance. These effects are

RCC, DLC, and OSC. The RCC effect is said to occur in the system when relay

ceases to cooperate the transmission of information from source to destination. This

happens as a consequence to imposition of undesired constraint on γth by HIs. For

better understanding, let us exemplify this by first considering the Case 1 when

κ2
s,d ≤ κ2

r,d ≤ κ2
s,r. In Psec

out(γth) of (5.54), the first component (P∅̄1 + P∅1) accounts

for the cooperation between direct and relaying links, whereas the second component

(P∅2) corresponds to the transmission from direct link only. Thus, as γth exceeds

1/κ2
s,r, relay cooperation ceases and system has to rely on the direct link only. Im-

portantly, direct link can partially compensate for RCC over the threshold range

1/κ2
s,r ≤ γth < 1/κ2

s,d. But once the threshold exceeds 1/κ2
s,d, overall system goes in

outage and this phenomenon is named as OSC. Similar observations can be made
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from the Case 2, wherein the RCC occurs for γth ≥ 1/κ2
r,d. And, the direct link com-

pensates for this RCC over the range 1/κ2
r,d ≤ γth < 1/κ2

s,d. Considering now Case

3, the first component (P∅̄1 +P∅1) in Psec
out(γth) accounts for the cooperation between

direct and relaying links, whereas the second component (P∅̄2 +P∅3) corresponds to

the transmission from relaying link only. In such a case, as γth exceeds 1/κ2
s,d, direct

link goes in outage and it is referred to as DLC. We note that, in this case, a relaying

link can partially compensate for the DLC in the range 1/κ2
s,d ≤ γth < 1/κ2

s,r i.e.,

before occurrence of OSC (γth ≥ 1/κ2
s,r). Likewise, in Case 4, the DLC occurs for

γth ≥ 1/κ2
s,d. And, the relaying link compensates for this DLC over the threshold

range 1/κ2
s,d ≤ γth < 1/κ2

r,d i.e., before occurrence of OSC (γth ≥ 1/κ2
r,d). Moreover,

from (5.58), we observe that for the same hardware at all the transceiver nodes, the

system directly experiences the OSC effect as γth ≥ 1/κ2.

From the aforementioned discussion, following concluding remarks can be ob-

tained:

• In a CMRN inflicted with HIs, the RCC effect arises when the transceiver

hardware at the relay chain (either κs,r, κr,d or both) is of inferior quality

than the hardware of direct link chain (κs,d). In such cases (Case 1 and Case

2 ), RCC effect occurs when γth ≥ 1
max(κ2

s,r,κ
2
r,d)

. Note that the direct link can

partially compensate for the incurred loss due to RCC. However, once the OSC

effect occurs, system goes in outage.

• On the other hand, when the hardware of direct link chain is of low quality

than the relay chain (Case 3 and Case 4 ), the DLC effect occurs as γth ≥

1/κ2
s,d. In such cases, relaying link plays an important role in compensating

the performance loss due to DLC before γth increases to OSC threshold.

• In general, the OSC effect occurs when γth ≥ 1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

, which limits

the performance of system beyond a given target rate, especially in high-rate

applications.

• Based on above observations, it would be desirable to have min(κ2
s,d,max(κ2

s,r, κ
2
r,d))

< 1
γth

while designing the practical systems for a given rate requirement. Also,

for the same hardware at all the nodes, the OSC effect occurs when γth ≥ 1
κ2 .

Therefore, when hardware quality at all the transceivers are same, it would be

suggested to have κ2 < 1
γth

.
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5.5 AF Relaying Versus DF Relaying Against HIs

In this section, we inspect the robustness of AF relaying and DF relaying against

the HIs. As disclosed in the previous section, HIs cause the ceiling effects which

eventually cap the fundamental capacity of system beyond a certain target rate.

For AF relaying, using (4.22), we observe that first ceiling effect, i.e., RCC, arises

when γth ≥ 1
κ2
s,r+κ

2
r,d+κ2

s,rκ
2
r,d

, while OSC occurs when γth ≥ 1
κ2
s,d

. Whereas, for DF

relaying, first ceiling effect, i.e., RCC or DLC, arises when γth ≥ 1
max(κ2

s,r,κ
2
r,d)

or

γth ≥ 1
κ2
s,d

, while OSC occurs when γth ≥ 1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

. On carefully observing

these threshold limits, one can infer that DF relaying can support higher data rate

than the AF relaying before any ceiling phenomenon comes into play. To further

exemplify this, let us consider the instance when κ2
s,r = κ2

r,d = κ2
s,d = 0.2. For these

values of HIs level, the RCC in AF relaying occurs when γth ≥ 12.254 ≈ 11dB. And,

for DF relaying, RCC/DLC arises when γth ≥ 25 ≈ 14dB. Thus, it can be concluded

that DF is more resilient and robust against HIs since it can support higher data

rate than its AF counterpart.

5.6 Numerical and Simulation Results

In this section, numerical results for the performance of considered CMRN are pre-

sented. Monte Carlo simulations are performed for the veracity of derived analyt-

ical results. Herein, we set the several system parameters, unless otherwise spec-

ified, as Ωsd = 1, Ωsr = 1, Ωrd = 1, Ωcp = 1, Ωcd = 0.1, Ωcr = 0.2, Ωsp = 0.1,

Ωrp = 0.2, msd = 1, msr = 2, mrd = 1, mcp = 1, mcd = 1, mcr = 2, msp = 1,

mrp = 1, No = 1, Rp = 0.5 bps/Hz, Rs = 0.4 bps/Hz, B = 1 Hz, ξth = 0.4.

We set error variances σ2
e,sp = σ2

e,sr = σ2
e,rd = σ2

e,rp = σ2
e = 0.01. We also set

κts = κrd = κtr = κrr = κo = 0.175 such that κs,d = κr,d = κs,r = κ =
√

2κo.

In Fig. 5.2, we plot the outage probability curves versus primary system’s outage

probability threshold ξth to illustrate the impact of number of relays K on the outage

performance of the secondary system. Herein, we set Pc/No = 20 dB and number

of PUs L = 1. For effective demonstration, we ensure that γth lies below all the

ceilings’ threshold points. Note that the analytical curves are in well agreement with

the simulation results. From the respective curves, we can clearly see that as ξth

increases, the outage probability of secondary system improves. This is due to the

fact that the increase in ξth allows the SUs to transmit with higher powers which
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Figure 5.2: Impact of number of relaysK on the outage performance of the secondary
system.

eventually improves the SNDR at relay Rm and at secondary destination D, and

hence, improves the performance of secondary system. Moreover, it is apparent that

there exists a cutoff point below which the outage probability of secondary system is

unity. It is associated with the fact that below this cutoff point, the QoS requirement

of the PUs is so stringent that it would not allow the SUs to transmit. Furthermore,

as expected, the performance of secondary system improves significantly with the

increase in K and/or increase in fading parameter msd of the direct link.

In Fig. 5.3, we plot the outage probability curves versus Pc/No to depict the

impact of number of PUs L and CEEs on the outage performance of secondary

system. We set K = 2 and msd = mrd = 1. From various curves, we observe that

as the number of PUs rises, the performance of system deteriorates due to increased

interference on the SUs. Moreover, there exists a cutoff point for L = 2 and L = 3

below which secondary system remains in outage. This is attributed to the more

stringent QoS requirements from multiple PUs. It can also be seen that for higher

Pc/No, system exhibits an outage floor which is primarily owing to the dominance

of interference from PUs. Furthermore, the performance of system degrades with

increase in CEEs as evident from various curves pertaining to different values of σ2
e .

In Fig. 5.4, we plot the outage probability curves versus λQ to illustrate the
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Figure 5.3: Impact of number of PUs L and CEEs on the outage performance of the
secondary system.
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Figure 5.5: Outage performance of secondary system versus Pc for various fading
severity parameters.

impact of γth and HIs on the considered CMRN. For this, we fix L = 1 and Pc/No =

20 dB. From the respective curves, we can clearly see that for a fixed κo, as γth

increases, the performance of the system degrades due to high-rate requirements.

Moreover, when HIs level κo increases, the outage performance of secondary system

deteriorates significantly (see the curves corresponding to κo = 0, 0.2, 0.3).

In Fig. 5.5, the effect of various fading severity parameters on the performance

of CMRN is depicted. As apparent from the curves, when m = {1, 1, 1}, the outage

performance improves with the increase in mı. This is attributed to the fact that

an increase in mı provides better channel condition for transmissions of secondary

system, which eventually leads to its performance enhancement. For instance, see

the corresponding curves when mı changes from {1, 1, 1} to {1, 2, 1} or {2, 1, 1}.

Further, when {msp,mrp} increases from {1, 1} to {3, 3}, the performance of system

degrades. And when mcp changes from 1 to 3, the performance of system improves.

These two inferences are associated with the fact that when performance of primary

system improves, the SUs are allowed to transmit with higher powers, which conse-

quently improves the performance of secondary system. When {msp,mrp} increases,

the interference on the primary receiver increases and hence its performance dete-

riorates. On the contrary, when mcp increases, the channel condition for primary
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Figure 5.6: Impact of RCC and OSC on the outage performance of the secondary
system.

transmission gets better and hence its performance improves.
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Figure 5.7: Impact of DLC and OSC on the outage performance of the secondary
system.

In Fig. 5.6, we demonstrate the impact of ceiling effects RCC and OSC by plot-

ting the outage curves against γth. For instance, if κs,d = κr,d = 0.20, κs,r = 0.35,
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Figure 5.8: Joint impact of HIs and CEEs on the outage performance of the system.

the RCC and OSC effects occur at the threshold of ≈ 9 dB
(
γth >

1
max(κ2

s,r,κ
2
r,d)

)
and

≈ 13 dB
(
γth >

1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

)
, respectively. It can be manifestly observed

from the curves that as γth crosses the RCC threshold, the system’s performance

converges to that of a pure direct link. Apparently, the direct link partially compen-

sates for RCC (in the threshold range 9 dB ≤ γth < 13 dB) until the occurrence of

OSC. Afterwards, when γth further increases to OSC threshold, the system outage

probability approaches to unity. In another instance, when κs,d = κr,d = κs,r = 0.08,

the OSC occurs at a threshold of ≈ 21 dB.

Similarly, the impact of DLC and OSC is illustrated in Fig. 5.7. For example,

when κs,d = 0.35, κs,r = 0.20, κr,d = 0.15, the DLC and OSC effects occur at the

threshold of ≈ 9 dB
(
γth >

1
κ2
s,d

)
and ≈ 13 dB

(
γth >

1
min(κ2

s,d,max(κ2
s,r,κ

2
r,d))

)
, respec-

tively. Herein, as γth crosses the DLC threshold, the system’s performance converges

to that of a pure relaying link. As such, the relaying link partially compensates for

DLC (in the threshold range 9 dB ≤ γth < 13 dB) until the occurrence of OSC.

Thus, we can conclude that HIs are detrimental for the considered system to sustain

its performance standards in high-rate applications.

In a 3-D plot of Fig. 5.8, we illustrate the joint impact of HIs and CEEs on the

outage performance of considered CMRN. It can be observed that outage proba-

bility attains its minimum value i.e., Psec
out(γth) = 2.25 × 10−6, when both HIs and
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CEEs are minimum (κo < 0.1, σ2
e < 0.1). Whereas, when both HIs and CEEs are

maximum (κo > 0.8, σ2
e > 0.8), the Psec

out(γth) = 0.9406. From these values, it can

be deduced that the combined effect of HIs and CEEs dramatically degrade the

system’s performance.

5.7 Summary

We investigated the performance of an underlay CMRN with direct link in the pres-

ence of HIs, CEEs, and interference from multiple PUs over Nakagami-m fading

channels. Based on the derived outage expressions, we elucidated various ceiling

effects viz., RCC, DLC, and OSC, which are induced in the system due to presence

of HIs. It is illustrated that RCC ceases the cooperation of relaying link, DLC in-

hibits the direct link transmission, while the OSC causes the overall system outage.

Interestingly, it is found that the direct link is essential in partially compensating

for the incurred performance loss due to RCC, whereas the relaying link is useful to

partially compensate for the performance loss due to DLC. Moreover, these deleteri-

ous effects predominantly affect the system, and may engender the OSC, especially

when a high target rate is anticipated. Further, our results illuminated the joint

impact of HIs and CEEs on the system performance. It was shown that there exists

a cutoff point below which the outage probability of secondary system is unity. Such

behavior is associated with the fact that below this cutoff point, the QoS require-

ment of the PUs is so stringent that it would not allow the SUs to transmit, driving

consequently the system in outage. In addition, the increased PUs’ interference

and/or CEEs can lead to an outage floor. Above all, a comparative study revealed

that DF relaying is more resilient and robust to HIs since it can support higher data

rate than its AF counterpart.
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CHAPTER 6

RF ENERGY HARVESTING IN COGNITIVE RELAY

NETWORKS

Energy efficiency and spectrum efficiency are two important design objectives for

future wireless networks, i.e., 5G and beyond [14]. Recently, EH has emerged as a

promising technology for the design of energy-efficient systems. The key idea is to

efficiently power the network nodes without having to replace the batteries period-

ically. This will significantly bring down the operational cost for future ultra-dense

networks and IoT. As such, energy can be harvested from the surrounding environ-

ment using the various traditional sources viz., wind, solar, thermal, etc. However,

EH from these conventional sources relies heavily on the different climatic conditions

and, therefore, are not suitable for the incessant and ubiquitous energy supply. To

this end, the simultaneous wireless information and power transfer (SWIPT) scheme

has been regarded as an effective approach to scavenge the energy from the ambient

RF signals [13]. The SWIPT scheme is based on the fact that energy and informa-

tion can be simultaneously carried through RF signals. In this, the EH node gathers

the transmitted energy (RF radiation) and stores it in a battery by converting it into

the direct current (DC) using appropriate circuitry. However, it is difficult for a re-

ceiver to concurrently process the information and harvest energy from the received

RF signals. For this, two practical receiver architectures viz., time-switching (TS)

and power-splitting (PS), have been introduced in [129] and [130]. In the TS-based

receiver architecture, time is switched between information processing (IP) and EH.

While in the PS-based architecture, a part of the received power is used for the EH

and the remaining one for the IP [131].

On another front, to accommodate the larger number of users in the ultra-dense

networks and to interconnect various IoT devices, the efficient use of available scarce
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spectrum is crucial. In this context, cognitive radio technology has been envisioned

as a potential candidate to dramatically improve the spectrum efficiency.

More recently, RF-EH and cognitive radio technologies have been integrated

with each other for an energy and spectrum efficient system design. Various re-

search works have incorporated the EH concept in cognitive radio networks to cater

for the demands of future wireless networks. For instance, researches in [30]-[35]

have focused on the use of EH techniques in underlay spectrum sharing networks.

In [30], the authors proposed an EH scheme for a relay-assisted SU in spectrum

sharing systems and examined its outage probability. The authors in [31] studied

SWIPT for underlay cognitive radio networks, whereby statistical information for

the channel of the primary link was employed in order to control the power at the

secondary transmitter. In [32], Liu et al. proposed a new EH protocol while con-

sidering multiple primary transceivers. Three different power constraints on the SU

were imposed to derive the outage probability and throughput of the system. On the

other hand, in [33], the authors imposed two power constraints, i.e., primary outage

constraint and peak power constraint, to control the power at the SUs. The authors

in [34] analyzed the throughput of a CRN by considering a wireless powered relay.

An improved TS protocol had been proposed wherein the energy was transmitted in

the subslots to charge the relay node. Zhi et al. in [35] analyzed the outage proba-

bility of the EH-based underlay cognitive radio networks in which spatially random

distributed network nodes for the performance assessment were considered. Note

that, in underlay cognitive radio networks, SUs have to limit their transmit power

in anticipation for the interference temperature limit stipulated by the PUs. Con-

sequently, the performance of the secondary system is significantly affected. On the

contrary, in the overlay cognitive radio, there is no such restriction over the trans-

mit power at the SUs. In the overlay approach, spectrum sharing can be facilitated

by incentivizing PUs through the cooperation of SUs [132]. In fact, the authors

in [133] have compared the sum throughput of both overlay and underlay models

in RF-EH networks. In such a study, they have shown that the overlay approach

outperforms the underlay approach. This was primarily due to the imposition of

stringent restrictions over the maximum transmit powers of the SUs in the under-

lay model. Owing to the potential benefits of the overlay model, some researches

[36]-[41] have focused on this paradigm of spectrum sharing. For instance, the au-
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thors in [36] investigated the cooperation between primary and secondary networks

in which the secondary transmitter was assumed to be an energy-constrained source

that harvests energy from the primary transmission. In [37], Yin et al. studied the

optimized cooperation strategy of the SUs to assist the PUs and to decide the EH

time. The authors in [38] considered the selection of the best secondary transmitter

to relay the PU’s data. In [39], a PU was assumed to be an energy-constrained node

which harvests energy from a SU as well as from an access point and then transfers

the data using the cooperation from a SU. In a similar way, the authors in [40]

considered the EH scheme at a cooperative SU node using a PU’s signal as well as

using a dedicated hybrid access point. In [41], the authors studied the joint power

allocation and route selection to minimize the outage probability of the EH-based

multihop cognitive radio networks.

Common to all the aforementioned works is that they have considered a linear EH

model, i.e., the harvested energy at the node linearly varies with the received power.

However, since the EH circuit consists of various non-linear elements viz., capacitors,

inductors, and diodes, the conventional linear model of EH is not practical. In fact,

the harvested energy should vary non-linearly with respect to the received power

[134]-[138]. Motivated by the preceding discussion, in this chapter, we examine the

outage performance of a non-linear EH-based multi-user overlay CRN (EHMCRN)

system. Herein, a battery-enabled secondary node harvests energy from a RF signal

of the PU and then utilizes this energy to relay the PU’s data along with its own

information. We employ a distributed user selection policy to select the best user

amongst multiple PUs in an effort to extract the benefits of multiuser diversity. In

the considered analytical framework, we attempt to harness the combined advan-

tages of multiuser diversity and cooperative diversity to improve the performance

of primary network. We highlight the importance of direct link for the performance

of primary network in the considered system. In addition to the inherent benefit

of cooperative diversity, we identify that when the cooperation from the secondary

node ceases to exist beyond a certain rate, the primary network can rely on the po-

tential direct links for its information transmission. Further, we analyze the impact

of decoding primary’s information at the secondary receiver on the performance of

secondary network. Importantly, we propose an improved EH-based relaying scheme

which makes the efficient use of available degrees of freedom and thereby enhances

117



6.1. SYSTEM DESCRIPTIONS

the performance of both primary and secondary networks significantly. For this an-

alytical framework, we derive the expressions of outage probability for both primary

and secondary networks. Numerical and simulation results are obtained to extract

various useful insights and to validate our theoretical developments.

The remainder of the chapter is structured as follows. In Section 6.1, detailed de-

scriptions of the considered EHMCRN system are presented along with discussions

of the adopted EH and IP strategies. In Section 6.2, the performance of EHMCRN

system is investigated by deriving the outage probability for the primary network

while, in Section 6.3, the outage probability of secondary network is examined. Sec-

tion 6.4 proposes an improved EH-based relaying scheme and then analyze its outage

performance for both primary and secondary networks. Numerical and simulation

results are provided in Section 6.5 and, finally, summary of the chapter is presented

in Section 6.6.

6.1 System Descriptions

As shown in Fig. 6.1, we consider an EHMCRN system consisting of primary and

secondary networks. The primary network includes a transmitter Tc and the cor-

responding multiple receivers {Tpn}Nn=1 while the secondary network comprises an

energy-constrained transmitter S and a receiver D. Hereby, the primary transmit-

ter Tc intends to establish a communication with one out of Tpn receivers. Though

the direct links are assumed to exist between Tc and Tpn , the primary transmitter

may still seek cooperation from the nearby secondary transmitter S to harness the

benefits of diversity. As a reward for the benign cooperation towards the primary

network, the secondary network gets access to primary’s licensed spectrum. How-

ever, being an energy-constrained node, the secondary transmitter S first harvests

energy from the received RF signal of Tc and then splits the harvested power to

relay the primary data and to transmit its own data intended for its correspond-

ing secondary receiver D. To harvest energy at the node S, we adopt a TS-based

receiver architecture in which a transmission block duration is split into two time

phases. The first phase is an EH phase wherein S harvests energy using the received

signal from Tc and then utilizes this energy for broadcasting the combined signal

(primary and secondary data) in the second phase. The second phase is further

subdivided into two IP phases to realize the overall communication between Tc &
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Figure 6.1: System model for EHMCRN.

Tpn and S & D. The EH and IP will be discussed in detail in the subsequent sub-

sections. In the considered analytical framework, we assume that all the network

nodes are half-duplex and single-antenna devices. We also assume that all the chan-

nels follow the block fading so that they remain constant for a block duration (EH

and IP phases) but changes independently in the next block transmission. Thermal

noise at each receiver is modeled as AWGN variable with CN (0, σ2). We denote

the channel coefficients for the links Tc − Tpn , Tc − S, S − Tpn , and S −D as hcpn ,

hcs, hspn , and hsd, respectively. Further, we assume that all the channel coefficients

experience Rayleigh flat fading such that the channel gains |hı|2 follow exponential

distribution, where ı ∈ {c, s},  ∈ {s, pn, d}, and ı 6= . We also assume that multiple

links over the same hop are independent and identically distributed by considering

a cluster-based placement of multiple nodes. The channels hcpn , hcs, hspn , and hsd

have average powers Ωcp, Ωcs, Ωsp, and Ωsd, respectively. In general, the CDF and

the PDF for an exponentially distributed random variable W with mean Ωı are

given by FW (w) = 1− exp
(
− w

Ωı

)
and fW (w) = 1

Ωı
exp

(
− w

Ωı

)
, respectively, where

w ≥ 0.

EH Architecture

In the secondary network, the source S is an energy-constrained node and is equipped

with a rechargeable battery. As shown in Fig. 6.2, the node S employs a harvest-

then-transmit strategy. More specifically, we adopt a TS approach for the EH pro-

cedure [130] wherein a transmission block of duration T is split into two time phases

i.e., αT and (1 − α)T . Here, α represents the fraction of time for which the node
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Figure 6.2: An illustration for TS-based EH.

S harvests the energy, with 0 < α < 1. In the first phase, S harvests energy from

the RF signal transmitted by Tc for a duration of αT . In the second phase, the

remaining (1− α)T is utilized for the IP and signaling which is further subdivided

into two equal phases. To harvest energy, two EH models have been studied in

the literature i.e., linear [130] and non-linear [134]. As the EH circuit, in general,

comprises various non-linear electronic devices, the traditional linear model may not

comprehend the actual harvested energy and, therefore, the non-linear model of EH

is deemed more practical. In fact, as we shall observe later in Section VI, the linear

model may provide very misleading results for the design of future networks. How-

ever, dealing with the accurate non-linear model is rather complex for analytical

purposes. Consequently, we hereby adopt a simplified non-linear model [135]-[138]

which closely follows the true behavior of the practical EH circuits. Following this,

the transmit power at node S can be expressed as

PH,s =


2ηαPE,R

1−α , if Pc|hcs|2 ≤ ζth,

2ηαζth
1−α , if Pc|hcs|2 > ζth,

(6.1)

where PE,R = Pc|hcs|2, 0 < η ≤ 1 is the energy conversion efficiency, Pc is the

transmit power at the node Tc, and ζth is the saturation threshold. In (6.1), the

linear term (PH,s ∝ PE,R) stands for the linear-regime operation of the RF-DC

(direct current) conversion curves of the EH circuit, whereas, the constant term

corresponds to the saturation-regime operation.

Information Processing

After the EH phase, the overall communication in the considered EHMCRN system

takes place in two IP phases. In the first IP phase, the primary transmitter Tc

transmits its unit energy symbol xc, such that E{|xc|2} = 1, to Tpn and to the

cooperative secondary node S. Consequently, the signals received at Tpn and S can

be expressed, respectively, as
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ypn,1 =
√
Pchcpnxc + npn,1 (6.2)

and ys,1 =
√
Pchcsxc + ns,1, (6.3)

where npn,1 and ns,1 denote AWGN terms at Tpn and S, respectively. As such, the

resulting SNR at Tpn via direct link in the first phase can be written, using (6.2), as

Λpn,1 =
Pc|hcpn|2

σ2
. (6.4)

In the second IP phase, the node S superimposes the received primary signal along

with its own information symbol xs to obtain a combined signal as xc,s = Gys,1 +√
(1− ξ)PH,sxs, where G =

√
ξPH,s

Pc|hcs|2+σ2 ≈
√

ξPH,s
Pc|hcs|2 [139]. This approximation is

found to yield tight results over the entire SNR regime. Note that the secondary

cooperative node S utilizes a fraction of the harvested power, denoted by ξPH,s, to

transmit the primary’s data and the remaining (1− ξ)PH,s for its own transmission,

where ξ ∈ [0, 1] is referred to as a spectrum sharing factor since it facilitates the

spectrum sharing between PUs and SUs. Consequently, after the second IP phase,

the received signals at nodes Tpn and D can be expressed, respectively, as

ypn,2 = hspn

(
Gys,1 +

√
(1− ξ)PH,sxs

)
+ npn,2 (6.5)

and yd,2 = hsd

(
Gys,1 +

√
(1− ξ)PH,sxs

)
+ nd,2, (6.6)

where npn,2 and nd,2 denote AWGN terms at Tpn and D, respectively, in the second

IP phase. On substituting G along with ys,1 from (6.3) in (6.5), the resulting SNR

at node Tpn , after the second phase, can be written as

Λpn,2 =
ξPH,sPc|hcs|2|hspn|2

ξPH,s|hspn|2σ2 + (1− ξ)PH,sPc|hcs|2|hspn|2 + Pc|hcs|2σ2
. (6.7)

Similarly, the SNR at D, after the second phase, can be expressed as

Λd,2 =
(1− ξ)PH,sPc|hcs|2|hsd|2

ξPH,sPc|hcs|2|hsd|2 + ξPH,s|hsd|2σ2 + Pc|hcs|2σ2
. (6.8)

Best User Selection Policy

As discussed, the primary transmitter Tc intends to establish a communication link

with one out of Tpn receivers. As such, the best user amongst multiple N receivers

can be opportunistically selected as

n∗ = arg max
n=1,...,N

(Λpn,1). (6.9)

121



6.2. PERFORMANCE ANALYSIS OF PRIMARY NETWORK

Herein, we assume that the user selection process is executed using distributed timer

technique [141] based on the CSI of the direct links.

In the subsequent sections, we present the performance analysis for the primary and

secondary networks.

6.2 Performance Analysis of Primary Network

In this section, we assess the performance of the primary network in the considered

EHMCRN system.

Outage Probability

The primary system is said to be in outage if the instantaneous SNR at Tpn falls

below a fixed target rate rth. As such, the outage probability, with the application

of selection combining, can be formulated as

PPri
out(γth) = Pr

[
max

(
max
n

(Λpn,1),Λpn∗ ,2

)
< γth

]
, (6.10)

where γth = 2
2rth
1−α − 1. Since the direct links and relaying links are independent, the

outage expression in (6.10) can be reformulated as

PPri
out(γth) = Pr

[
max
n

(Λpn,1) < γth

]
︸ ︷︷ ︸

P1

Pr [Λpn∗ ,2 < γth]︸ ︷︷ ︸
P2

, (6.11)

where the probability term P1 can be obtained as

P1 =
N∏
n=1

Pr [Λpn,1 < γth]

=
N∑
a=0

(
N

a

)
(−1)a exp

(
− aγth

%Ωcp

)
, (6.12)

with % = Pc
σ2 . By utilizing the concepts of total probability theorem [118], the other

probability term P2 in (6.11) can be obtained, using (6.7), as

P2 = Pr[Λpn∗ ,2 < γth]

=
N∑
n=1

Pr[n∗ = n]Pr

[
ξPH,s%|hcs|2|hspn|2

ξPH,s|hspn|2+(1−ξ)PH,s%|hcs|2|hspn|2+Pc|hcs|2
<γth

]
. (6.13)

On substituting PH,s from (6.1) into (6.13), we can express P2 as
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P2 =
N∑
n=1

Pr[n∗ = n]

{
Pr

[
ξ%|hcs|2|hspn|2

ξ|hspn|2+(1−ξ)%|hcs|2|hspn|2+ 1−α
2ηα

< γth, Pc|hcs|2 ≤ ζth

]
︸ ︷︷ ︸

P21

+ Pr

[
ξ%|hcs|2|hspn|2

ξ|hspn|2+(1−ξ)%|hcs|2|hspn |2+ 1−α
2ηαζth

Pc|hcs|2
< γth, Pc|hcs|2 > ζth

]
︸ ︷︷ ︸

P22

}
.

(6.14)

Hereby, firstly, P21 in (6.14) is derived in the following lemma.

Lemma 12. The probability P21 in (6.14) can be expressed as

P21 =


1− exp

(
−ζth
PcΩcs

)
, for γth ≥ ξ

1−ξ ,

1− exp
(
−ζth
PcΩcs

)
, for γth <

ξ
1−ξ & ζth

Pc
≤ ξγth

B ,

Ψ(γth), for γth <
ξ

1−ξ & ζth
Pc
> ξγth

B ,

(6.15)

where Ψ(γth) is given by

Ψ(γth)=
1∑
`=0

(−1)` exp

(
−`ξγth
BΩcs

)
+ exp

(
−γthξ
BΩcs

)
− exp

(
−ζth
PcΩcs

)
−
∞∑
k=0

(−1)k

k!

× exp

(
−ψ
2

)(
A

BΩcsΩsp

)k+1

exp

(
−γthξ
BΩcs

)
ψ−

k+2
2 W− k+2

2
,− k+1

2
(ψ), (6.16)

with A = γth(1−α)
2ηα

, B = (ξ − γth(1− ξ))%, and ψ = A/Ωsp

(
Bζth
Pc
− γthξ

)
.

Proof. See Appendix J. �

Following the same lines of derivation used for obtaining P21, we can derive P22

in (6.14) as

P22 =


exp

(
−ζth
PcΩcs

)
, for γth ≥ ξ

1−ξ ,

I1 + Φ(γth), for γth <
ξ

1−ξ & ζth
Pc
< ξγth

B ,

Φ(γth), for γth <
ξ

1−ξ & ζth
Pc
≥ ξγth

B ,

(6.17)

where I1 = exp
(
−ζth
PcΩcs

)
− exp

(
−ξγth

BΩcs

)
and Φ(γth) is given by

Φ(γth)=exp

(
−1

Ωcs

max

(
ξγth

B
,
ζth

Pc

))
−
∞∑
m=0

(−1)m

m!

(
1

BΩcs

)m
exp

(
−APc
BζthΩsp

− γthξ

BΩcs

)

×
(
γthξAPc
BΩspζth

)m(
φ

BΩcs

)−m
2

exp

(
−φ

2BΩcs

)
W−m

2
, 1−m

2

(
φ

BΩcs

)
, (6.18)
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with φ = Bmax
(
ξγth

B , ζth
Pc

)
. Next, the probability Pr[n∗ = n] in (6.14) can be

obtained as [142]

Pr[n∗ = n] = Pr

 N⋂
m=1
m 6=n

(Λpn,1 > Λpm,1)

 =

∫ ∞
0

N∏
m=1
m 6=n

Pr [Λpm,1 < y] fΛpn,1(y)dy

=
N−1∑
b=0

(
N − 1

b

)
N(−1)b

(b+ 1)
. (6.19)

On substituting (6.19) in (6.14) and the resultant expression along with (6.12) in

(6.11), we can obtain the outage probability of primary network as

PPri
out(γth) =

N∑
a=0

N−1∑
b=0

(
N

a

)(
N − 1

b

)
N(−1)a+b

(b+ 1)
exp

(
− aγth

%Ωcp

)
(P21 + P22), (6.20)

where P21 and P22 are given in (6.15) and (6.17), respectively.

Remarks : From (6.15) and (6.17), it can be observed that, for the condition

γth ≥ ξ
1−ξ , the cooperative transmission via secondary node ceases to exist, since

P21 + P22 becomes unity. Nevertheless, the primary network still has the availabil-

ity of potential direct links to carry out the information transmission. From this

observation, it is worth remarking that the value of spectrum sharing factor ξ is cru-

cial and should be appropriately chosen for harnessing the benefits of cooperative

diversity.

6.3 Performance Analysis of Secondary Network
In this section, we assess the performance of the secondary network in the considered

EHMCRN system. Hereby, we consider two different cases i.e., when the SU node

D is either able or unable to successfully decode the PU’s signal received in the first

IP phase.

When SU is unable to decode the PU’s signal

Firstly, we consider the case when secondary node D is unable to decode the PU’s

signal in the first IP phase.

Outage Probability

The outage probability of secondary network in the considered EHMCRN system

can be formulated, using (6.8), as

PSec
out (γth)=Pr[Λd,2<γth]=

[
(1−ξ)%PH,s|hcs|2|hsd|2

ξ%PH,s|hcs|2|hsd|2+ξPH,s|hsd|2+Pc|hcs|2
< γth

]
. (6.21)

124



CHAPTER 6. RF ENERGY HARVESTING IN COGNITIVE RELAY
NETWORKS

On invoking PH,s from (6.1) in (6.21), we obtain

PSec
out (γth) = Pr

[
(1− ξ)%XZ

ξZ + ξ%XZ + 1−α
2ηα

< γth, X ≤
ζth

Pc

]
︸ ︷︷ ︸

S1

+ Pr

[
(1− ξ)%XZ

ξZ + ξ%XZ + 1−α
2ηαζth

PcX
< γth, X >

ζth

Pc

]
︸ ︷︷ ︸

S2

, (6.22)

where X = |hcs|2, Z = |hsd|2. Hereby, S1 can be re-expressed as

S1 = Pr

[
Z <

A
CX − ξγth

, X ≤ ζth

Pc

]
, (6.23)

with C = ((1− ξ)− γthξ)%. Further, based on the limits of γth, (6.23) is obtained as

S1 =


1− exp

(
−ζth
PcΩcs

)
, for γth ≥ ξ

1−ξ ,

1− exp
(
−ζth
PcΩcs

)
, for γth <

ξ
1−ξ & ζth

Pc
≤ ξγth

B ,

Ξ(γth), for γth <
ξ

1−ξ & ζth
Pc
> ξγth

B ,

(6.24)

where Ξ(γth) can be evaluated as

Ξ(γth) =

∫ ξγth
C

x=0

fX(x)dx+

∫ ζth
Pc

x=
ξγth
C

FZ

(
A

Cx− γthξ

)
fX(x)dx. (6.25)

After computing the involved integration in (6.25), one can obtain Ξ(γth) as

Ξ(γth) =
1∑
p=0

(−1)p exp

(
−pξγth

CΩcs

)
+ exp

(
−γthξ

CΩcs

)
− exp

(
−ζth

PcΩcs

)
−
∞∑
q=0

(−1)q

q!

×
(
A

CΩcsΩsd

)q+1

exp

(
−γthξ

CΩcs

)
ϕ−

q+2
2 exp

(
−ϕ
2

)
W− q+2

2
,− q+1

2
(ϕ), (6.26)

with ϕ = A/Ωsd

(
Cζth
Pc
− γthξ

)
. In a similar way, S2 can be obtained as

S2 =


exp

(
−ζth
PcΩcs

)
, for γth ≥ ξ

1−ξ ,

I1 + Θ(γth), for γth <
ξ

1−ξ & ζth
Pc
< ξγth

C ,

Θ(γth), for γth <
ξ

1−ξ & ζth
Pc
≥ ξγth

C ,

(6.27)

where Θ(γth) is given by
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Θ(γth)=exp

(
−χ
CΩcs

)
−
∞∑
r=0

(−1)r

r!

(
1

CΩcs

)r (
χ

CΩcs

)− r
2

exp

(
−APc
CζthΩsd

− γthξ

CΩcs

)
×
(
γthξAPc
CΩsdζth

)r
exp

(
−χ

2CΩcs

)
W− r

2
, 1−r

2

(
χ

CΩcs

)
, (6.28)

with χ = Cmax
(
ξγth

C ,
ζth
Pc

)
. Substituting the expressions from (6.24) and (6.27) in

(6.22), one can obtain the outage probability of the secondary network. By carefully

observing S1 and S2, one can note that PSec
out (γth) becomes unity for γth ≥ ξ

1−ξ . Thus,

the values of spectrum sharing factor ξ should be judiciously chosen to avoid the

outage of secondary network.

When SU is able to decode the PU’s signal

Next, we consider the case when the SU node D can successfully decode the PU’s

signal in the first phase. Consequently, D can eliminate the interference from pri-

mary signal in the second IP phase. With this, the resultant SNR at D, in the

second IP phase, can be expressed as

Λd
d,2 =

(1− ξ)PH,s%|hcs|2|hsd|2

ξPH,s|hsd|2 + Pc|hcs|2
. (6.29)

Outage Probability

The outage probability for this case can be formulated, using (6.29), as

PSec
out,d(γth) = Pr[Λd

d,2 < γth] =

[
(1− ξ)%PH,s|hcs|2|hsd|2

ξPH,s|hsd|2 + Pc|hcs|2
< γth

]
. (6.30)

On substituting PH,s from (6.1) in (6.30), we obtain

PSec
out,d(γth) = Pr

[
(1− ξ)%XZ
ξZ + 1−α

2ηα

< γth, X ≤
ζth

Pc

]
︸ ︷︷ ︸

D1

+ Pr

[
(1− ξ)%XZ

ξZ + 1−α
2ηαζth

PcX
< γth, X >

ζth

Pc

]
︸ ︷︷ ︸

D2

. (6.31)

Hereby, D1 can be obtained as

D1 =

1− exp
(
−ζth
PcΩcs

)
, for ζth

Pc
≤ ξγth

(1−ξ)% ,

Υ(γth), for ζth
Pc
> ξγth

(1−ξ)% ,

(6.32)

where Υ(γth) is given by
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Υ(γth)=
1∑
t=0

(−1)t exp

(
−tζth

PcΩcs

)
−
∞∑
u=0

(−1)u

u!

(
A
QΩsd

)−u+2
2
(

A
(1− ξ)%ΩcsΩsd

)u+1

× exp

(
−γthξ

(1− ξ)%Ωcs

)
exp

(
−A

2QΩsd

)
W−u+2

2
,−u+1

2

(
A
QΩsd

)
, (6.33)

with Q = (1−ξ)%ζth
Pc

− γthξ. Similarly, D2 in (6.22) can be obtained as

D2 =

I2 + Z(γth), for ζth
Pc
< ξγth

(1−ξ)% ,

Z(γth), for ζth
Pc
≥ ξγth

(1−ξ)% ,

(6.34)

where I2 = exp
(
−ζth
PcΩcs

)
− exp

(
−ξγth

(1−ξ)%Ωcs

)
and Z(γth) is given by

Z(γth)=exp

(
−z
Ωcs

)
−
∞∑
v=0

1

v!
exp

(
−APc

(1− ξ)%ζthΩsd

− γthξ

(1− ξ)%Ωcs

− z
2Ωcs

)

×
(

−1

(1− ξ)%Ωcs

)v ( z
Ωcs

)− v
2
(

γthξAPc
(1− ξ)%Ωsdζth

)v
W− v

2
, 1−v

2

(
z

Ωcs

)
, (6.35)

with z = max
(

ξγth

(1−ξ)% ,
ζth
Pc

)
. Substituting the expressions from (6.32) and (6.34) in

(6.31), one can obtain the outage probability of the secondary network. It is worth

remarking that, unlike the previous case, the constraint on the spectrum sharing

factor ξ is relaxed when SU node is able to decode the PU’s signal. Thus, it can

be inferred that when the SU node has the ability to successfully decode the PU’s

signal, the performance of secondary system can be significantly improved as we

shall observe later in Section 6.5 through the numerical results.

6.4 An Improved Energy Harvesting-Based Re-

laying Scheme

In this section, we propose another relaying scheme for overlay spectrum sharing

systems which improves the performance of both primary and secondary networks

compared with the conventional fixed relaying scheme. In this scheme, the primary

network invokes the relaying cooperation only when its direct transmission fails.

Specifically, the first phase is dedicated for EH at the cooperative SU and for the

information transfer of the PU. In particular, S harvests energy from the RF signal

transmitted by Tc for a duration of αT and simultaneously Tc also transmits its

information to its intended receiver Tpn . Depending on the success/failure of the di-
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rect primary’s transmission (Tc → Tpn), the relaying transmission is invoked. Thus,

the mutual information of the direct primary transmission can be given as

Icpn = α log2 (1 + Λpn,1) . (6.36)

If Tpn is able to successfully decode the information signal from Tc, i.e., if Icpn > rth,

it sends an error-free one-bit feedback1 to the cooperative node S indicating that

the relaying cooperation is not needed. For this case, the remaining (1−α)T period

is utilized for the information transmission of S → D, as shown in Fig. 6.3. As

such, the received signal at Tpn , after the IP phase I, is as given in (6.2). On the

other hand, the signal received at D, after the IP phase II, can be written as

yIR

d,2 = hsd
√
P IR
H,sxs + nd,2, (6.37)

where P IR
H,s is the harvested power at the node S. Based on (6.37), the corresponding

SNR at D is given by

ΛIR

d,2 =
P IR
H,s|hsd|2

σ2
. (6.38)

It is important to note here that node S can utilize all the harvested power for its

information transfer which is in contrast to the fixed relaying protocol wherein S

has to split the total harvested power for the transmission of primary’s information

as well. Hereby, the transmitted power P IR
H,s at S can be expressed as

P IR

H,s =


ηαPc|hcs|2

1−α , if Pc|hcs|2 ≤ ζth,

ηαζth
1−α , if Pc|hcs|2 > ζth.

(6.39)

On the other hand, if Tpn is unable to decode the signal from Tc in the first phase, i.e.,

if Icpn < rth, it sends a negative feedback to Tc and S. Consequently, the relaying

cooperation is invoked and further information exchange operation will remain the

same as of fixed relaying. For this case, the remaining (1−α)T period is subdivided

into two equal IP phases of duration (1−α)T
2

each, as shown in Fig. 6.4.

In the following sections, we assess the performance of primary and secondary

networks for the proposed improved relaying protocol.

1Hereby, it is assumed that the feedback/acknowledge time is negligible compared to the infor-
mation processing time [111].
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Figure 6.3: Time frame for successful primary’s direct transmission.

 

 

 

IP Phase II 

 

 

 

IP Phase III 

T (1 )T

(1 )

2

T (1 )

2

T

T
 

 

 

EH & IP Phase I 

nc pT T

cT S

nc pT T

cT S S D
npS T

Figure 6.4: Time frame for unsuccessful primary’s direct transmission.

6.4.1 Outage Probability of Primary Network

The outage probability of the primary network for the proposed relaying scheme can

be formulated as

PPri,IR
out (γth) = Pr

[
max

(
max
n

(Λpn,1),Λpn∗ ,2

)
< γth,max

n
(Λpn,1) < γIR

th

]
= Pr

[
max
n

(Λpn,1) < γth,Λpn∗ ,2 < γth,max
n

(Λpn,1) < γIR

th

]
= Pr

[
max
n

(Λpn,1) < min (γth, γ
IR

th) ,Λpn∗ ,2 < γth

]
, (6.40)

where γIR
th = 2

rth
α − 1. Owing to the independence between the two events in (6.40),

we can express

PPri,IR
out (γth)=Pr

[
max
n

(Λpn,1) < min (γth, γ
IR

th)
]

︸ ︷︷ ︸
PIR

1

Pr [Λpn∗ ,2 < γth]︸ ︷︷ ︸
P2

, (6.41)

where P IR
1 can be readily obtained by replacing γth with min (γth, γ

IR
th) in (6.12) and

P2 is the same as obtained in (6.13).

6.4.2 Outage Probability of Secondary Network

The outage probability of secondary network for the proposed improved relaying

scheme in the considered EHMCRN system can be formulated as
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PSec,IR
out (γth) = Pr

[
Λd
d,2 < γth,max

n
(Λpn,1) < γIR

th

]
︸ ︷︷ ︸

L1

+ Pr
[
ΛIR

d,2 < γ̂th,max
n

(Λpn,1) ≥ γIR

th

]
︸ ︷︷ ︸

L2

,

(6.42)

where γ̂th = 2
rth
1−α − 1. In (6.42), the term L1 accounts for the case when the direct

primary transmission is not successful while the other term L2 captures the event

when direct primary transmission is successful. At first, we re-express L1 to obtain

L1 = Pr
[
Λd
d,2 < γth

]︸ ︷︷ ︸
L11

Pr
[
max
n

(Λpn,1) < γIR

th

]
︸ ︷︷ ︸

L12

. (6.43)

It is worth noting that L11 is given by (6.30) while L12 can be readily obtained

by replacing γth with γIR
th in (6.12). Next, L2 in (6.42) can be expressed, due to

underlying independence, as

L2 = Pr
[
ΛIR

d,2 < γ̂th

]︸ ︷︷ ︸
L21

Pr
[
max
n

(Λpn,1) ≥ γIR

th

]
︸ ︷︷ ︸

L22

, (6.44)

where L21 can be written, using (6.38), as

L21 = Pr

[
P IR
H,s|hsd|2

σ2
< γ̂th

]
. (6.45)

On substituting P IR
H,s from (6.39) in (6.45) and after performing various manipula-

tions, we obtain L21 as

L21 =
1∑

w=0

(−1)w exp

(
−2wγ̂thAσ2

γthΩsdζth

− wζth

PcΩcs

)
−
∞∑
ν=0

(−1)ν

ν!

(
2γ̂thAσ2

γthΩsdζth

)− ν+2
2

×
(

2γ̂thA
γth%ΩcsΩsd

)ν+1

exp

(
−γ̂thAσ2

γthζthΩsd

)
W−u+2

2
,−u+1

2

(
2γ̂thAσ2

γ̂thζthΩsd

)
. (6.46)

The other probability term L22 in (6.44) can be obtained as L22 =
[
exp

(
− γIR

th

%Ωcp

)]N
.

Finally, substituting (6.43) and (6.44) in (6.42), we can obtain the outage probabil-

ity for the secondary network.

Remarks : The proposed improved relaying scheme has two main advantages: 1)

This scheme makes the efficient use of available degrees of freedom and thereby im-

proves the performance of primary network significantly. 2) When primary network

does not invoke relaying cooperation, the secondary node can exploit all the har-

vested power for its own information transmission and eventually the performance
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of secondary improves substantially.

6.5 Numerical and Simulation Results

In this section, representative numerical results for the performance of considered

EHMCRN system are presented. Monte Carlo simulations are performed to corrobo-

rate the derived expressions. All the analytical curves are drawn after truncating the

infinite series up to the initial seven terms to achieve a sufficient level of accuracy.

Herein, we set several system parameters, unless otherwise specified, as Ωı = 1,

T = 1 sec, ζth = 0 dB, rth = 0.01, and σ2 = 1.
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Figure 6.5: Outage probability curves of primary network for various N .

In Fig. 6.5, we plot the outage probability curves of primary network against %

for varying number of PUs N . For this, we set α = 0.6, η = 0.1, and ξ = 0.2. It can

be clearly seen that the performance of primary network improves drastically as N

increases. This performance improvement can be attributed to the exploitation of

multiuser diversity gain. Further, we have also shown that the proposed improved

relaying scheme delivers significantly better performance as compared with the con-

ventional fixed relaying scheme as it makes the efficient use of available degrees of

freedom for the information transmission.

In Fig. 6.6, we plot the outage probability curves of primary network against

% for different values of energy conversion efficiency η. It can be observed that the
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Figure 6.6: Outage probability curves of primary network for different η.

performance of primary network improves with increase in η, since higher η renders

more harvested power at the cooperative secondary node. And this effect remains

the same for both the considered relaying schemes.
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Figure 6.7: Outage probability curves of primary network for various ξ.

In Fig. 6.7, we analyze the impact of spectrum sharing factor ξ on the perfor-
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mance of primary network by plotting the outage probability curves against %. For

the curves, we set α = 0.6 and η = 0.2. From the plots, it can be observed that

as ξ increases the performance of primary network improves for both the relaying

schemes (see the curves corresponding to N = 1 for improved relaying and N = 2

for fixed relaying). This is due to the fact that higher values of ξ allocate more

power for the primary transmission and hence results in better performance.

0 5 10 15 20 25 30
10

−2

10
−1

̺ (dB)

O
u
ta
g
e
P
ro
b
a
b
il
it
y

 

 
Simulation, ξ = 0.2

Simulation, ξ = 0.5

Simulation, ξ = 0.7

9.96 10.06

10
−1.634

10
−1.63

 

 

Fixed Relaying (Unsuccesful decoding)
Fixed Relaying (Successful decoding)
Improved Relaying

Figure 6.8: Outage probability curves of secondary network for various ξ.

In Fig. 6.8, we plot the outage probability curves of the secondary network

against % and assuming α = 0.5 and η = 0.8. Herein, we compare the performance

of three different scenarios viz., when SU is unsuccessful in decoding the PU’s signal,

when SU is successful in decoding the PU’s signal, and for the proposed improved

relaying. As shown in the curves, when SU is able to decode the PU’s signal, the

performance of secondary network gets better since the SU can remove the inter-

ference of primary’s signal. It can also be observed that the proposed improved

relaying scheme performs substantially better than the other two cases of fixed re-

laying scheme. It can be seen from the various curves that the outage performance

degrades with the increase in ξ, which is in contrast to the performance of primary

network. As such, this is due to low power allocation towards the secondary trans-

mission at high ξ. Note that the increase in ξ has nominal effect on the performance

of the improved relaying scheme.
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Figure 6.9: Outage probability curves of secondary network for various η.

In Fig. 6.9, we plot the outage probability curves of secondary network against

% for different values of energy conversion efficiency η and by setting α = 0.5 and

ξ = 0.7. From the corresponding curves, it can be observed that the performance of

secondary network improves with an increase in η. This is associated with the fact

that higher η implies more harvested power at the cooperative secondary node and

thus better performance.

Lastly, in Fig. 6.10 and Fig. 6.11, we demonstrate a comparison between the

conventional linear model and considered non-linear model of EH for primary and

secondary networks, respectively. Here, we obtain the numerical results for the linear

EH model using the simulations. Clearly, there exists a significant performance gap

between these two models for both primary and secondary networks. In particular,

it can be observed that the performance gap between the two models becomes wider

with an increase in the %, showing that the linear model is accurate only in the

low power regions. In addition, it can also be witnessed that as the saturation

threshold ζth increases, the performance of non-linear model converges towards the

performance of linear model. For instance, see the curves corresponding to ζth = −5

dB and ζth = 5 dB. Though impractical, the conventional model of EH gives a better

performance. From this observation, it can be concluded that the conventional linear

model of EH is not appropriate to provide the useful results.
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Figure 6.10: Performance comparison between linear and non-linear EH models for
primary network.
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Finally, from Figs. 6.5-6.11, note that all the analytical curves are in perfect

agreement with the simulation results. This validates the accuracy of all the derived

expressions.

6.6 Summary

In this chapter, we have examined the outage performance of a non-linear EHMCRN

system over Rayleigh fading channels. Specifically, an energy-constrained SU node

has been assumed to cooperate with the PU’s transmission while simultaneously

transmitting its own information. We have considered a non-linear EH model which

relies on the TS-based receiver architecture. We have shown that the spectrum

sharing factor should be judiciously chosen to avoid the outage of secondary net-

work. In addition, it has also been reported that the direct link can be quite useful

for significantly enhancing the performance of primary network. Furthermore, we

have proposed an improved relaying scheme which has been shown to substantially

enhance the performance of both primary and secondary networks as compared to

conventional fixed relaying. In particular, the proposed scheme has made the effi-

cient use of available degrees of freedom to improvise the performance of primary

network. On the other hand, when primary network did not invoke the cooperation,

the secondary node got to utilize all the harvested power for its own information

transmission which eventually enhanced the performance of secondary network con-

siderably. We have also concluded that the conventional linear model of EH can

provide very misleading results for the deployment of future networks.
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CONCLUSIONS AND FUTURE WORKS

In this chapter, we present the conclusions derived from the work in this thesis and

provide the possible directions for the future works.

7.1 Conclusions

This thesis presented a comprehensive performance analysis of the CRNs with

spectral- and energy-efficient schemes. The primary objective of the thesis was to

provide various system designs for the future networks which can efficiently utilize

the precious spectrum and energy resources. Firstly, we have explored the possibil-

ity of resource sharing for the two-way CRNs and investigated its performance to

offer various design insights. Specifically, our study showed that, leveraging two-way

relaying for primary communications, the proposed system design offers higher spec-

tral efficiency. In addition, it is found that by exploiting the multi-user cooperation,

reliability of SU communication is significantly improved. Further, we examined

the performance of two-way CRNs with direct link in the presence of PU’s interfer-

ence. We studied an efficient scheme that can exploit both direct and relay links

with appropriate diversity combining methods to improve the performance of SUs.

Our results revealed that the full diversity for secondary system can be achieved

as long as the primary interference remains limited, otherwise the performance re-

markably deteriorates. We also studied an incremental relaying scheme and found

that it outperforms fixed relaying scheme and hence could be a promising candi-

date for deployment in future wireless systems. Further, we analyzed the impact of

hardware and channel imperfections on the performance of CRNs. In this analysis,

we highlighted the detrimental impact of the HIs on the system’s performance and

eventually provided useful insights into the endurable level of HIs for designing the
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practical systems. We highlighted the importance of both direct link and relaying

link in CRN with HIs. Specifically, we manifested that direct link is essential in par-

tially compensating for the incurred performance loss due to RCC whereas relaying

link is useful to partially compensate the performance loss due to DLC. In addition,

the increased PUs’ interference and/or CEEs can lead to an outage floor. We also

compared the robustness of AF and DF relaying schemes against the HIs and found

that DF relaying is more resilient to HIs and, therefore, preferable when the nodes

are impaired. Lastly, we investigated the performance of a non-linear EH-based

multiuser CRN in which an energy-constrained secondary node acts as a coopera-

tive relay to assist the transmission of PU. We also proposed an improved EH-based

relaying scheme which makes the efficient use of available degrees of freedom and

thereby enhances the performance of both primary and secondary networks signif-

icantly. In this study, it has been reported that the direct link can be quite useful

for significantly enhancing the performance of primary network. We have shown

that the spectrum sharing factor should be judiciously chosen to avoid the outage

of secondary network in the considered CRN. From this study, we have concluded

that the conventional linear model of EH can provide very misleading results for the

deployment of future networks.

In essence, we have comprehensively investigated the performance of CRNs to

offer useful insights into the practical design. We have proposed various schemes

and strategies which can improve the spectral efficiency, energy efficiency, and relia-

bility of the CRNs and eventually facilitate their deployment for the next-generation

wireless systems.

7.2 Future Works

The work in this thesis opens up various research problems that can be further

explored. Some future prospects for the research work are given in the sequel.

Since spectrum efficiency (SE) and energy efficiency (EE) are key objectives for

the future networks, their analysis has gained significant research attention. Though

SE gives an idea about how efficiently a given spectrum band is utilized, it does not

account for how efficiently power is consumed. Unfortunately, optimizing SE and

EE cannot go hand-in-hand and may even conflict sometimes. Therefore, study of

an existing trade-off between SE and EE is worth pursuing in context of CRNs.
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To further increase the spectral efficiency and throughput of the CRNs, ex-

ploiting multiple-input-multiple-output (MIMO) technology can be viewed as an

important direction. In MIMO systems, multiple antennas are employed at the

transceiver nodes to provide the high data rate. Moreover, non-orthogonal multiple

access (NOMA) capabilities can be incorporated with concepts of CRNs for a more

spectral-efficient system design, since both NOMA and CRNs target efficient spec-

trum utilization. In NOMA, spectrum sharing is facilitated among multiple users

by adjusting the power levels at different users. Hence, NOMA-enabled CRNs could

offer an intelligent spectrum sharing in a constructive way to enhance the spectrum

utilization.

In addition, due to coexistence of PUs and SUs together, the CRNs are suscep-

tible to security threats. Consequently, it would be important and interesting to

develop the strategies for the physical layer security of the CRNs. Dealing with the

security breaches is of paramount importance and also one of the main challenges

for designing the 5G networks.

Besides, in this thesis work, the impact of HIs and CEEs was analyzed for the

underlay CRN. One can also perform this investigation for the overlay CRN. Further,

one can also study the resource allocation in the CRNs based on the optimization

of the performance metric. For instance, it would be interesting and challenging to

find an optimal value of time switching factor α for the EHCRN. Moreover, studying

the beamforming techniques to power the energy-constrained nodes would also be

an interesting direction for future work.

With the above mentioned prospects, the existing body of knowledge in the

design of CRNs can be further expanded.
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APPENDIX A

DERIVATION OF (3.19)

The probability PFR
MRC(γth) in (3.13) can be expressed using the SINRs from (3.3),

(3.4), and (3.8) as

PFR
MRC(γth)=Pr

[
λapQ

gab
X

+ λrpQ
grb
X
<γth, λ

ap
Q

gar
Y
≥γth, λ

bp
Q

gbr
Y
<γth

]
. (A.1)

As the exact evaluation of (A.1) is cumbersome due to underlying dependence, we

can simplify this as [22]

PFR
MRC(γth) ≈

∫ ∞
0

∫ ∞
0

[
Fgab|X

(
γthx

λapQ

)
Fgrb|X

(
1

2

γthx

λrpQ

)
+ Fgab|X

(
1

2

γthx

λapQ

)
Fgrb|X

(
γthx

λrpQ

)
−Fgab|X

(
1

2

γthx

λapQ

)
Fgrb|X

(
1

2

γthx

λrpQ

)]
F gar|Y

(
γthy

λapQ

)
Fgbr|Y

(
γthy

λbpQ

)
fX(x)fY (y)dxdy, (A.2)

where F gar|Y (·) = 1 − Fgar|Y (·). Further, by realizing the symmetry of the three

terms inside the square brackets in (A.2), we define a function Ξ(α, β; γth) as

Ξ(α, β; γth) =

Θ(α,β;γth)︷ ︸︸ ︷∫ ∞
0

Fgab|X

(
α
γthx

λapQ

)
Fgrb|X

(
β
γthx

λrpQ

)
fX(x)dx

×
∫ ∞

0

F gar|Y

(γthy

λapQ

)
Fgbr|Y

(γthy

λbpQ

)
fY (y)dy, (A.3)

with

Θ(α, β; γth) =

∫ ∞
1

mcb−1∑
n=0

Cmcb−1
n

(−1)mcb−n−1e
mcb

Ωcbλc

Γ(mcb)Γ(mab)Γ(mrb)

( mcb

Ωcbλc

)mcb
×Υ

(
mab,

αmabγth

Ωabλ
ap
Q

x
)

Υ
(
mrb,

βmrbγth

Ωrbλ
rp
Q

x
)
xne

− mcb
Ωcbλc

x
dx, (A.4)

which can be solved using [49, 3.351.2] to arrive at (3.21). Similarly, solving the

other integral in (A.3), we can get (3.20).
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DERIVATION OF (3.32)

From (3.31), P IR
MRC can be represented as

P IR
MRC =Pr

[
λapQ

gab
X

+ λrpQ
grb
X
<γth, λ

ap
Q

gab
X

< γd
th, λ

ap
Q

gar
Y
≥γth, λ

bp
Q

gbr
Y
<γth

]
, (B.1)

which further, owing to the independence between last two and other terms, can be

written as

P IR
MRC = Pr

[
gab < min

(
γd

thX

λapQ
,
γthX

λapQ
−
λrpQ grb

λapQ

)]
︸ ︷︷ ︸

I1

Pr
[
λapQ

gar
Y
≥γth, λ

bp
Q

gbr
Y
<γth

]
︸ ︷︷ ︸

I2

.

(B.2)

Here, I1 can be re-expressed as

I1 = Pr
[
gab <

γd
thX

λapQ
,
γd

thX

λapQ
<
γthX

λapQ
−
λrpQ grb

λapQ

]
︸ ︷︷ ︸

I11

+ Pr
[
gab <

γthX

λapQ
−
λrpQ grb

λapQ
,
γd

thX

λapQ
>
γthX

λapQ
−
λrpQ grb

λapQ

]
︸ ︷︷ ︸

I12

, (B.3)

where

I11 =

∫ ∞
x=1

∫ x(γth−γ
d
th)

λ
rp
Q

w=0

Fgab|X

(xγd
th

λapQ

)
fgrb(w)fX(x)dwdx, (B.4)
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and

I12 =

∫ ∞
x=1

∫ xγth
λ
rp
Q

w=
x(γth−γ

d
th

)

λ
rp
Q

Fgab|grb,X

(xγd
th

λapQ
−
λrpQw

λapQ

)
fgrb(w)fX(x)dwdx, (B.5)

can be solved using [49, eqs. 3.351.2, 2.321.2].

Next, I2 in (J.1) is obtained by

I2 =

∫ ∞
0

F gar|Y

( zy
λapQ

)
Fgbr|Y

( zy
λbpQ

)
fY (y)dy, (B.6)

which, on solving, yields the expression that can be directly obtained from (3.20),

and is given by Ξ(1,1,;γth)
Θ(1,1,;γth)

. Finally, invoking the obtained I1 and I2 into (J.1), one

can arrive at (3.32).
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APPENDIX C

DERIVATION OF (4.43)

Let there be m relays which have successfully decoded the received signal in first

phase, then for |Dm| = m, we can write the conditional decoding probability, using

(4.37), as

Pr [Dm|W ] =
∏
`∈Dm

Pr [Λsr` ≥ γth|W ]
∏
n/∈Dm

Pr [Λsrn < γth|W ] . (C.1)

Using (4.36), we can evaluate Pr [Λsrm < γth|W ] as

Pr [Λsrm < γth|W ] = Pr

[
Ps|ĥsrm|2

Psκ2
s,r|ĥsrm|2 + Psαs,rm +N0

< γth|W
]
. (C.2)

From (4.34), Ps can be given by

Ps =

 P, for W ≤ Qsp,

Q

(|ĥsp|2+σ2
e,sp)(1+κ2

ts)
, for W > Qsp.

(C.3)

On substituting (C.3) in (C.2) and evaluating the resultant expression, one can

obtain Pr [Λsrm < γth|W ] as

Pr [Λsrm < γth|W ] =

 Φsrm(γth, w), for γth < 1/κ2
s,r,

1, for γth ≥ 1/κ2
s,r,

(C.4)

where Φsrm(γth, w) is given by

Φsrm(γth, w) =


1−exp

(
−γth(αs,rmλP+1)

Ω̂srmλP (1−κ2
s,rγth)

)
, for W ≤ Qsp,

1−exp

(
−γth(α̃s,rm+δsw)

Ω̂srmλQ(1−κ2
s,rγth)

)
, for W > Qsp.

(C.5)

Thus, by using (C.4) in (C.1), Pr [Dm|W ] can be obtained as given in (4.43).
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DERIVATION OF (4.52)

The function Φr`d(γth) in (4.52) can be obtained as

Φr`d(γth) = Pr [Λr`d < γth] . (D.1)

Using (4.40) in (D.1), we can write

Φr`d(γth) = Pr

[
Pr`|ĥr`d|2

Pr`κ
2
r,d|ĥr`d|2 + Pr`αr`,d +N0

< γth

]
. (D.2)

Invoking (4.39) in (D.2) and by conditioning Y = |ĥr`p|2, we have

Φr`d(γth) =

∫ Qr`p

y=0

F|ĥr`d|2

(
γth(αr`,dλP + 1)

λP (1− κ2
r,dγth)

∣∣∣Y) fY (y)dy

+

∫ ∞
y=Qr`p

F|ĥr`d|2

(
γth(α̃r`,d + δry)

λQ(1− κ2
r,dγth)

∣∣∣Y) fY (y)dy. (D.3)

Substituting for the corresponding CDF and PDF and computing the required in-

tegration (after some manipulations) with the aid of [49, eq. 3.310], one can arrive

at (4.52).
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DERIVATION OF (4.58)

From (4.42), using (4.34), we can write

P∅̄1 =

∫ Qsp

w=0

K∑
m=1

(
K

m

)
Pr [Λsd < γth|W ] Pr [Dm|W ] Pr [Λrmd < γth|Dm,W ] fW (w)dw

+

∫ ∞
w=Qsp

K∑
m=1

(
K

m

)
Pr [Λsd < γth|W ] Pr [Dm|W ] Pr [Λrmd < γth|Dm,W ] fW (w)dw.

(E.1)

On substituting [Λsd < γth|W ], Pr [Dm|W ], and Pr [Λrmd < γth|Dm,W ] from (4.46),

(4.43), and (4.51), respectively, in (4.42) and then solving the resultant integration

alongwith PDF of W (with tedious manipulations after applying binomial theorem

[49, eq. 1.111]), we get P∅̄1 as given in (4.58).

146



APPENDIX F

PROOF OF PROPOSITION 1

On carefully substituting the components P∅̄ from (4.53)-(4.57) and P∅ from (4.64)-

(4.65) into (4.41), we obtain the outage probability for different possible cases as

follows:

Case 1 : For κ2
s,d ≤ κ2

r,d ≤ κ2
s,r or κ2

r,d ≤ κ2
s,d ≤ κ2

s,r,

Pout(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(F.1)

Case 2 : For κ2
s,r ≤ κ2

s,d ≤ κ2
r,d,

Pout(γth) =



P∅̄1 + P∅1, for γth < 1/κ2
r,d,

P∅̄4 + P∅1, for 1/κ2
r,d ≤ γth < 1/κ2

s,d,

P∅̄3 + P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(F.2)

Case 3 : For κ2
s,d ≤ κ2

s,r ≤ κ2
r,d,

Pout(γth) =



P∅̄1 + P∅1, for γth < 1/κ2
r,d,

P∅̄4 + P∅1, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(F.3)
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Case 4 : For κ2
r,d ≤ κ2

s,r ≤ κ2
s,d,

Pout(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(F.4)

Case 5 : For κ2
s,r ≤ κ2

r,d ≤ κ2
s,d,

Pout(γth) =



P∅̄1 + P∅1, for γth < 1/κ2
s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

r,d,

P∅̄3+P∅3, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(F.5)

In (F.2) and (F.5), the probability component P∅̄3+P∅3 can be expressed, using

total probability theorem, as

P∅̄3+P∅3 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Dm|W ] fW (w)dw

+

∫ ∞
0

K∏
m=1

Pr [Λsrm < γth|W ] fW (w)dw = 1. (F.6)

And, the probability component P∅̄4+P∅1 in (F.2) and (F.3) can be expressed as

P∅̄4+P∅1 =

∫ ∞
0

(
K∑
m=1

∑
Dm

Pr [Dm|W ] +
K∏
m=1

Pr [Λsrm < γth|W ]

)

× Pr [Λsd < γth|W ] fW (w)dw = P∅2. (F.7)

Substituting (F.6) in (F.5) and (F.2), and (F.7) in (F.2) and (F.3), the outage

probability can be expressed as given in Proposition 1.
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APPENDIX G

DERIVATION OF (4.105)

Using (5.14), Pr [Λpi < %th] in (5.17) can be written as

Pr [Λpi < %th] = Pr

[
Pc|hcipi |2

Ps|hspi |2 + κ2
tsPs|hspi |2 +No

< %th

]
, (G.1)

which can be evaluated as

Pr [Λpi < %th] =

∫ ∞
0

1

mcp

Υ

(
mcp,

mcp%th(δsPsx+No)

ΩcpPc

)
× f|hspi |2(x)dx, (G.2)

where PDF f|hspi |2(x) is of the form given by (5.11). Using this PDF along with

the series expansion of incomplete gamma function [49, eq. 8.352.1]) in (G.2), and

then solving the resultant integral, we obtain Pr [Λpi < %th]. On substituting the

obtained Pr [Λpi < %th] in (5.17), one can arrive at (5.18).
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APPENDIX H

DERIVATION OF (4.112)

Let there be m relays that have successfully decoded the received signal in first

phase, then for |Dm| = m, we can write the conditional decoding probability, using

(5.8), as

Pr [Dm] =
∏
`∈Dm

Pr [Λsr` ≥ γth]
∏
n/∈Dm

Pr [Λsrn < γth] , (H.1)

where the probability Pr [Λsr` ≥ γth] = 1−Pr [Λsr` < γth]. As such, to obtain Pr [Dm]

in (H.1), we evaluate Pr [Λsrm < γth], using (5.7), as

Pr [Λsrm < γth] = Pr

[
Ps|ĥsrm|2

Psκ2
s,rm|ĥsrm|2+Psσ2

e,srmδs,r+ δrrPcY +No

< γth

]
, (H.2)

where Y =
L∑
i=1

|hcirm|2. We can further solve (H.2) as

Pr [Λsrm < γth] =

∫ ∞
0

1

Γ(msr)
Υ

(
msr,

msrγth(δrrPcy + αs,r)

Ω̂sr(1− γthκ2
s,r)

)
fY (y)dy, (H.3)

where the PDF fY (y) is of the same form as given in (5.24). Thus, invoking the

PDF fY (y) in (H.3) and using the series expansion of incomplete gamma function

[49, eq. 8.352.1]), and then evaluating the resultant integral after applying binomial

theorem [49, eq. 1.111]), one can obtain

Pr [Λsrm < γth] =

 Φsrm(γth), for γth < 1/κ2
s,r,

1, for γth ≥ 1/κ2
s,r,

(H.4)
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where Φsrm(γth) is as follows

Φsrm(γth) = 1−
msr−1∑
t=0

t∑
t̂=0

(
t

t̂

)
Γ(t̂+mcrL)

t!Γ(mcrL)

(δrrPc)
t̂

(αs,r)t̂−t
e
− msrγthαs,r

Ω̂srPs(1−γthκ
2
s,r)

(
mcr

Ωcr

)mcrL

×

(
msrγth

Ω̂srPs(1− γthκ2
s,r)

)t(
mcr

Ωcr

+
msrγthPcδrr

Ω̂sr(1− γthκ2
s,r)

)−(t̂+mcrL)

. (H.5)

Finally, by using (H.4) in (H.1), Pr [Dm] can be obtained as given in (5.25).
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APPENDIX I

PROOF OF PROPOSITION 2

On carefully substituting the components P∅̄ from (5.34)-(5.38) and P∅ from (5.47)-

(5.48) into (5.22), we obtain the outage probability for different possible cases as

follows:

Case 1 : For κ2
s,d ≤ κ2

r,d ≤ κ2
s,r or κ2

r,d ≤ κ2
s,d ≤ κ2

s,r,

Psec
out(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(I.1)

Case 2 : For κ2
s,r ≤ κ2

s,d ≤ κ2
r,d,

Psec
out(γth) =



P∅̄1 + P∅1, for γth < 1/κ2
r,d,

P∅̄4 + P∅1, for 1/κ2
r,d ≤ γth < 1/κ2

s,d,

P∅̄3 + P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(I.2)

Case 3 : For κ2
s,d ≤ κ2

s,r ≤ κ2
r,d,

Psec
out(γth) =



P∅̄1 + P∅1, for γth < 1/κ2
r,d,

P∅̄4 + P∅1, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

P∅2, for 1/κ2
s,r ≤ γth < 1/κ2

s,d,

1, γth ≥ 1/κ2
s,d.

(I.3)
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Case 4 : For κ2
r,d ≤ κ2

s,r ≤ κ2
s,d,

Psec
out(γth) =


P∅̄1 + P∅1, for γth < 1/κ2

s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(I.4)

Case 5 : For κ2
s,r ≤ κ2

r,d ≤ κ2
s,d,

Psec
out(γth) =



P∅̄1 + P∅1, for γth < 1/κ2
s,d,

P∅̄2+P∅3, for 1/κ2
s,d ≤ γth < 1/κ2

r,d,

P∅̄3+P∅3, for 1/κ2
r,d ≤ γth < 1/κ2

s,r,

1, γth ≥ 1/κ2
s,r.

(I.5)

In (I.2) and (I.5), the probability component P∅̄3+P∅3 can be expressed, using total

probability theorem, as

P∅̄3+P∅3 =

∫ ∞
0

K∑
m=1

∑
Dm

Pr [Dm] fW (w)dw +

∫ ∞
0

K∏
m=1

Pr [Λsrm < γth|W ] fW (w)dw

= 1. (I.6)

And, the probability component P∅̄4+P∅1 in (I.2) and (I.3) can be expressed as

P∅̄4+P∅1 =

∫ ∞
0

(
K∑
m=1

∑
Dm

Pr [Dm] +
K∏
m=1

Pr [Λsrm < γth|W ]

)

× Pr [Λsd < γth|W ] fW (w)dw

= P∅2. (I.7)

After substituting (I.6) in (I.5) and (I.2), and (I.7) in (I.2) and (I.3), the outage

probability can be expressed as given in Proposition 2.
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PROOF OF LEMMA 12

Using (6.14), we can write P21 as

P21 = Pr

[
ξ%XY

ξY + (1− ξ)%XY + 1−α
2ηα

< γth, PcX ≤ ζth

]

= Pr

[
Y <

A
BX − ξγth

, X ≤ ζth

Pc

]
, (J.1)

where X = |hcs|2, Y = |hspn|2 for notational simplicity. Further, based on the values

of ξ, we can express (J.1) as

P21 =



∫ ζth
Pc
x=0 fX(x)dx, for γth ≥ ξ

1−ξ ,∫ ζth
Pc
x=0 fX(x)dx, for γth <

ξ
1−ξ & ζth

Pc
≤ ξγth

B ,

Ψ(γth), for γth <
ξ

1−ξ & ζth
Pc
> ξγth

B ,

(J.2)

where Ψ(γth) can be derived as

Ψ(γth) =

∫ ξγth
B

x=0

fX(x)dx︸ ︷︷ ︸
J1

+

∫ ζth
Pc

x=
ξγth
B

FY

(
A

Bx− γthξ

)
fX(x)dx︸ ︷︷ ︸

J2

. (J.3)

Now J1 can be evaluated as J1 = 1− exp
(
− ξγth

BΩcs

)
. To evaluate J2, we perform the

appropriate substitutions followed by some manipulations to obtain

J2 = FX

(
ζth

Pc

)
− FX

(
ξγth

B

)
− 1

BΩcs

exp

(
− ξγth

BΩcs

)
×
∫ Bζth

Pc
−γthξ

t=0

exp

(
− A

Ωspt
− t

BΩcs

)
dt. (J.4)
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It can be observed that the integral form in (J.4) is intractable. Therefore, relying

on the Maclaurin series expansion [143] of the term exp
(
− t
BΩcs

)
and then solving

the resultant integral with the aid of [49, eq. 3.381.6], we can derive the analytical

expression of Ψ(γth), after performing various algebric manipulations, as given in

(6.16).
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