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SYNOPSIS 

 Gearboxes are employed in a wide range of applications 

such as in the automobile industry, marine propulsion systems, 

aviation industry etc. Breakdown of the gear train can not only 

result in significant financial losses but may also prove to be fatal. 

It is, therefore, necessary to identify a fault in a gearbox before 

catastrophic failure occurs.  

The vibration and sound emission signatures (also referred 

to as acoustic signatures in the thesis) of a gearbox carry abundant 

information about its condition. Whenever a fault develops in a 

gearbox, its vibration and sound emission signatures exhibit a 

change. In order to ascertain the condition of the gearbox, 

meaningful parameters representing the gearbox health condition 

need to be extracted from the acquired gearbox signatures. This 

process is referred to as the feature extraction step. This step 

usually involves extraction of features in the time domain, 

frequency domain or the time-frequency domain. Not all features 

extracted during the feature extraction step have the same fault 

classification potential. Often feature reduction is required to retain 

only the parameters with superior fault discrimination capability. 

However, this feature reduction comes at the cost of additional 

computational burden. 

An automated method of gearbox fault diagnosis is 

desirable wherein the condition of the gearbox can be assessed 

with minimal intervention of the operator. Artificial intelligence 

(AI) paves the path towards automated gearbox fault diagnosis 

(GFD). The present study is based on the application of artificial 

neural networks (ANNs), in particular, the back propagation neural 

network (BPNN) and the adaptive neuro-fuzzy inference system 

(ANFIS) in diagnosing gearbox faults. An ANFIS is a hybrid 

system of ANN and fuzzy inference system wherein the fuzzy sets 



 
 

and rules are automatically tuned as the network is trained. The 

features extracted from the acquired gearbox signals are utilized as 

inputs to train and test an intelligent classifier such as an ANN 

with the objective of diagnosing the condition of the gearbox. This 

step is referred to as the pattern recognition step. 

The experimental set up from which vibration and sound 

emission signatures are acquired is a drive train diagnostic 

simulator (DDS) comprising of a single stage spur gearbox and a 

machinery fault simulator (MFS) comprising a bevel gearbox. 

Gearbox vibration signatures are acquired by mounting an 

accelerometer at appropriate locations on the gearbox casing while 

sound emission signatures are acquired under various gear health 

conditions by placing a microphone at a specific distance from the 

gearbox. The DDS allows both the speed profile as well as the load 

profile to be programmed. In Chapter 2, gearbox vibration 

signatures, acquired at a constant programmed speed of 15 Hz with 

sinusoidal load fluctuations at the output, are analyzed to diagnose 

three different pinion health conditions. In Chapter 3, gearbox 

vibration and sound emission signals, acquired at a constant 

programmed speed of 20 Hz, are analyzed to diagnose four 

different gearbox health conditions. Chapter 6 analyzes the 

acoustic signatures acquired under three different pinion health 

conditions at a constant programmed speed of 10 Hz and involves 

the application of ANFIS to identify the three gearbox health 

conditions. 

Most of the research efforts based on GFD using AI do not 

take into account the non-stationary nature of gearbox signals. It 

has been found that gearbox signatures have a natural propensity to 

be non-stationary owing to fluctuating load-speed conditions and 

as a result of uncertainties associated with the drive and load 

mechanisms. The non-stationary nature of gearbox signals is 



 
 

evident from an unequal number of samples between tachometer 

pulses. Under non-stationary conditions, techniques such as time 

synchronous averaging (TSA) cannot be directly employed in 

order to improve the signal to noise ratio. Though a gearbox 

operates mostly under non-stationary conditions, research efforts 

directed towards GFD under such conditions are limited. The 

present study involves the application of ANNs to diagnose faults 

in a single stage spur and bevel gearbox under non-stationary 

conditions. 

Another method of improving the signal to noise ratio is to 

carry out averaging of signals in the angular domain. As a novel 

approach, the independent angular re-sampling (IAR) technique is 

proposed in the present study to convert non-stationary signals in 

the time domain into quasi-stationary signals in the angular 

domain. This is accomplished experimentally by employing a 

multiple pulse tachometer arrangement such that the instants of 

time at three different shaft angular positions during a revolution 

are known. The IAR technique is based on the fact that the velocity 

profile of a single revolution can be represented by a small 

segment of the overall velocity profile and may be assumed to be 

linear. The IAR technique helps determine the time instants that 

correspond to constant angular increments. The amplitude of the 

signals at the re-sample time instants can be determined from 

interpolation theory. In the present study, piecewise cubic Hermite 

interpolation (PCHI) is employed to determine the amplitude of the 

vibration and sound emission signals at the re-sample time instants. 

The IAR technique, combined with interpolation theory, yields a 

number of angular domain signals, each representing one 

revolution of the gearbox drive shaft. These angular domain 

signals can be averaged in order to improve the signal to noise 

ratio. Alternatively, the resultant angular domain signals can be 



 
 

merged to generate the combined angular domain signal 

corresponding to the original time domain signal. 

To extract meaningful parameters representing the gearbox 

health condition, the angular domain signals generated from the 

IAR technique are decomposed using continuous wavelet 

transform (CWT). This process of analyzing the angular domain 

signals in the time-frequency domain generates wavelet amplitude 

maps (WAMs) with as many continuous wavelet coefficients 

(CWCs) at each scale as the number of samples in the original 

angular domain signal. Inspired by recent research efforts in GFD, 

a range of optimal scales is identified based on the energy-

Shannon’s entropy ratio of CWCs. In Chapter 2, a range of optimal 

scales is identified based on the energy-Shannon’s entropy ratio of 

CWCs from the WAM corresponding to the combined angular 

domain signal pertaining to the healthy pinion. In Chapter 4, on the 

other hand, a range of optimal scales is identified based on the 

energy-entropy ratio of CWCs pertaining to the healthy pinion 

angular domain averaged signal. 

Once the angular domain signals generated from the IAR 

technique are decomposed using CWT, statistical parameters (SPs) 

representing each gear health condition can be computed from the 

CWCs at the various scales of the WAMs. In order to reduce the 

computational burden associated with extraction and selection of 

SPs, and inspired by recent research efforts in GFD, CWCs are 

employed directly as inputs to the BPNN in Chapters 2 and 3. In 

Chapter 4 and 5, CWCs from the optimal scales of the segmented 

WAMs are employed as inputs to train and test an ANFIS 

classifier. In Chapter 2, the classification accuracy of a BPNN is 

compared when CWCs from all scales and when CWCs from only 

the optimal scales are fed to the ANN. Superior gear fault 

diagnostic accuracy is attained when CWCs from only the optimal 



 
 

scales are employed as inputs to the ANN. In Chapter 3, CWCs 

derived from the vibration and sound emission signatures are fed 

directly to the ANN. The available data set is divided into two 

parts, 50% of which is used to train the neural network while the 

remaining 50% is utilized to test its classification accuracy. The 

number of neurons in the hidden layer of the ANN is determined 

by trial and error and the sigmoidal transfer function is employed 

as the activation function for the hidden and output neurons. 

Chapter 2 deals with a three class gear fault identification problem 

and hence the ANN has only three output neurons. In Chapter 3, on 

the other hand, there are four output neurons as the problem is a 

four class gear fault identification problem. 

To the best of the author’s knowledge, ANFIS has not yet 

been employed to diagnose gearbox faults taking into account the 

non-stationary conditions associated with gearbox operation. 

Chapters 4 and 5 of the present study are, therefore, based on the 

application of ANFIS in diagnosing gearbox faults under non-

stationary conditions arising from uncertainties associated with the 

drive and load mechanisms. The IAR technique is combined with 

PCHI to generate angular domain averaged (ADA) signals 

representing each gear health condition. CWCs at the optimal 

scales of the segmented WAMs and employed as inputs to train 

and test an ANFIS. Approximately 50% of the data samples are 

randomly selected to train the ANFIS while the remaining data 

samples are reserved for testing.  There is a choice of membership 

functions that can be adopted for the inputs and output to the 

ANFIS classifier. The Gaussian membership function is chosen for 

the inputs and the linear membership function for the output. The 

membership functions of each input are divided into three regions: 

small, medium and large. Reasonably good test accuracy is 



 
 

obtained when the selected parameters are utilized to diagnose the 

condition of the gearbox. 

To summarize, the IAR technique is a simple yet powerful 

method of converting non-stationary signals in the time domain 

into quasi-stationary signals in the angular domain. 

Implementation of the technique demands only minor changes in 

hardware such as the introduction of an additional tachometer 

reflective strip. The angular domain signals resulting from the IAR 

technique can be averaged in order to improve the signal to noise 

ratio. The ADA signals can be decomposed using CWT and CWCs 

employed directly as inputs to the ANN resulting in superior gear 

fault diagnostic results. CWCs at the optimal scales of the 

segmented WAMs can also be employed as inputs to an ANFIS 

classifier resulting in reasonably good gear fault classification 

accuracy. The results demonstrate that the methods proposed in 

this study can be applied successfully to ascertain the condition of 

a gearbox under non-stationary conditions. 
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Chapter 1  

Review of Past Work and Problem Formulation 

1.1. Background and Motivation 

Gearboxes are employed in a wide range of applications to transmit power 

from one shaft to another and/ or to change the direction of motion. 

Breakdown of the gear train can not only result in shutdown of the 

machinery causing significant financial losses but may also prove to be 

fatal [1]. Gearbox failure in certain critical applications such as single 

engine aircraft and propulsion systems of warships is totally unacceptable. 

It is, therefore, necessary to identify a fault in a gearbox before 

catastrophic failure occurs. 

An automated method of GFD is desirable wherein the condition 

of the gearbox can be ascertained automatically with minimal intervention 

of the operator. AI, in the form of ANNs, fuzzy inference systems and 

hybrid systems such as ANFIS, paves the path towards automated 

methods of GFD. This thesis, therefore, is based on the application of AI, 

in particular ANNs, in diagnosing gearbox faults. 

A gearbox operates under fluctuating load-speed conditions for 

most of its useful life, sometimes at the demand of the operator. Where a 

gearbox has been designed to run at a rated constant speed of operation, it 

can be shown that there are still fluctuations in the speed of the gearbox 

drive shaft. This may be attributed to uncertainties associated with the 

drive and load mechanisms. Considering the widespread application of 

gearboxes and their significance in power transmission, considerable 

amount of research efforts have been devoted in the last two decades to 

devise new and effective methods of GFD. Even though gearbox signals 

are mostly non-stationary, research efforts directed towards GFD under 

non-stationary conditions at present are limited. This thesis, therefore, 
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focuses on diagnosing faults in a single stage spur and in a bevel gearbox 

under non-stationary conditions. 

1.2. Gearbox fault detection techniques 

Condition monitoring and fault diagnosis of gearboxes has been attracting 

considerably increasing attention [2-4]. The characteristic frequencies, 

including the gear rotating frequency, the meshing frequency, etc., are 

critical to fault detection of gears. The identification of faults is related to 

the occurrence of the characteristic frequencies which is linked to the 

given fault [5]. Fig. 1.1 shows the transmission diagram of a fixed axis 

gearbox containing two meshing pairs. 

 

Fig. 1.1. Transmission diagram of a fixed-axis gear system having two 

meshing pairs [5] 

Let us define the following notation: 

jN is the number of teeth of gear j , (1,2,3,4)j = . 

jf  is the rotating frequency of gear j , (1,2,3,4)j = . The rotating 

frequency of gear 1 1f is the input frequency of the whole gear 

transmission and is generally known beforehand. 

ki is the transmission ratio of meshing pair k ( 1,2)k = and is defined as the 

ratio between the rotating frequency of the driving gear and that of the 
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driven gear in a meshing pair. It also equals the ratio between the number 

of teeth of the driven gear and that of the driving gear, for example, 

2
1

1

N
i

N
= and 4

2

3

N
i

N
= in Fig. 1.1. 

kmf is the meshing frequency of meshing pair k ( 1,2)k = . 

Then the characteristic frequencies, i.e. the rotating frequencies of each 

gear and the meshing frequencies of each meshing pair, can be expressed 

as a function of the input frequency 1f and the number of teeth of gears as 

follows: 
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The equations of the characteristic frequencies are also summarized in 

Table 1. 

Table 1.1 

Characteristic frequencies of fixed axis gearbox. 
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There are mainly two types of approaches to gear fault diagnostics: 

data-driven based methods and physical model-based methods. Data-

driven based methods rely on the analysis of historical data collected from 



4 
 

gearboxes to diagnose and/or predict their health conditions. The 

measured data could be vibration signals, motor voltage and current 

signals, torque load signals, acoustic signals, metal scan data, gear weight 

loss data, gearbox strain signals, gear damage images and so on [6-16].The 

physical models of gearboxes can be divided into two subsets: modulation 

based models and dynamics based models. Modulation based models are 

developed via the understanding of amplitude modulation, frequency 

modulation and phase modulation characteristics of vibration signals. The 

studies on the development of modulation based models are available in 

Refs. [17-22]. Dynamics based models are developed based on a 

fundamental analysis of gear mesh mechanism and dynamics. Then, 

dynamic characteristics in various health conditions can be simulated and 

fault symptoms revealed. 

1.3. Dynamic modeling of gearbox faults 

Dynamic modeling can help understand gearbox dynamics, fault 

symptoms and fault generation mechanisms. In addition, the cost involved 

in dynamic simulation is negligible compared with that for conducting 

experiments. However, gearbox transmissions are very complicated and it 

is hard to model all details of a transmission. Researchers generally 

simplify a real system into a simplified discrete model while retaining all 

of the important and relevant features [23]. Lumped parameter modeling 

(LPM) and finite element modeling (FEM) are two commonly used 

techniques to model gear trains. A lumped parameter model is one in 

which the components are considered to be solid with the masses 

concentrated at a set of points [24]. A finite element model discretizes a 

physical model into disjoint components of simple geometry called finite 

elements and its system response is obtained by connecting or assembling 

the collection of all elements [24]. It is hard to simply tell which method is 

better. As stated in Ref. [25]: ‘‘Both methods are equally accurate if 

proper attention is paid to defining the boundary conditions and the degree 
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of discretization, which may be different for the two methods. Solution 

costs will differ depending on the discretization characteristics of the LPM 

and various FEM derivations and, of course, on the efficiency of the 

programmer.” 

Gear mesh stiffness is one of the main internal excitations of gear 

dynamics [26]. It is time varying caused by the change of tooth contact 

number and contact position [27].  Four methods are commonly applied to 

evaluate time-varying gear mesh stiffness for gear fault diagnosis: square 

waveform method, potential energy method, finite element method, and 

experimental method [28]. 

Dynamics-based fault diagnosis techniques on various types of 

gear faults such as gear tooth cracking, tooth pitting/ spalling, wear, tooth 

tip chipping, manufacturing errors, misalignment, eccentricity etc. have 

been reviewed in [28]. Some of the commonly occurring faults in 

gearboxes have been described in the succeeding paragraphs. 

1.3.1. Gear tooth cracking 

The crack effect can be simulated using the lumped parameter modeling or 

the finite element modeling [29]. In the lumped parameter modeling, gear 

crack fault is mostly reflected in the time-varying mesh stiffness. Tooth 

crack causes gear mesh stiffness reduction leading to abnormal vibration 

of gears. Gear mesh stiffness can be evaluated using the square waveform 

method, the potential energy method, the finite element method or the 

experimental method. Ma et al. [29] did a literature review on gear tooth 

crack modeling.  

1.3.2. Gear tooth pitting/ spalling 

Tooth pitting is a common failure mode of gears. When several pits join, a 

larger pit (or spall) is formed. According to American Society for Metals 

(ASM) handbook [30], the main causes of tooth pitting/ spalling are 

summarized as follows: 
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(a) Subsurface cracks caused by figure or inclusions in gear materials 

(b) Metal-to-metal contact of asperities or defects due to low lubricant 

film thickness 

(c) Foreign particle contamination of lubricant 

1.3.3. Tooth wear 

According to ASM handbook [30], ‘‘Gearsets are susceptible to wear 

caused by adhesion, abrasion, and polishing. Adhesive wear is classified 

as ‘‘mild” if it is confined to the oxide layers of the gear tooth surfaces. If, 

however, the oxide layers are disrupted and bare metal is exposed, the 

transition to severe adhesive wear usually occurs. Scuffing is defined as 

localized damage caused by solid-phase welding between sliding surfaces. 

Abrasive wear on gear teeth is usually caused by contamination of the 

lubricant by hard, sharp-edged particles. If the extreme-pressure anti-scuff 

additives in the lubricant are too chemically reactive, they may cause 

polishing of the gear tooth surfaces until they attain a bright mirror finish. 

Although the polished gear teeth may look good, polishing wear is 

undesirable because it generally reduces gear accuracy by wearing 

the tooth profiles away from their ideal form.” 

1.3.4. Tooth tip chipping 

Gear tooth tip chipping refers to a small piece of material breaking away 

from the tip of a tooth. According to [31], ‘‘Failures of this kind may be 

caused by deficiencies in the gear tooth, which results in a high stress 

concentration at a particular area. Sometimes flaws or minute grinding 

cracks will propagate under repeated stress cycling and a fracture will 

eventually develop. Foreign material passing through the gear mesh will 

also produce short-cycle failure of a small portion of a tooth. High residual 

stresses due to improper heat treatment can cause local fractures that do 

not originate in the tooth root section.” 
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1.3.5. Manufacturing errors 

Gear manufacturing errors are generated in the production process of each 

individual gear, such as profile errors and tooth spacing errors [32]. 

Cooley and Parker [32] reviewed the investigations on manufacturing 

errors for planetary gears. Investigations on manufacturing errors for 

fixed-axis gears and some papers not covered in Ref. [32] for planetary 

gears have been reviewed in [28]. 

1.3.6. Research prospects 

(a) It is common for gearboxes to work under varying operation condition. 

Some studies [33-42] have modeled gearbox transmission systems under 

varying operation condition but the systems do not have damages 

involved. Very limited work has been accomplished on gearbox damage 

dynamic modeling under varying operation condition. Only four papers 

[43-46] have modeled gearbox damage under varying operation condition. 

More studies are required to model gear faults under varying operation 

condition. 

(b) Simulated vibration signals do not have noise interference. The noise 

could be from the environment or from some other components in a gear 

transmission system. The noise effect should be modeled and investigated 

in developing fault diagnosis techniques. 

(c) Some dynamics based fault diagnosis techniques are tested to be 

effective on one set of data or one experimental test rig. Repeatability tests 

and tests on multiple machines are required for these techniques to be used 

in real applications. 

1.4. Gearbox fault diagnosis under non-stationary conditions 

A gearbox is likely to transit through a run-up or run-down period during 

start-up and shut-down of the machinery. Therefore, most of the research 
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works on GFD under non-stationary conditions have involved an analysis 

of gearbox vibration signals under either the run-up or run-down condition 

of the drive mechanism. In such works, it has been assumed that the 

velocity of the gearbox drive shaft increases or decreases linearly from 

one speed to another and hence the angular acceleration remains constant 

over the considered rotational period. Li et al. [47] employed the angular 

domain averaging technique for diagnosing gear crack faults during the 

run-up of gear drive and converted non-stationary signals in the time 

domain into quasi-stationary signals in the angular domain. Meltzer and 

Ivanov [48, 49] proposed the time-frequency and the time-quefrency 

methods to recognize faults in a planetary gearbox during the start-up and 

run-down processes. Li et al. [50] combined computed order tracking, 

cepstrum analysis and radial basis function neural network for gear fault 

detection during the speed-up process. Bafroui and Ohadi [51] converted 

the non-stationary vibration signals collected under the speed-up process 

of a gear drive into quasi-stationary signals in the angular domain. 

 In practical applications, a gearbox is likely to be subjected to variable 

loads and speeds resulting in fluctuating speed conditions. Research 

efforts in diagnosing gearbox faults under fluctuating speed conditions, 

however, are limited. Jafarizadeh et al. [52] proposed a new noise 

cancelling technique based on time averaging method for asynchronous 

input and then implemented the complex Morlet wavelet for feature 

extraction and diagnosis of different kinds of local gear damages. Ahamed 

et al. [53] devised the multiple pulse independently re-sampled time 

synchronous averaging (MIR-TSA) technique to diagnose the crack 

propagation levels in the pinion tooth of a single stage spur gearbox under 

fluctuating speed conditions. Sharma and Parey [54] proposed the 

modified time synchronous averaging (MTSA) technique to improve the 

signal to noise ratio and compared various condition indicators to diagnose 

gearbox health conditions such as no crack, initial crack and advanced 

crack under fluctuating speed conditions. 
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1.4.1. Research prospects 

   Limited work in GFD has been accomplished under non-stationary 

conditions even though a gearbox mostly operates under such conditions. 

Even when the gearbox has been designed to operate at a constant rated 

speed of rotation, it can be shown that there are still fluctuations in the 

speed of the gears owing to uncertainties associated with the drive and 

load mechanisms. Considering this natural propensity of gearbox 

operation to be non-stationary, more attention is required to be paid to 

GFD under non-stationary conditions.  

1.5. Features used for gearbox fault detection 

The time-domain signal acquired from a gearbox usually changes when 

damage occurs in a gear. Both its amplitude and distribution may be 

different from those of the time-domain signal of a normal gear. To know 

the fault appearing phenomenon, condition indictors (CIs) are applied, i.e., 

statistical measurement of the vibration signal energy is conducted. 

Sharma and Parey [55] reviewed the various CIs for gearbox fault 

diagnosis. Some of the commonly employed CIs are listed below: 

(a) Mean value: the average of the signal. 

(b) Range: difference between peak to peak or maximum and minimum 

value of a signal.  

(c) Root mean square (RMS): 

It reflects the vibration amplitude and energy of a signal in the time 

domain. The RMS is defined as the square root of the average of the sum 

of squares of the signal samples and is given by [56]: 

2

1

1
[ ( ) ]

n

i

i

RMS x
n =

= 
           (1.6) 
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where ( 1,..., )ix i n= is i th sampling point of the signal x  and n is the 

number of points in the signal. 

(d) Standard deviation (STD): 

It measures the amount of variation from the mean value and can be 

expressed as:

 

2

1

1
( )

1

n

i

i

STD x x
n =

= −
−


           (1.7) 

where ( 1,..., )ix i n= is i th sampling point of the signal x ; n is the number 

of points in the signal, and x is the average of the signal. 

(e) Kurtosis ( KR ): 

It is the fourth order normalized moment of a given signal x and provides 

a measure of the peakedness of the signal, i.e. the number of peaks present 

in the signal. It is given by [56]: 
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
            (1.8) 

(f) Crest factor (CF): 

It is defined as the ratio of maximum positive peak value of the signal x  

to RMS  [56] and is given by:

 

2

1

max

1
( )

i

n

i

i

x
CF

x
n =

=


            (1.9)

 

It is devised to boost the presence of small number of high-amplitude 

peaks, such as those caused by some types of local tooth damage. 

 

 

(g) Shape factor (SF): 
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It is used to represent the time series distribution of the signal in the time 

domain and is given by [57]: 

2

1

1

1
( )

1

n

i

i

n

i

i

x
n

SF

x
n

=

=

=




         (1.10) 

Additional time domain features, which were specifically developed for 

gear damage detection and reported in several NASA technical reports, 

[58, 59] but seldom cited in the published literature [60], include FM0, 

FM4, NA4, NB4, Energy ratio (ER) and energy operator (EOP). The 

application results to helicopter gearbox systems reported in the NASA 

reports suggest that these features display different degrees of 

effectiveness in detecting gear damage. These features are defined as 

follows [58-61]: 

(h) Zero Order Figure of Merit (FM0): 

It was developed by Stewart in 1977 as a robust indicator of major faults 

in a gear mesh. Considerable changes in the meshing pattern were found 

out by comparing the maximum peak-to-peak amplitude of the signal to 

the sum of the amplitudes of the mesh frequencies and their harmonics. 

FM0 is given by: 

0

0 x

H

h

h

PP
FM

P
=

=


          (1.11) 

where xPP is the maximum peak-to-peak value of signal x , hP is the 

amplitude of the h th harmonic of the meshing frequency, and H is the 

total number of harmonics considered. 

  The shaft frequencies and their harmonics, the meshing 

frequencies and their harmonics, and all first-order sidebands are defined 

to be the regular meshing components. By removing the regular meshing 

components from signal x , the so called difference signal is generated. 
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(i) Fourth Order Figure of Merit (FM4):  

It is designed to complement FM0 by detecting damage isolated to only a 

limited number of teeth and is supposed to work well for detection of 

initial faults. 
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where id is the i th measurement of the difference signal of the signal x

and d is the average of the difference signal. FM4 is actually the kurtosis 

of the difference signal. 

(j) NA4: 

It was drawn in 1993 by Zakrajsek, Townsend and Decker as a general 

fault indicator which reacts to damage and continuing growth of the fault 

as well [62]. Initially, the residual signal r  is constructed. The residual 

signal is generated by removing the regular meshing elements which 

include the shaft frequencies and their harmonics, and the meshing 

frequencies and their harmonics. NA4 is given by: 
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       (1.13)

 

where ir  is the i th measurement of the residual signal of time record ix

and r is the average of  ir , 
jkr  is the k th measurement in the j th time 

record residual signal 
jr , jr  is the average of 

jr , and N is the number of 

time records in a run ensemble. The complete data series collected is 

called a run ensemble. It is further divided into N time records each 

including n data points. NA4 is created to overcome the shortcoming of 

FM4 that becomes less sensitive to the progression of fault in both number 
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and severity. For this reason, it is supposed to be able to not only detect 

the onset of fault, as FM4 does, but also continue to react to the damage as 

it spreads and increases in magnitude. 

(k) NB4: 

It was developed in 1994 by Zakrajsek, Handschuh and Decker [63] to 

indicate localized gear tooth fault. Similar to NA4, NB4 also uses the 

quasi-normalized kurtosis. However, alternative to difference signal, NB4 

employs the envelope of the signal bandpass filtered about the mesh 

frequency. NB4 is given by: 
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where ( )s t  is the envelope expressed by ( ) ( ) { [ ( )]}s t b t i H b t= + , ( )b t is 

the signal bandpass filtered about the meshing frequency, [ ( )]H b t  is the 

Hilbert transform of ( )b t , 
jks is the k th measurement in the j th time 

record envelope 
js ; 

js  is the average of 
js , and N is the number of time 

records in a run ensemble. The theory behind NB4 is that the damage on 

gear teeth will cause transient load fluctuation that is different from that 

caused by normal teeth, and that this can be seen in the envelope of the 

signal. 

(l) Energy ratio (ER): 

ER is defined as the ratio of the root mean squares between the difference 

signal and the signal containing only regular meshing components. ER is 

given by: 
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where id is the i th measurement of the difference signal, and '

id is the i th 

measurement of the regular meshing components, which include the shaft 

frequencies and their harmonics, the meshing frequencies and their 

harmonics, and all first-order sidebands. ER  is designed to increase in the 

presence of heavy uniform wear. 

(m) Energy operator (EOP): 

An impulse in time averaged vibration signal initiated by damaged gear 

tooth is supported by the energy operator, thus allowing the impulse to be 

more easily detected [64].

 
4

1

2 2

1

( )

( ( ) )

n

i

i
n

i

i

n re re

EOP

re re

=

=

−

=

−




        (1.16) 

where ire  equals 2

1 1i i ix x x− +− and is the i th measurement of the resulting 

signal re , and re is the average of the resulting signal. EOP is developed 

by first calculating the value 2

1 1i i ix x x− +−  for every point ( 1,2,..., )ix i n= of 

the signal. The energy operator is then computed by taking the kurtosis of 

the resulting signal. 

(n) M6A: 

 It was proposed by Martin in 1989 as a surface damage indicator for 

machinery components [59]. The fundamental idea is the same as that of 

FM4, only the moment is normalized by the cube of the variance. It is 

expected that M6A will be more sensitive to peaks in the difference signal 

because of using the sixth moment. M6A is given by:
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(o) M8A: 
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It was developed for being more sensitive than M6A to peaks in the 

difference signal [59]. It applies the eighth moment normalized by the 

variance to the fourth power and is given by:
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(p) Sideband level factor (SLF): 

The sideband level factor [65] is defined as the ratio of sum of the first 

order sideband about the fundamental gear mesh frequency to the standard 

deviation of the time signal average. 
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         (1.19)

 

Where, si is the amplitude of the i th sideband around the fundamental 

gear meshing frequency, stds  is the standard deviation of the time signal 

average. For a gearbox in healthy condition, this factor is near zero. 

(q) Sideband index ( SI ): 

The sideband index [66] is defined as the mean amplitude of the sidebands 

of the fundamental gear mesh frequency and is given by: 

max
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SI s
k =

= 
         (1.20) 

where k is the number of sidebands and 
maxi

s is the i th maximum linear 

amplitude of the sideband. It is a way to measure sidebands in the 

spectrum for pinion quality for commissioning of gears. 

(r) Impulse indicator (II): 
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(s) Clearance factor (CF): 
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(t) Mean frequency ( MF ): 

It is a frequency domain parameter, extracted from the frequency spectrum 

of the gear vibration signal [67]. 
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         (1.23) 

where kX is the k th measurement of the frequency spectrum of signal x

and K  is the total number of spectrum lines. MF indicates the vibration 

energy in the frequency domain. 

(u) Frequency center (FC) [67]: 
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where kf is the frequency value of the k th spectrum line and kX is the k th 

measurement of the frequency spectrum. 

(v) Root mean square frequency ( RMSF ) [67]: 
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FC and RMSF show the position changes of the main frequencies.

 (w) Standard deviation frequency (STDF) [67]:
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STDF describes the convergence degree of the spectrum power. 

 

(x) Shannon entropy: 

It is a statistical indicator used in the time-frequency domain analysis to 

describe the distribution of energy of wavelet coefficients of the gear 

vibration signal. The uncertainty of signal wavelet coefficients is 

measured by Shannon entropy [52] which is defined by: 

1

log
J

e j j

j

H p p
=

= −
         (1.27)

 

where /j jp E E= is the percentage of energy of the j th frequency band 

signal of WPT, where 
1

J

j

j

E E
=

= . 

(y) Delta RMS: 

 This parameter is the difference between two consecutive RMS values 

[68]. This parameter focuses on the pattern of vibration and is sensitive to 

vibration signal changes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1.2 

Condition monitoring indicators of time domain and respective fault [55]. 

Condition 

indicator 
Fault 

RMS, Delta RMS General fault progression 
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Kurtosis Breakage, wear 

Crest factor Impulsive vibration due to tooth breakage 

Energy ratio Heavy wear (more than one tooth on the gear) 

Energy operator Scuffing, severe pitting 

FM0, FM4 Wear/ scuffing/ pitting and tooth bending due to 

root crack 

NA4 Progressive damage (localized to distributed 

transformation) 

SLF Misalignment 

SI Pinion quality indicator 

M6A, M8A Surface damage indicators 

NB4 Localized fault 

 

1.5.1. Research prospects 

(a) Many of the established CIs for gearbox fault diagnosis were devised 

for stationary speed operations. However, for variations in speeds and 

loads, there may be a change in the performance of a CI, which needs to 

be taken into account. 

(b) Most of the researchers have treated the elements of a gearbox such as 

bearings, gears and shafts separately. It must be borne in mind that a 

gearbox is a combination of gears, shafts, bearings and case; hence the 

whole combination from gears to shafts and shafts to bearings will tend to 

degrade. Condition indicators that can predict the degradation of the 

gearbox as a whole entity need to be devised.  

(c) Many researchers have illustrated the usefulness of their techniques 

utilizing their own typical readings for machinery such as helicopters and 

rolling mills. There is no certainty whether the proposed CIs will still 

work well for other equipment. Thus, there is a need to perform more 
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investigations with different and mixed fault modes and severities to test 

the efficacy of the diagnosis indicators. 

(d) In certain cases, statistical parameters derived from raw vibration 

signals may not be efficient in diagnosing the condition of the gearbox. 

Moreover, parameters found to yield satisfactory results for a particular 

application may not be suitable for another application. Superior gear fault 

diagnostic results have been reported with wavelet coefficients being 

employed directly as inputs to an intelligent classifier [131]. The process 

of feeding wavelet coefficients directly to an intelligent classifier also 

eliminates the need to identify statistical parameters with superior gear 

fault discrimination capability, thereby saving on computational burden. 

1.6. Application of AI to gearbox fault diagnosis 

 An automated method of GFD is desirable such that the condition 

of the gearbox can be ascertained with minimal intervention of the 

operator. Before an intelligent classifier such as an ANN can be employed 

for diagnosing the condition of the gearbox, meaningful parameters 

representing the gearbox health condition need to be extracted from the 

gearbox signatures. This feature extraction step usually involves the 

application of signal processing techniques. This section describes the 

application of AI in GFD based on the intelligent classifier employed for 

fault diagnosis. A separate section on signal processing techniques for 

GFD has been excluded to avoid duplicity. 

 

1.6.1. Back propagation neural network (BPNN) 

Various methods of GFD involving BPNNs have been proposed. Rafiee et 

al. [69] employed a two-layer BPNN to diagnose faults in a 4-speed 

motorcycle gearbox. The raw vibration signals acquired from the gearbox 

(motor-driven at a constant rotational speed) under 4 different gear health 
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conditions (normal gear, slightly worn tooth, medium worn tooth and 

broken tooth) were synchronized using PCHI. The synchronized vibration 

signals were then decomposed with WPT and the standard deviation 

values of wavelet packet coefficients at each of the resulting frequency 

sub-bands utilized as input vectors to the ANN as shown in Fig. 1.2.  

 

Fig. 1.2. A two layer MLP neural network for diagnosing gear and 

bearing faults in a gearbox [69] 

  Saravanan and Ramachandran [70] proposed a BPNN for fault 

diagnosis of a bevel gearbox under various loading and lubrication 

conditions, utilizing as input feature vectors, the statistical features derived 

from discrete wavelet transform (DWT) coefficients and identified for 

their high classification potential using the ID3 decision tree algorithm. 

Paya et al. [71] applied wavelet transforms to pre-process the vibration 

signals acquired from a five-speed vehicle gearbox using the ten most 

dominant features of the faulty signals as input features to a BPNN 

consisting of 6 output nodes, each node corresponding to a particular gear-

bearing condition. Sanz et al. [72] used statistical parameters, sensitive to 

torsional stiffness decrease and derived from DWT coefficients, as input 

features to a BPNN to quantify gear damage, considering the mesh 

stiffness reduction associated with local failures. Bafroui and Ohadi [51] 

employed a BPNN to diagnose tooth chip and wear in a helical gear pinion 

during the run-up of a gearbox from idle speed to a steady speed of 2100 
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rpm. The time domain vibration signals collected under four different 

pinion health conditions were re-sampled to obtain angular domain signals 

which were then decomposed into wavelet coefficients using CWT 

employing the Morlet as the mother wavelet. Statistical parameters 

derived from wavelet coefficients at each scale were used to train and test 

the neural network.  Superior gear fault classification efficiency was 

achieved when a reduction in feature set was accomplished by identifying 

the optimal scales based on energy-Shannon’s entropy ratio criterion and 

when the energy and entropy of the optimal scales were utilized as 

additional inputs to the neural network. Fig. 1.3 [51] shows the energy-

Shannon’s entropy ratio for 64 continuous wavelet scales in case of the 

healthy gear. Scales between 17 and 40 were selected as optimal 

considering their higher energy-Shannon’s entropy ratio compared to the 

other scales.  

 

Fig. 1.3 Distribution of energy to Shannon entropy ratio versus scale level 

of continuous wavelet transform for healthy gear [51] 

 

Wu and Fang [73] proposed a fault diagnosis system for a mechanical 

reducer gear-set using Wigner-Ville distribution for feature extraction and 

compared the fault recognition capability of the general regression neural 

network and the conventional BPNN. Tang et al. [74] compared the 
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Levenberg-Marquardt neural network with the conventional BPNN and 

found the former to have reduced training epochs and superior gear fault 

diagnostic accuracy. Yang et al. [75] adopted wavelet denoising for the 

vibration signals acquired from a wind turbine gearbox, using a classical 

BPNN to identify four typical gearbox faults. Sanchez et al. [76] devised a 

gearbox failure classifier based on a BPNN to identify four different 

failure conditions viz., gear tooth breakage, gear misalignment, pinion 

with face wear and pinion pitting, under different load and speed 

conditions, using time and frequency domain statistical parameters as 

input to the neural network. Xiang et al. [77] adopted the wavelet BPNN 

utilizing the energy of each sub-band, obtained from wavelet analysis of 

the vibration signal, as the input feature vector to a BPNN with the 

objective of identifying different gear conditions such as normal, wear and 

broken tooth. Shang et al. [78] proposed an improved genetic search 

strategy to select fault features so as to reduce the dimension of feature 

vector set obtained from order spectrum analysis of vibratory signal. The 

selected feature vector sets were input into the BPNN for fault 

identification and classification of a newly assembled automobile 

transmission.  

1.6.2. Radial basis function (RBF) neural network 

Another form of ANN that has been successfully employed for diagnosing 

faults in gearboxes is the RBF neural network. The construction of an 

RBF network, in its most basic form, involves three layers with entirely 

different roles. The input layer is made up of source nodes (sensory units) 

that connect the network to its environment. The second layer, the only 

hidden layer in the network, applies a non-linear transformation from the 

input space to the hidden space. According to Cover [79], a complex 

pattern-classification problem cast in a high-dimensional space 

nonlinearly is more likely to be linearly separable than in a low-

dimensional space. Thus, in most applications the hidden space is of high 
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dimensionality. The output layer is linear, supplying the response of the 

network to the activation pattern (signal) applied to the input layer. 

  Wuxing et al. [80] employed an RBF neural network for fault 

diagnosis of a helical gear train using third order cumulants of the 

temporal vibration signals as the input feature vectors. Li et al. [81] 

applied order cepstrum to the vibration signals acquired under speed-up 

condition of a gearbox to diagnose normal, wear and crack fault conditions 

as outputs of an RBF network. In [82], bi-spectrum analysis was applied to 

the vibration signals of a marine gearbox to extract feature vectors which 

were classified using BPNN and RBF network. Li et al. [50] combined 

computed order tracking, cepstrum analysis and RBF neural network for 

gear fault detection during the speed-up process. 

1.6.3. Self organizing maps (SOM) 

Several researchers have utilized SOM neural networks to diagnose faults 

in gear systems. The SOM has the desirable property of topology 

preservation.  In a topology-preserving mapping, nearby input patterns 

should activate nearby output units on the map. The basic network 

architecture of Kohonen’s [83] SOM consists of a two dimensional array 

of units, each connected to all 𝑛 input nodes. Each neuron computes the 

Euclidean distance between the input vector and the stored weight vector. 

The SOM is a special type of competitive learning network that defines a 

spatial neighborhood for each output unit. Initial neighborhood size is 

often set to one half to two thirds of the network size and shrinks over 

time according to a schedule (for example, an exponentially decreasing 

function). During competitive learning, all the weight vectors associated 

with the winner and its neighboring units are updated. The design 

parameters include the dimensionality of the neuron array, the number of 

neurons in each dimension, the shape of the neighborhood, the shrinking 

schedule of the neighborhood, and the learning rate. 
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  Cheng et al. [84] employed an SOM neural network for GFD using 

features extracted from Hilbert transform of the IMFs. Yu et al. [85] 

presented a method of gear multi-fault diagnosis based on autoregressive 

model and SOM neural networks for diagnosing nine different gear 

working conditions such as normal, single crack, single wear, compound 

fault of wear, spalling etc. and found the proposed method to be feasible 

for early and combined gear faults classification. Yu et al. [86] adopted an 

SOM-BP composite neural network with the preliminary pattern 

recognition classification for training samples achieved by the SOM 

network and details of fault classification accomplished by the BP 

network. 

1.6.4. Support vector machines (SVMs) 

Support vector machines (SVMs) have recently been successfully 

employed for GFD and superior results than ANNs have been reported by 

several researchers. SVMs have their foundation in the statistical learning 

theory [87].  The basic SVM deals with the two-class problem where the 

data are separated by a hyperplane defined by a number of support 

vectors. The SVM can be considered to create a line or hyperplane 

between two sets of data for classification. In case of two-dimensional 

situation, the action of the SVM can be explained easily without any loss 

of generality. The SVM attempts to place a linear boundary between the 

two different classes and orient it in such a way that the margin is 

maximized. The SVM tries to orient the boundary such that the distance 

between the boundary and the nearest data point in each class is maximal. 

The boundary is then placed in the middle of this margin between the two 

points. The nearest data points are used to define the margins and are 

known as support vectors (SVs). Once the SVs are selected, the rest of the 

feature set can be discarded since the SVs contain all the necessary 

information for the classifier. 
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  Bansal et al. [88] applied SVM to multiclass GFD using the gear 

vibration signals and based on frequency domain data. Bordoloi and 

Tiwari [89] applied SVM to multi-fault classification of gears with 

statistical features extracted from wavelet transforms and SVM parameters 

optimized by the grid-search method, GA and artificial bee colony 

algorithm. SVM was employed by Bordoloi and Tiwari [90] for multi-

fault classification of gears using frequency domain data of the vibration 

signals, the SVM parameters being optimized using the same evolutionary 

algorithms. Wu et al. [91] employed the SVM to classify the vibration 

patterns of a gear transmission system, using as the input features, the 

energy distribution at the normalized dimensionless frequencies calculated 

based on the rotational speed of shaft and the instantaneous frequencies of 

IMFs decomposed by the EMD process. Shen et al. [92] proposed a fault 

diagnosis model based on EMD and multi-class transductive SVM to 

diagnose faults in a gear reducer with insufficient number of labeled 

samples. Zamanian and Ohadi [93] applied linear SVM to GFD using a 

method of feature extraction based on maximization of local Gaussian 

correlation function of wavelet coefficients and the signal. Saravanan et al. 

[94] compared the ANN and proximal SVM in fault classification of a 

bevel gear box using the J48 algorithm to select predominant statistical 

features derived from Morlet wavelet coefficients. Implementing a similar 

method for feature extraction and selection, Saravanan et al. [95] 

compared the relative efficiency of SVM and proximal SVM in gear fault 

classification while Saravanan & Ramachandran [96] considered a fast 

single-shot multiclass proximal SVM for fault diagnosis of a gear box 

consisting of twenty four classes. Tang et al. [97] employed Shannon 

wavelet SVM for fault identification of a wind turbine gearbox using a  

manifold learning algorithm called orthogonal neighborhood preserving 

embedding (ONPE) to compress the high-dimensional feature set into 

low-dimensional eigenvectors which were input to the SVM. Wenyi et al. 

[98] proposed a wind turbine gearbox fault diagnosis method based on 
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diagonal spectrum and clustering binary tree SVM. Jiang et al. [99] 

constructed a multi-fault SVM classifier based on binary classifiers for 

GFD and found the classifier to have good classification ability and high 

efficiency, suitable for online diagnosis of mechanical systems. Yang et al. 

[100] compared the efficiencies of ANN and SVM in diagnosing faults in 

a power generation industry gearbox using time domain statistical 

parameters extracted from WPT of the acquired vibration signal, 

implementing the compensation distance evaluation technique to select 

optimal features via sensitivities ranking. Gao et al. [101] decomposed the 

fault signals with WPT and implemented SVM for gear pitting 

identification using changes in the energy percentage of the frequency 

bands as the fault index. Ma et al. [102] applied SVM to identify three 

individual fault modes, viz., no fault gear mode, crack of dedendum mode 

and tooth surface abrasion mode in a gear system at two different 

rotational speeds. Li et al. [103] developed a complete system including 

signal processing, feature extraction, feature selection and gear fault 

classification using the wavelet transform, the entropy, the mutual 

information and the least-square SVM. Zhang et al. [104] implemented a 

GFD scheme based on EMD of the acceleration vibration signals using the 

entropy of singular values as the fault characteristic input vectors to an 

SVM. Kang et al. [105] presented an intelligent method for GFD utilizing 

the standard deviations of wavelet packet coefficients of the vibration 

signals, normalized and dimension-deducted using principal component 

analysis, as the feature vector for training the SVM with the parameters of 

SVM optimized using particle swarm optimization (PSO). Samanta [106] 

compared the performance of ANNs and SVMs in GFD without and with 

GA-based selection of features and classifier parameters. The number of 

nodes in the hidden layer, in case of ANNs, and the RBF kernel parameter, 

in case of SVMs, along with the selection of input features were optimized 

using GAs. Chen et al. [107] developed immune GA to determine the 
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optimal parameters for a wavelet SVM with feature vectors for fault 

diagnosis obtained from vibration signal preprocessed by EMD. 

1.6.5. Fuzzy inference system (FIS) 

A fuzzy inference system uses fuzzy set theory to map inputs (features in 

case of fuzzy classification) to outputs (classes in the case of fuzzy 

classification). An FIS employing fuzzy if-then rules can model the 

qualitative aspects of human knowledge and reasoning processes without 

employing precise quantitative analysis. An FIS consists of five functional 

blocks: a rule base containing a number of fuzzy if-then rules, a database 

which defines the membership functions of the fuzzy sets used in the 

fuzzy rules, a decision-making unit which performs the inference 

operations on the rules, a fuzzification interface which transforms the crisp 

inputs into degrees of match with linguistic values and a defuzzification 

interface which transforms the fuzzy results of the inference into a crisp 

output. Usually, the rule base and the database are jointly referred to as the 

knowledge base. The functional blocks of an FIS are depicted in Fig. 1.4. 

 

Fig. 1.4. Fuzzy inference system 

   Fuzzy reasoning (inference operations upon fuzzy if-then rules) 

consists of fuzzification (comparing the input variables with the 

membership function on the premise part to obtain the membership values 

of each linguistic label), combining (through a specific T norm operator 

such as multiplication or min) the membership values on the premise part 

to get the firing strength (weight) of each rule and finally generating the 
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qualified consequent (either fuzzy or crisp) of each rule depending on the 

firing strength. 

  Wu and Hsu [108] proposed an FIS for fault identification of a 

gear-set experimental platform after applying DWT to the vibration 

signals for feature extraction. Saravanan et al. [109] proposed a fuzzy 

classifier to identify defects in a bevel gear box under various loading and 

lubrication conditions utilizing the decision tree algorithm to extract 

features and to generate a rule set automatically from the extracted feature 

set. 

1.6.6. Genetic algorithm (GA) 

Genetic algorithm (GA) provides a learning method motivated by 

an analogy to biological evolution. GA has been successfully employed in 

intelligent GFD to select the input features with high classification 

potential from a high dimensional feature vector thereby eliminating 

redundant features. The numbers of hidden neurons in ANNs as well as 

SVM classifier parameters have been optimized with GA. The algorithm 

involves initializing a current population P  consisting of p  hypotheses 

generated at random [110]. Hypotheses in GAs are often represented by 

bit strings, so that they can be easily manipulated by genetic operators. 

Each hypothesis h  in P  is evaluated for its fitness by computing a fitness 

function ( )Fitness h . The process forms a generate-and-test beam-search of 

hypotheses, in which the best current hypotheses are most likely to be 

considered for the new population. A new population sP  is then generated 

by probabilistically selecting the fittest individuals from the current 

population. Some of these selected individuals are carried forward into the 

next generation population intact. Others are used as the basis for creating 

new offspring individuals by applying genetic operations such as 

crossover and mutation. Crossover takes two parent hypotheses from the 

current generation and creates two offspring hypotheses by recombining 
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portions of both parents. A fraction of the population r  is to be replaced 

by crossover at each step. As long as the best fitness value amongst all ℎs 

in P  is lesser than a threshold value, a new generation sP  is created by 

probabilistically selecting (1 )r p−  members of P  and adding them to sP . 

The probability of selecting hypothesis ih  from P  is given by 

1

( )
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( )
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i p

j

i
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h
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.

2

r p
pairs of hypotheses from P . 

The crossover operator produces two new offspring from two parent 

strings, by copying selected bits from each parent. The bit at position i  in 

each offspring is copied from the bit at position i  in one of the two 

parents. All offspring thus generated are added to sP . A certain percentage 

of members of sP  with uniform probability are mutated by inverting one 

randomly selected bit in their representations. The current population P  is 

thus updated by the new population sP . Again, each h  in P , is evaluated 

for ( )Fitness h  and the hypotheses from P  that has the highest fitness 

function is returned.  Thus, GAs generate successor hypotheses by 

repeatedly mutating and recombining parts of the best currently known 

hypotheses. 

Yang et al. [111] applied GAs to select the significant input 

features to the BPNN for GFD using time domain statistical parameters 

extracted from WPT of the vibration signal. Tang et al. [112] applied an 

ANN for gear fault diagnosis using the Niche technique based on 

crowding mechanism in GA and adopted a punishing function to adjust 

the individual fitness so as to promote global search capability. Hajnayeb 

et al. [113] designed a system for GFD based on ANNs optimizing the 

system by eliminating unimportant features using a feature selection 
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method called the UTA method and verified it to be as accurate as GA 

despite its simple algorithm. Lei et al. [2] proposed a multidimensional 

hybrid intelligent diagnosis method combining multiple classifiers based 

on several classification algorithms and input features with GA to identify 

different categories and levels of gear damage automatically. Hilbert 

transform, WPT and EMD were performed on gear vibration signals to 

extract additional fault characteristic information. Then, multidimensional 

feature sets including time-domain, frequency-domain and time–

frequency-domain features were generated to reveal gear health 

conditions. 

1.6.7. Adaptive neuro-fuzzy inference system (ANFIS) 

Considering that no standard method exists for transforming human 

knowledge or experience into the rule base of an FIS and the need for 

effective methods for tuning the membership functions, an architecture 

called ANFIS was proposed to serve as a basis for constructing a set of 

fuzzy if-then rules [114, 115]. The ANFIS is a fuzzy Sugeno model put in 

the framework of adaptive systems to facilitate learning and adaptation. 

Such framework makes the ANFIS modeling more systematic and less 

reliant on expert knowledge. 

  ANFIS has been successfully employed in the field of gearbox 

fault diagnosis. Wu et al. [116] employed discrete wavelet transform and 

ANFIS to identify gear fault positions and to classify various gear fault 

conditions. Attoui et al. [117] applied discrete wavelet packet transform 

and principal component analysis for feature extraction along with ANFIS 

for fault classification of a gearbox. Zhang et al. [118] employed a neuro-

fuzzy ensemble to diagnose faults such as normal, slight worn, medium 

worn and broken tooth in a motorcycle gearbox. Ali Soleimani [119] 

compared the gear fault identification capability of ANN and ANFIS 

utilizing the standard deviation values of wavelet packet coefficients as 

inputs to the classifiers. Amongst numerous applications, ANFIS has been 
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successfully employed in the field of biomedical engineering [120, 121], 

transmission line fault detection [122] and fault diagnosis of rotating 

machinery [123-127]. 

1.6.8. Research prospects 

(a) Considering the influence of fast varying load and rotational speed on 

vibration signals, there is a need to develop methods which can solve the 

problem of condition monitoring and fault diagnosis under varying load-

speed operations. 

(b) Vibration signals have been widely utilized in monitoring and 

diagnosing gearboxes, thanks to their ease of measurement and the rich 

information they contain. The application of artificial intelligence in 

diagnosing gearbox faults through an analysis of sound emission 

signatures needs to be explored. 

(c) Many researchers have demonstrated the effectiveness of their methods 

using their own typical data in detecting faults in gearboxes. However, 

there is no certainty that these methods will work well for other data. 

Conducting more experiments with different fault modes and severities is 

necessary to test the robustness of new diagnosis methods. Moreover, 

there is a need to devise gear fault diagnosis methods that can be 

implemented on different types of gearboxes. 

1.7. Gearbox fault diagnosis based on an analysis of sound emission 

signatures 

Most of the research efforts directed towards GFD are based on an 

analysis of vibration signals acquired from the gearbox. The sound 

emission signals may serve as an alternative to vibration signals when 

diagnosing the condition of the gearbox. Limited work has been 

accomplished on GFD based on an analysis of sound emission signatures, 

though promising results have been reported by some researchers. Baydar 
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and Ball [128] carried out a comparative study of sound emission and 

vibration signals in detection of gear failures using Wigner-Ville 

distribution. Sound emission signals were found to be very effective for 

early detection of gear faults. In [129],  Baydar and Ball examined 

whether sound emission signals can be used effectively along with 

vibration signals to detect various local faults such as tooth crack and 

tooth breakage in gearboxes using wavelet transform. The results 

suggested that sound emission signals were very effective for early 

detection of faults and to indicate various types of progressing faults in 

gearboxes. Wu and Chan [130] compared the gear fault diagnostic 

accuracy of a BPNN and probabilistic neural network utilizing sound 

emission signatures acquired from a gear-set platform. A CWT technique 

combined with a feature selection of energy spectrum was proposed for 

analyzing fault signals in the gear-set platform. The experimental results 

pointed out that sound emission signals can be used to monitor the 

condition of the gearbox.  

1.8. Summary 

Considering their widespread application and significance in power 

transmission, numerous research efforts have been devoted with the 

objective of devising new and effective methods of GFD. Section 1.2 

introduces the various techniques employed for GFD along with the 

characteristic frequencies of a fixed axis gearbox. Dynamic modeling of 

gearbox faults such as tooth crack, tooth pitting/ spalling, tooth wear, tooth 

tip chipping and manufacturing errors is the subject of Section 1.3. Section 

1.4 summarizes some of the research efforts in GFD under non-stationary 

conditions. Even though a gearbox mostly operates under non-stationary 

conditions, research in GFD under non-stationary conditions still merits 

attention. Various condition indicators employed for ascertaining the 

condition of the gearbox have been summarized in Section 1.5. These 

parameters, extracted from the time domain, frequency domain or the 



33 
 

time-frequency domain, represent the condition of the gearbox with 

varying degrees of effectiveness. The application of AI to GFD has been 

summarized in Section 1.6. AI paves the path towards automated GFD. 

However, meaningful parameters representing the gearbox health 

condition need to be extracted from the acquired gearbox signatures before 

an intelligent classifier can be employed to diagnose the condition of the 

gearbox. This usually involves the application of signal processing 

techniques. Promising results have been obtained when parameters from 

the time-frequency domain are employed as inputs to an intelligent 

classifier. Further, limited work, as highlighted in Section 1.7, has been 

accomplished on an analysis of sound emission signatures to diagnose the 

condition of a gearbox, though promising results have been reported by 

some researchers. Further potential lies in the analysis of sound emission 

signatures to diagnose gearbox faults and needs to be explored. 

1.9. Objectives of the present study 

Since a gearbox mostly operates under non-stationary conditions, there is 

a need to devise a simple yet effective method of GFD under non-

stationary conditions. At times, a gearbox designed to operate at a constant 

speed of operation may be subjected to varying loads which may cause 

speed fluctuations. Under such non-stationary conditions, techniques such 

as conventional time synchronous averaging cannot be directly applied. 

Thus, another method of improving the signal to noise ratio needs to be 

devised. 

 A considerable amount of research effort has been devoted towards 

identifying statistical parameters with superior fault discrimination 

capability. The statistical parameters found to have superior gear fault 

identification potential in case of a particular gearbox may not work well 

for another gearbox. Promising results in GFD have been reported when 

coefficients obtained in the time-frequency domain are employed directly 

as inputs to an intelligent classifier. It is to be ascertained whether the 
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method of feeding wavelet coefficients directly to an intelligent classifier, 

such as an ANN, yields superior gear fault diagnostic results. 

 Most of the literature on GFD is based chiefly on an analysis of 

vibration signals acquired from the gearbox under healthy and faulty 

conditions. Considering the limited work accomplished in GFD through an 

analysis of the acquired sound emission signatures, there is a need to 

explore the possibility of diagnosing the condition of a gearbox through an 

analysis of the sound emission signatures and to compare the results with 

those obtained through an analysis of the vibration signals acquired from 

the gearbox. 

Limited work has been accomplished on the application of hybrid 

intelligent classifiers such as ANFIS to GFD. There is a need to explore 

the possibility  of employing such hybrid classifiers to diagnose the 

condition of a gearbox. Very often the GFD methods that work for a 

particular gearbox do not work well for another gearbox. Therefore, there 

is a need to devise a method that is effective at diagnosing faults in 

different types of gearboxes.  

Based on the research gaps identified above, the objectives of the 

present research are as follows: 

(a) To study the application of an ANN in diagnosing gearbox faults 

under fluctuating load conditions. 

(b) To study the application of an ANN in diagnosing gearbox faults 

under non-stationary conditions arising from uncertainties associated with 

the drive and load mechanisms. 

(c) To study the gear fault diagnostic accuracy of an ANN through an 

analysis of gearbox vibration and acoustic signatures. 
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(d) To study the application of an ANFIS classifier in diagnosing 

gearbox faults through an analysis of the non-stationary gearbox acoustic 

signatures. 

(e) To study the application of an ANFIS classifier in diagnosing 

gearbox faults through an analysis of the non-stationary vibration 

signatures and to verify the efficacy of the proposed method by applying 

the technique to another gearbox. 

1.10. Organization of the thesis 

Chapter 2 is based on GFD under fluctuating load conditions applying the 

independent angular re-sampling (IAR) technique, continuous wavelet 

transform and ANN. Chapter 3 of the thesis focuses on GFD under non-

stationary conditions with IAR technique applied to vibration and sound 

emission signals. Gearbox fault diagnosis using acoustic signals, 

continuous wavelet transform and adaptive neuro-fuzzy inference system 

is the subject of Chapter 4. Chapter 5 focuses on fault diagnosis of a bevel 

and spur gearbox based on vibration signals using continuous wavelet 

transform and adaptive neuro-fuzzy inference system. The thesis ends with 

a conclusion and scope for further research. 
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Chapter 2 

Gearbox Fault Diagnosis under Fluctuating Load 

Conditions with IAR technique, CWT and MLP 

Neural Network 

2.1.  Introduction 

   The gearbox forms an integral part a vast majority of machines and 

great attention has been directed towards fault diagnosis of gearboxes to 

prevent unexpected breakdown and possible loss of life. Gearbox failure 

in certain critical applications such as single engine aircraft and propulsion 

systems of warships is totally unacceptable. 

  A gearbox is likely to transit through a run-up or run-down period 

during start-up and shut-down of the machinery. Therefore, most of the 

research works on gearbox fault diagnosis under non-stationary conditions 

have involved an analysis of gearbox vibration signals under either the 

run-up or run-down condition of the drive mechanism. In such works, it 

has been assumed that the velocity of the gearbox drive shaft increases or 

decreases linearly from one speed to another and hence the angular 

acceleration remains constant over the considered rotational period. Li et 

al. [47] employed the angular domain averaging technique for diagnosing 

gear crack faults during the run-up of gear drive and converted non-

stationary signals in the time domain into stationary signals in the angular 

domain. Meltzer and Ivanov [48, 49] proposed the time-frequency and the 

time-quefrency methods to recognize faults in a planetary gearbox during 

the start-up and run-down processes. Li et al. [50] combined computed 

order tracking, cepstrum analysis and radial basis function neural network 

for gear fault detection during the speed-up process. Bafroui and Ohadi 

[51] converted the non-stationary vibration signal collected under the 

speed-up process of a gear drive into quasi-stationary signals in the 
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angular domain. Further, a range of optimal scales was identified based on 

the energy-Shannon’s entropy ratio of the wavelet coefficients. 

  In practical applications, a gearbox is likely to be subjected to 

variable loads and speeds resulting in fluctuating speed conditions. 

Research efforts in diagnosing gearbox faults under fluctuating speed 

conditions, however, are limited. Jafarizadeh et al. [52] proposed a new 

noise cancelling technique based on time averaging method for 

asynchronous input and then implemented the complex Morlet wavelet for 

feature extraction and diagnosis of different kinds of local gear damages. 

Ahamed et al. [53] devised the multiple pulse independently re-sampled 

time synchronous averaging (MIR-TSA) technique to diagnose the crack 

propagation levels in the pinion tooth of a single stage spur gearbox under 

fluctuating speed conditions. Sharma and Parey [54] proposed the 

modified time synchronous averaging (MTSA) technique to improve the 

signal to noise ratio and compared various condition indicators to diagnose 

gearbox health conditions such as no crack, initial crack and advanced 

crack under fluctuating speed conditions. 

  Recently, promising results in gearbox fault diagnosis have been 

reported with wavelet coefficients being utilized directly as input feature 

vectors to an intelligent classifier rather than utilizing statistical 

parameters derived from raw vibration signals. Jedlinski and Jonak [131] 

compared the gear fault diagnosis accuracy of support vector machines 

and multilayer perceptron neural networks feeding continuous wavelet 

coefficients directly into the two classifiers. Optimal scales were selected 

as those over which significant changes in frequency were identified in the 

wavelet amplitude maps. A superior gear fault diagnostic accuracy was 

obtained when continuous wavelet coefficients, rather than statistical 

parameters derived from the raw vibration signals, were fed into the 

classifiers. 
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  A gearbox is expected to operate under non-stationary conditions for 

most of its useful life owing to fluctuations in load-speed conditions and 

as a result of uncertainties associated with the drive and load mechanisms. 

A gearbox is capable of transmitting torque even when eccentricity is 

introduced between one of the shafts and the gear. This Chapter attempts 

to diagnose faults in an eccentric single stage spur gearbox under 

fluctuating load conditions and employs the independent angular re-

sampling (IAR) technique to synchronize such signals from the revolution 

point of view. In the present work, segments of the vibration signals 

corresponding to 30 complete revolutions are selected and synchronized. 

The synchronized vibration signals are then decomposed with continuous 

wavelet transform and the classification accuracy of a multilayer 

perceptron neural network compared for two different feature sets viz., 

continuous wavelet coefficients (CWCs) from all scales are fed to the 

ANN and CWCs from only the optimal scales (based on energy-

Shannon’s entropy ratio) are fed to the ANN for fault classification. Fig. 

2.1 shows the flowchart for the proposed gear fault diagnostic procedure. 
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Fig. 2.1. Flowchart of the proposed gear fault diagnostic procedure 

 The remainder of this Chapter is organized as follows: The 

experimental set-up and data acquisition system are described in     

Section 2.2. Section 2.3 explains the independent angular re-sampling 

technique which is employed in the present work to convert non-stationary 

signals in the time domain into quasi-stationary signals in the angular 

domain. A brief introduction to continuous wavelet transform is given in 

Section 2.4. Determination of optimal scales based on energy-Shannon’s 

entropy ratio of continuous wavelet coefficients is the subject of      

Section 2.5. Section 2.6 gives a brief introduction to the back propagation 
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neural network. The experimental results are discussed in Section 2.7 and 

concluding remarks drawn in Section 2.8. 

2.2. Experimental set-up and data acquisition 

The experimental set-up consists of a single stage spur gearbox 

that forms an integral part of the drive train diagnostic simulator (DDS) 

shown in Fig. 2.2 (a). The DDS gearbox consists of a 32-tooth pinion in 

mesh with an 80-tooth gear mounted on the output shaft. The pinion is 

mounted on a shaft driven by a 3Φ, 3HP, 0-5000 rpm synchronous motor 

while the output torque produced the magnetic particle brake ranges from 

4-220 lb-in (0% to 100%). The DDS allows both the speed profile as well 

as the load profile to be programmed. In the present work, the speed of the 

gearbox drive shaft is maintained constant at 15 Hz while the load at the 

output is programmed to fluctuate in a sinusoidal manner between 0% and 

40%, i.e., between 4 and 88 lb-in. The load fluctuations at the output 

coupled with eccentricity between the output shaft and the gear result in 

speed fluctuations. The objective of the present work is to diagnose gear 

faults such as a cracked and missing tooth under fluctuating speed 

conditions. 
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Fig. 2.2. (a) Drive train diagnostic simulator (DDS) and (b) sensor 

arrangement 

The most common gear diagnosis method is to analyze the 

vibration signals obtained from the machinery, specifically the shafts 

containing the gears [53]. The uni-axial accelerometer for acquiring the 

vibration signal is mounted on the bearing housing of the gearbox input 

shaft to measure vibration signals along the vertical axis (z-axis) as shown 

in Fig. 2.2 (b). The multiple pulse tachometer arrangement is facilitated by 

mounting a multiple strip tacho-reflector wheel on the motor output shaft. 

The accelerometer and tachometer are interfaced to a PC via a data 

acquisition system. 
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Vibration signatures are acquired under sinusoidal load 

fluctuations (0% to 40%) under three different gearbox health conditions, 

viz., healthy pinion (HP), pinion with a cracked tooth (CT) and pinion 

with a broken/ missing tooth (MT). Eccentricity between the output shaft 

and the gear remains undisturbed in each case. The various pinion wheels 

employed for the experiment are shown in Fig. 2.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.3. (a) Healthy pinion (HP), (b) cracked tooth (CT) pinion and       

(c) missing tooth (MT) pinion 

  For simplicity, as well as to keep the computational burden under 

control, only segments of vibration signals during which the gearbox drive 

shaft undergoes 30 complete revolutions have been considered for 
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analysis. Fig. 2.4 (a) shows the vibration signal collected from a healthy 

gearbox over 30 randomly selected consecutive revolutions when the load 

at the output shaft is made to fluctuate in a sinusoidal manner between 0% 

and 40%. Eccentricity between the output shaft and the gear results in an 

impulsive nature of the gearbox vibration signal. Diagnosing gearbox 

faults embedded in signals masked by impulses arising from eccentricity 

poses a challenge and is the subject of the present work. Fig. 2.4 (b) shows 

the time taken for each of the 30 revolutions of the gearbox drive shaft. 

Variation in speed as a result of load fluctuations is evident from           

Fig. 2.4 (b) as the time elapsed is not the same for each revolution.  

 

Fig. 2.4. (a) Vibration signal acquired over 30 complete revolutions of the 

healthy pinion and (b) time taken for each revolution 

 



44 
 

The time domain vibration signals acquired from the gearbox can be 

converted into the angular domain employing the independent angular re-

sampling technique as explained in Section 2.3. 

2.3. Independent angular re-sampling (IAR) technique 

  A standard electrical tachometer generates a pulse once per 

revolution by receiving light reflected from a single reflective strip 

mounted on the shaft. The output, generated in terms of pulse versus time, 

indicates the speed of rotation in revolutions per minute (rpm) of the shaft. 

The occurrence of a fault in a geared system is usually identified by 

comparing the vibration or sound emission signals collected under the 

fault and no-fault conditions. The vibration or sound emission signal 

acquired using the accelerometer or microphone is sampled at a pre-

defined sampling frequency. A constant speed of rotation is characterized 

by an equal number of samples between tachometer pulses (though an 

equal number of samples between tachometer pulses does not necessarily 

imply a constant speed of rotation). Variation in the number of the 

samples between successive tachometer pulses indicates fluctuations in 

speed. 

  Sinusoidal load fluctuations at the output along with uncertainties 

associated with the drive and load mechanisms inevitably produce speed 

fluctuations.  If, however, a very small segment of the overall speed 

profile, representing only a single revolution of the gearbox drive shaft, is 

taken into consideration, it may be assumed linear. This is the basis of the 

IAR technique. 

  Most of the research efforts in GFD under the speed-up process 

assume constant angular acceleration over the complete speed-up period, 

the angular rotation being defined by Eq. (2.1) [47]. 

2

0 1 2( )t b b t b t = + +                                                                                 (2.1) 
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where 𝑏0, 𝑏1and  𝑏2 are constants to be determined based on the angular 

positions at three different time instants. As a novel method, in this work it 

has been assumed that the angular acceleration remains constant during 

each independent revolution of the gearbox drive shaft. This implies that 

the shaft angular velocity may increase or decrease linearly or remain 

constant during a given revolution. The underlying assumption of a linear 

variation in velocity during each revolution is based on the fact that the 

velocity profile of each revolution can be represented by a very small 

segment of the overall velocity profile and may be represented by a 

straight line. Accordingly, the value of angular acceleration may vary from 

one revolution to another. For example, a constant angular velocity during 

a revolution would be characterized by a value of zero angular 

acceleration for that revolution. 

 The objective of employing the IAR technique is to convert non-

stationary signals in the time domain into a number of quasi-stationary 

signals in the angular domain. The original time domain signal is split into 

a number of segments, each representing one revolution of the gearbox 

drive shaft. In order to convert into the angular domain, the IAR technique 

demands that the constants 0b , 1b  and 2b  in Eq. (2.1) be determined 

independently for each revolution. This requires that the instants of time at 

three different shaft angular positions be known. This is accomplished 

experimentally by mounting an additional reflective strip on the tacho-

reflector wheel at 110° from the reference strip. The resultant multiple 

pulse tachometer arrangement, therefore, enables determination of time 

instants at three different shaft angular positions during a revolution. The 

next revolution is assumed to commence immediately after the pulse 

marking the end of a revolution is generated as demonstrated in Fig. 2.5. 
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Fig. 2.5. Multiple pulse tachometer arrangement 

   Once the constants 𝑏0, 𝑏1and  𝑏2 have been determined for each of 

the 30 revolutions, the re-sample time instants corresponding to constant 

angular increments of ∆𝜑 = 1°  are obtained independently for each 

revolution from Eq. (2.2) [47]. 

2

2 0 1 1

2

1
[ 4 ( ) ]

2
t b k b b b

b
=  − + −                                                          (2.2) 

Piecewise cubic Hermite interpolation (PCHI) [69, 132] is applied to 

determine the amplitude of vibration signals at the re-sample time instants. 

2.3.1 Piecewise cubic Hermite interpolation (PCHI) 

The IAR technique helps determine the time instants that correspond to 

constant angular increments during a revolution. In the present work, 

PCHI is applied to determine the amplitude of signals at the re-sample 

time instants. Among interpolation techniques, PCHI has the most 

efficiency as it tackles with high fluctuations and less smoothness of 

vibration signals [69]. 

Piecewise cubic interpolation involves fitting a cubic polynomial 

to each interval. PCHI is based on making the fit by specifying the values 

and first derivatives at the end point of each interval. 
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For the polynomial, 

3 2

3 2 1 0( )P x c x c x c x c= + + +
          (2.3)

 

We seek 3 2 1 0, , ,c c c c such that  

( )k kP x y= , 1 1( )k kP x y+ +=  

'( )k kP x g= , 
'

1 1( )k kP x g+ +=
          (2.4)

 

We can do this by setting up 4 simultaneous equations and solving for 

3 2 1 0, , ,c c c c
 

3 2

3 2 1 0 kk k k
c c c c yx x x+ + + =  

2

3 2 13 2 kk k
c c c gx x+ + =  

3 2

3 2 1 1 0 11 1 k kk k
c c c x c yx x + ++ +

+ + + =  

2

3 2 1 11 1
3 2 kk k
c c c gx x ++ +

+ + =
          (2.5)

 

The above equations can be written in matrix form and solved for  

3 2 1 0, , ,c c c c
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1 1 1

2
0 1

1 1

1

3 1 0
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3 1 0

2
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k k k k
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k k k

k
k k

c y

c g

c y

c g

x x x

x x

x x x

x x

+
+ + +

+
+ +

 
    
        

=     
     
                   (2.6)

 

There is a neater form for the cubic Hermite polynomial over each 

interval. In the linear interpolation function, the interpolated estimate for 

y is given by: 
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1

1

( )k
k k k

k k

x x
y y y y

x x
+

+

−
= + −

−
          (2.7)

 

Eq. (2.7) can be re-written as 

1( ) (1 )k k kf u u y uy += − +
          (2.8)

 

where the local variable u is defined as 

1

k

k k

x x
u

x x+

−
=

−
            (2.9)

 

For the interval, 1[ , ]k kx x + , u varies from 0 to 1. 

For each interval in our data, 1[ , ]k kx x + , 1,....,k N= , and given the values 

and the gradients, 1 1, , ,k k k ky y g g+ + , we write the interpolating function as 

1 1 2 3 1 4( ) ( ) ( ) ( ) ( )k k k k kf u y h u y h u g h u g h u+ += + + +
     (2.10)

 

where the weights are the cubic Hermite basis functions defined as 

3 2

1( ) 2 3 1h u u u= − +  

3 2

2( ) 2 3h u u u= − +  

3 2

3( ) 2h u u u u= − +  

3 2

4( )h u u u= −
         (2.11)

 

 

To make PCHI able to reproduce data, the slopes at the end points of each 

interval are required to be defined. The amplitude of the signals at the re-

sample time instants having been determined from PCHI, the signals in the 

time domain are converted into a number of quasi-stationary signals in the 

angular domain.  

 The IAR technique thus generates a number of angular domain 

signals from the original time domain vibration signal. These signals may 

be merged to produce the angular domain signal for the complete 

rotational period.  shows the combined angular domain signal 

corresponding to the vibration signal of Fig. 2.4 (a). 
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Fig. 2.6. IAR technique-generated angular domain signal for the healthy 

pinion 

In order to determine the optimal scales based on energy-Shannon’s 

entropy ratio of wavelet coefficients, the angular domain signal of Fig 2.6 

is decomposed with continuous wavelet transform. 

2.4.  Continuous wavelet transform 

  Once the vibration signals have been synchronized from the 

revolution point of view, each angular domain signal representing one 

revolution of the gearbox drive shaft is decomposed with continuous 

wavelet transform. The continuous wavelet transform of a signal ( )x t  is 

defined as a convolution integral of ( )x t  with scaled and dilated versions 

of a mother wavelet function , ( )s t  and is given by Eq. (2.12) [137]. 

*1
( , ) ( ). ( )x

t
W s x t dt

ss




+

−

−
=                                                           (2.12) 

where 
*( )t  is the complex conjugate of ( )t , s  is the scale parameter 

for changing the oscillating frequency and   is the translation parameter. 

There are a number of different real and complex valued functions that can 

be utilized as analyzing wavelets. In the present work, the Morlet wavelet 

is employed as the mother wavelet owing to its similarity to an impulse 

component that is characteristic of a fault in a geared system. Fig 2.7 
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shows the wavelet amplitude map corresponding to the angular domain 

signal of Fig 2.6. There are as many wavelet coefficients at each of the 64 

scales as the number of samples in the angular domain signal.  

 

Fig. 2.7. Wavelet amplitude map corresponding to the angular domain 

signal of Fig. 2.6  

Identification of optimal scales based on energy-Shannon’s entropy ratio 

of continuous wavelet coefficients is explained in Section 2.5. 

2.5. Energy-Shannon’s entropy ratio 

  In [51], a range of optimal scales was identified based on the energy-

Shannon’s entropy ratio of the wavelet coefficients for the healthy gear. 

One of the objectives of the present work is to ascertain whether there is 

an optimal range of scales when the IAR technique is employed for 

converting the time domain signals into the angular domain and if there is 

an optimal range of scales, whether or not it serves to be optimal when 

continuous wavelet coefficients are employed directly for fault 

identification. The energy and Shannon’s entropy of wavelet coefficients 

at scale n  is defined by Eq. (2.13) and Eq. (2.14) respectively. 

2

1

 ( ) ( )
m

i

i

Energy n C n
=

=                                                                       (2.13) 

1

( )  log 
m

Sh i i

i

Entropy n P P
=

= −                                                                (2.14) 
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where iP  is the distribution of the energy probability for each wavelet 

coefficient with 
1

1
m

i

i

P
=

= , given by: 

2
( )

 ( )

i

i

C n
P

Energy n
=                                                                                   (2.15) 

  Fig. 2.8 shows the energy-Shannon’s entropy ratio of wavelet 

coefficients at various scales of the wavelet amplitude map of Fig 2.7. The 

13 scales ranging from 25 to 37 have a higher value of energy-Shannon’s 

entropy ratio than the other scales and are referred to in this work as the 

‘optimal scales’. 

 

Fig. 2.8. Energy-Shannon’s entropy ratio of wavelet coefficients for the 

healthy pinion 

 The present work attempts to compare the classification accuracy of a 

back propagation neural network for two different features sets. In Case A, 

continuous wavelet coefficients (CWCs) from all scales are fed to the 
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neural network while in Case B, CWCs from only the optimal scales (25 

to 37) are utilized for fault classification. An introduction to the back 

propagation neural network is given in Section 2.6. 

2.6. Back propagation neural network 

One of the most commonly employed forms of artificial neural networks 

(ANNs) for fault diagnosis is the multilayer perceptron (MLP) neural 

network trained with the back propagation algorithm. Such a neural 

network is also referred to as the back propagation neural network. The 

back propagation neural network was proposed by McClelland and 

Rumelhart [133]. In its simplest form, a back-propagation neural network 

consists of an input layer, one or more hidden layers and an output layer. 

The neurons in the different layers are connected to each other with 

connecting links called synapses and each such link is associated with a 

synaptic weight. 

  The number of neurons in the input layer depends upon the 

dimensionality of the input feature vectors and the number of output 

neurons depends on the number of classes into which the dataset is to be 

classified. Back propagation neural networks have been applied 

successfully to gearbox fault diagnosis by training them in a supervised 

manner with a highly popular algorithm known as the error back-

propagation algorithm. This algorithm is based on the error-correction 

leaning rule. Basically, error back propagation learning rule consists of 

two passes through the different layers of the network: a forward pass and 

a backward pass. In the forward pass, an input pattern (vector) is applied 

to the sensory nodes of the network, and its effect propagates through the 

network layer by layer. Finally, a set of outputs is produced as the actual 

response of the network. During the forward pass, the synaptic weights of 

the network are all fixed. During the backward pass, on the other hand, the 

synaptic weights are all adjusted in accordance with an error-correction 

rule. Specifically, the actual response of the network is subtracted from a 
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desired (target) response to produce an error signal. The error signal is 

then propagated backwards through the network against the direction of 

synaptic connections. The synaptic weights are adjusted to make the actual 

response of the network move closer to the desired response. 

The error signal at the output of neuron j  at the iteration n (i.e., 

presentation of the n th training example) is defined by  

( ) ( ) ( )j j je n d n y n= −
              

                  (2.16) 

where neuron j is an output node. The instantaneous value of the error 

energy for neuron j can be defined as ( )21

2
je n . Correspondingly, the 

instantaneous value ( )n  of the total energy is obtained by summing 

( )21

2
je n over all the neurons in the output layer. Thus, 

( ) ( )21

2
j

j C

n e n
=

=                       (2.17) 

where the set C includes all the neurons in the output layer of the network. 

The correction ( )jiw n applied to ( )jiw n is defined by the delta rule: 

( )
( )

( )
  ji

ji

n
w n

w n





 = −


                                                                         (2.18) 

where   is the learning parameter of the back-propagation algorithm. The 

use of the minus sign in Eq. (2.18) accounts for gradient descent in weight 

space (i.e., seeking a direction for weight change that reduces the value of 

( )n ). It can be shown that                                                 

( ) ( ) ( )ji j iw n n y n =                                                          (2.19) 
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In other words, the correction ( )jiw n  applied to the synaptic weight 

connecting neuron i  to j  is defined by the delta rule:

( ) ( ) ( )

 

 . .   

ji j i

Weight learning local input signal

correction rate parameter gradient of neuron j

w n n y n 

   −   
      

=      
                       

  (2.20) 

In Eq. (2.20), the local gradient ( )j n depends on whether neuron j  is an 

output node or a hidden node. 

(a) If the neuron j is an output node, ( )j n equals the product of the 

derivative ' ( ( ))j jv n and the error signal ( )je n , both of which are 

associated with the neuron j , i.e., 

( ) ( ) ( )( )'

j j j jn e n v n =         (2.21) 

(b) If the neuron j  is a hidden neuron, ( )j n equals the product of the 

associated derivative ( )( )'

j jv n and the weighted sum of the s  

computed for the neurons in the next hidden or output layer that are 

connected to neuron j , i.e., 

( ) ( )( ) ( ) ( )'

j j j k kj

k

n v n n w n  =         (2.22) 

A comprehensive derivation of the algorithm can be found in [134]. 

The present work deals with a three-class gear fault identification 

problem and hence there are only three output neurons. The 

dimensionality of the input feature vectors is 360.  50% of the feature set 

in each case is used to train the neural network while the remaining 50% is 

utilized to test its classification accuracy. There is only one hidden layer 

and the sigmoidal transfer function is employed as the activation function 

for the hidden and output neurons. 
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2.7. Experimental results and discussions 

  In Case A, 2880 input feature vectors are used to train the neural 

network while the remaining 2880 feature vectors are reserved for testing 

its classification accuracy. In Case B, 585 feature vectors are used to train 

the ANN while the remaining 585 feature vectors are used to test its 

classification accuracy. Fig. 2.9 shows the test accuracy of the ANN for 

hidden neurons ranging from 1 to 13 when CWCs from all scales and 

when CWCs from only the optimal scales are employed as input feature 

vectors. Clearly, the test accuracy of the ANN is superior when CWCs 

from only the optimal scales are employed as feature vectors. While the 

test success in Case A is acceptable, the time taken for fault classification 

is large owing to a large size of the input feature set. In Case B, however, 

the size of the feature set is reduced by almost 80% and not only is the test 

accuracy superior to Case A but also the time taken for fault classification 

is considerably lesser. For hidden neurons greater than 3, the test accuracy 

ranges between 84.4% and 95.9% in Case A and between 92.8% and 

98.8% in Case B. The improved fault classification accuracy is consistent 

with the results reported in [51]. With the IAR technique, too, the scales 

based on energy-Shannon’s entropy ratio of wavelet coefficients are 

optimal when CWCs are employed for fault classification. 
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Fig. 2.9. Test accuracy when CWCs from all scales and optimal scales are 

employed as feature vectors 

2.8. Conclusion 

  Uncertainties associated with the drive and load mechanisms, load 

fluctuations at the output and eccentricity between the shaft and gear 

inevitably result in non-stationary conditions even when the drive 

mechanism has been programmed to be driven at a constant speed. The 

non-stationary vibration signals collected from a single stage spur gearbox 

are synchronized from the revolution point of view utilizing the 

independent angular re-sampling technique. The IAR technique is a simple 

method and demands only minor changes in hardware such as the 

introduction of an additional tachometer reflective strip. The classification 

accuracy of a back propagation neural network is compared for different 

features sets derived from continuous wavelet coefficients. The scales 

determined to be optimal based on energy-Shannon’s entropy ratio of 
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wavelet coefficients result in superior gear fault diagnostic accuracy when 

wavelet coefficients are directly fed to the neural network. 
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Chapter 3 

Gearbox Fault Diagnosis under Non-stationary 

Conditions with Independent Angular Re-sampling 

Technique Applied to Vibration and Sound 

Emission Signals 

3.1. Introduction 

An analysis of gearbox vibration signals is almost always the default 

choice when diagnosing the condition of a gearbox because of the rich 

information contained in the vibration signals and their ease of 

measurement. In other words, most of the conventional techniques used 

for condition monitoring and fault diagnosis of gearboxes are based 

chiefly on an analysis of vibration signals acquired from the gearbox 

under healthy and faulty conditions. The sound emission signal may serve 

as a promising alternative to vibration signals when diagnosing the 

condition of a gearbox. Research efforts in diagnosing gearbox faults 

through an analysis of sound emission signals, however, are limited. 

  It can be shown that even when acquired under a designed constant 

speed of rotation, gearbox vibration and sound emission signals are mostly 

non-stationary owing to uncertainties associated with the drive and load 

mechanisms. The signals acquired from the gearbox are then required to 

be converted into stationary signals for further analysis. In this Chapter, 

the IAR technique is employed to convert non-stationary vibration signals 

(acquired in two mutually perpendicular directions) and sound emission 

signals into quasi-stationary signals in the angular domain. The vibration 

and sound emission signals generated from the IAR technique are 

averaged in order to improve the signal to noise ratio. The resulting 

angular domain averaged (ADA) signals for each gear health condition are 

then decomposed with CWT and CWCs fed directly to a BPNN with the 

objective of diagnosing the condition of the gearbox. Promising results are 
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obtained when sound emission signals are analyzed to diagnose the 

condition of the gearbox. Fig. 3.1 shows the flowchart for the proposed 

gear fault diagnostic procedure. 

 

Fig. 3.1. Flowchart of the proposed gear fault diagnostic procedure 

 One of the objectives of the present work is to verify the efficacy of 

the IAR technique in synchronizing sound emission signals acquired from 

the gearbox. A comparison of the gear fault diagnostic accuracy is drawn 

when features extracted from the sound emission signals and when 

features extracted from the vibration signals are fed to a back propagation 

neural network. 
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3.2. Data acquisition 

Since the present work involves fault diagnosis of a single stage spur 

gearbox, vibration signals are measured along the z-axis (Track 1) and x-

axis (Track 2) as shown in Fig. 3.2 (a). One of the objectives of the present 

research is to determine whether there is any advantage gained in 

analyzing gearbox vibration signatures in two mutually perpendicular 

directions. As demonstrated in Fig. 3.2 (b), a microphone is placed at a 

distance of 20 cm from the gearbox to acquire sound emission signals 

under various pinion health conditions. 

 

 

 

Fig. 3.2. (a)  Sensor arrangement and (b) schematic diagram of the DDS 

Unlike the previous Chapter where gearbox vibration signatures were 

acquired under three pinion health conditions, in this Chapter vibration 

and sound emission signatures are acquired under four different gearbox 

(a) 

(b) 
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health conditions, viz., healthy pinion, pinion with a cracked tooth, pinion 

with a chipped tooth and pinion with a missing tooth.  

 Gearbox signatures are acquired at a constant programmed speed of 

20 Hz under 0% load. The sampling frequency is selected as 8192 Hz and 

the gear wheel remains the same in each of the experiments. For 

simplicity, as well as to keep the computational burden under control, 

segments of sound and vibration signals during which the gearbox drive 

shaft undergoes only 20 complete revolutions have been considered for 

analysis. It is important to note that even though the vibration and sound 

emission signatures have been acquired at a constant programmed speed 

of 20 Hz under 0% (4 lb-in) load, the gearbox signals are not necessarily 

stationary. This is evident from Fig. 3.3 which shows the time taken for 

twenty (Track 1) consecutive revolutions of the gearbox drive shaft with 

the healthy pinion.  

 

Fig. 3.3. Time taken for 20 in number Track 1 consecutive revolutions in 

case of the healthy pinion 

  Since the sound and vibration signatures are non-stationary, 

techniques such as time synchronous averaging cannot be directly 

2 4 6 8 10 12 14 16 18 20
0.048

0.0485

0.049

0.0495

0.05

0.0505

0.051

0.0515

0.052

0.0525

0.053

revolution number

ti
m

e
 (

s)



62 
 

employed to improve the signal to noise ratio and there is a need to first 

synchronize the acquired signals from the revolution point of view. In the 

present work, the IAR technique, combined with interpolation theory, is 

employed to convert the non-stationary signals in the time domain into 

quasi-stationary signals in the angular domain.  

3.3. Angular domain averaged (ADA) signals and wavelet amplitude 

maps (WAMs) 

The angular domain signals produced by the IAR technique, each 

representing one revolution of the gearbox drive shaft, are averaged to 

produce ADA signals for each gear health condition. Fig 3.4 (a), 3.5 (a) 

and 3.6 (a) show respectively the sound emission, Track 1 and Track 2 

vibration signals acquired from the healthy gearbox over 20 complete 

revolutions of the gearbox drive shaft. Fig 3.4 (b), 3.5 (b) and 3.6 (b) show 

the ADA signals for the sound emission, Track 1 and Track 2 vibration 

signals acquired from the healthy gearbox. The ADA signals are 

decomposed using CWT employing the Morlet wavelet as the mother 

wavelet.  Fig. 3.4 (c), 3.5 (c) and 3.6 (c) show the WAMs corresponding to 

the ADA signal of Fig 3.4 (b), 3.5 (b) and 3.6 (b) respectively. Similarly, 

Fig. 3.7 to Fig. 3.15 show the sound emission and vibration signatures 

acquired from the gearbox with cracked tooth, chipped tooth and missing 

tooth pinion along with the corresponding ADA signals and WAMs. There 

are as many wavelet coefficients at each of the 64 scales in the WAMs as 

the number of samples in the ADA signals. 
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Fig. 3.4. Healthy gearbox (a) sound emission signal (b) ADA signal and 

(c) wavelet amplitude map 
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Fig. 3.5. Healthy gearbox (a) Track 1 vibration signal (b) ADA signal and 

(c) wavelet amplitude map 
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Fig. 3.6. Healthy gearbox (a) Track 2 vibration signal (b) ADA signal and 

(c) wavelet amplitude map 
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Fig. 3.7. Cracked tooth pinion (a) sound emission signal (b) ADA signal 

and (c) wavelet amplitude map 
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Fig. 3.8. Cracked tooth pinion (a) Track 1 vibration signal (b) ADA signal 

and (c) wavelet amplitude map 
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Fig. 3.9. Cracked tooth pinion (a) Track 2 vibration signal (b) ADA signal 

and (c) wavelet amplitude map 
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Fig. 3.10. Chipped tooth pinion (a) sound emission signal (b) ADA signal 

and (c) wavelet amplitude map 
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Fig. 3.11. Chipped tooth pinion (a) Track 1 vibration signal (b) ADA 

signal and (c) wavelet amplitude map 
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Fig. 3.12. Chipped tooth pinion (a) Track 2 vibration signal (b) ADA 

signal and (c) wavelet amplitude map 
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Fig. 3.13. Missing tooth pinion (a) sound emission signal (b) ADA signal 

and (c) wavelet amplitude map 
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Fig. 3.14. Missing tooth pinion (a) Track 1 vibration signal (b) ADA 

signal and (c) wavelet amplitude map 
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Fig. 3.15. Missing tooth pinion (a) Track 2 vibration signal (b) ADA 

signal and (c) wavelet amplitude map 
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3.4. Experimental results 

The condition of the gearbox cannot be ascertained from only a visual 

inspection of the time domain sound emission/ vibration signals, the ADA 

signals or the resulting wavelet amplitude maps. For this reason, an 

intelligent classifier such as an ANN is employed to discriminate between 

the various gear health conditions. In the present work, a BPNN fed with 

CWCs in the form of input feature vectors, is employed for diagnosing the 

condition of the gearbox. 

 Table 3.1 illustrates the ANN architecture employed for GFD in 

the present work. In each case, the features set consists of 256 input 

feature vectors, 50% of which are used to train the neural network and the 

remaining 50% utilized to test its classification accuracy. 

Table 3.1 

Architecture of the ANN. 

Network type Back propagation neural network 

No. of neurons in the input layer 360 

No. of neurons in the hidden layer 09 

No. of neurons in the output layer 04 

Transfer function Sigmoidal transfer function for 

hidden and output neurons 

 

 Three hundred and sixty dimensional input feature vectors 

comprising of CWCs are fed directly to the neural network with the 

objective of diagnosing the condition of the gearbox. The gear fault 

diagnostic accuracy of a 360:9:4 BPNN is compared under the following 

conditions: 

(a) CWCs derived from WAMs of ADA sound emission signals are 

fed in the form of input feature vectors to the neural network,  
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(b) CWCs derived from WAMs of Track 1 ADA vibration signals are 

fed in the form of input feature vectors to the neural network, and 

(c) CWCs derived from WAMs of Track 2 ADA vibration signals are 

fed in the form of input feature vectors to the neural network 

Table 3.2 shows the classification accuracy of the BPNN for the above 

three cases. 

Table 3.2 

Classification performance of the BPNN. 

 Healthy Cracked Chipped Broken 

Case A :Sound emission signal (Track 4) 

Training 

accuracy 
100% 100% 97.7% 100% 

Test accuracy  96.6% 100% 100% 97.4% 

Case B: Track 1 vibration signal 

Training 

accuracy 
100% 100% 97.1% 100% 

Test accuracy 93.1% 100% 100% 97.4% 

Case C: Track 2 vibration signal 

Training 

accuracy 
100% 100% 100% 100% 

Test accuracy 96.6% 96.9% 100% 97.4% 

 

 The test accuracy of the BPNN varies between 93.1% and 100% 

when Track 1 vibration signals are analyzed for diagnosing the gearbox 

health condition. The test accuracy, when Track 2 vibration signals are 

analyzed, varies between 96.6% and 100%. From these results, it may be 

concluded that the difference between the test accuracy of the BPNN is 

marginal when Track 1 and Track 2 vibration signals are analyzed for 

GFD. When sound emission signals are analyzed for diagnosing the 

gearbox health condition, the test accuracy of the BPNN varies between 
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96.6% and 100%. Though the results obtained from an analysis of gearbox 

vibration signals are satisfactory, the results achieved from the analysis of 

sound emission signals are marginally superior. It may thus be concluded 

that sound emission signals may serve as an alternative to vibration signals 

when diagnosing the condition of the gearbox. 

 However, there is a possibility that the sound emission signature 

may be corrupted by background noise and due attention is to be paid to 

the ambient conditions under which the sound emission signatures are 

acquired. If the sound emission signal is likely to be corrupted by 

background noise, it is advisable to carry out an analysis of the gearbox 

vibration signal. 

3.5. Summary 

  Gearbox sound and vibration signatures are mostly non-stationary 

owing to uncertainties associated with the drive and load mechanisms. 

Reasonably good gear fault diagnostic results are obtained when CWCs 

derived from sound and vibration signatures are fed directly to the BPNN. 

No clear advantage is gained when vibration signatures acquired in two 

mutually perpendicular directions are analyzed to ascertain the condition 

of the gearbox. Marginally superior results are obtained when the sound 

emission signatures are analyzed by the proposed method to diagnose the 

gearbox health condition. It may, therefore, be concluded that an analysis 

of the gearbox sound emission signatures serves as a promising method to 

diagnose the condition of the gearbox. 
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Chapter 4 

Gearbox Fault Diagnosis using Acoustic Signals, 

Continuous Wavelet Transform and Adaptive 

Neuro-Fuzzy Inference System 

4.1. Introduction 

Most of the research efforts directed towards gearbox fault diagnosis are 

based on an analysis of vibration signals acquired from the gearbox [3, 4]. 

At times, however, the acoustic (sound emission) signal may serve as an 

alternative to vibration signal when diagnosing the condition of a gearbox. 

As brought out in Chapter 1, limited work in GFD has been accomplished 

based on an analysis of acoustic signatures, though promising results have 

been reported by some researchers [128-130]. Further, in Chapter 3, the 

gear fault diagnostic accuracy of a back propagation neural network 

feeding continuous wavelet coefficients from the wavelet amplitude maps 

of vibration and acoustic signals directly to the neural network was 

compared. Marginally superior results were obtained when acoustic 

signals were analyzed to diagnose the condition of the gearbox. 

  Artificial neural networks (ANNs) have been extensively 

employed for fault diagnosis of gearboxes based on an analysis of the 

vibration signals. Further, fuzzy inference systems have attracted growing 

attention in GFD [108, 109]. A specific approach in neuro-fuzzy 

development is the adaptive neuro-fuzzy inference system (ANFIS) which 

has shown significant results in modeling nonlinear functions. ANFIS has 

been successfully employed in the field of GFD [116-119]. However, 

these research efforts are based on an analysis of gearbox vibration 

signatures acquired under various fault conditions. To the best of the 

authors’ knowledge, the implementation of ANFIS to diagnose gearbox 

faults through an analysis of acoustic signatures has not been attempted.  
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  This Chapter attempts to diagnose the condition of a single stage 

spur gearbox based on an analysis of acoustic signatures acquired under 

three different pinion health conditions, viz., healthy pinion (HP), cracked 

tooth (CT) pinion and chipped tooth (CHT) pinion. The acquired acoustic 

signals are converted into a number of angular domain signals, each 

representing one revolution of the gearbox drive shaft. The resultant 

angular domain signals are then averaged in order to improve the signal to 

noise ratio. Each angular domain averaged signal is decomposed using 

continuous wavelet transform and a range of optimal scales identified 

based on the energy-Shannon’s entropy ratio of continuous wavelet 

coefficients. The wavelet amplitude maps for the three pinion health 

conditions are split into segments and continuous wavelet coefficients fed 

directly as inputs to an ANFIS in the form of data samples. Fig. 4.1 is a 

flowchart of the proposed gear fault diagnostic procedure. 
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Fig. 4. 1. Flowchart of the proposed gear fault diagnosis procedure 

4.2. Experimental set-up and data acquisition 

The drive train diagnostic simulator (DDS) located at IIT Indore 

consists of a single stage spur gearbox as shown in Fig. 2.2. In order to 

acquire acoustic signals under various gear health conditions, a 

microphone is placed at a distance of 20 cm from the gearbox. The type of 

microphone used in the experiment is the Type 46 AE pre-polarized free 

field microphone. All signals are recorded during silent hours so as to 
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minimize external noise. The tachometer and microphone are interfaced to 

a PC via a data acquisition system. Fig. 4.2 is a schematic diagram of the 

DDS. 

 

Fig. 4.2. Schematic diagram of the DDS 

A tacho-reflector wheel with two reflective strips is mounted on 

the motor output shaft as shown in Fig. 2.2 (b) and Fig. 2.5. This is 

because the independent angular re-sampling (IAR) technique requires 

that the instants of time at three different shaft angular positions during 

each revolution be known. 

  Acoustic signatures are acquired under three different pinion health 

conditions at a constant programmed speed of 10 Hz at 0% load. Fig. 4.3 

shows the healthy, cracked tooth and chipped tooth pinions used in the 

experiments. The sampling frequency is selected as 8192 Hz and the gear 

wheel remains the same in each of the experiments.  

 

Fig. 4.3. (a) Healthy pinion, (b) cracked tooth pinion and (c) chipped 

tooth pinion 
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Fig. 4.4 shows the acoustic signals acquired under the various pinion 

health conditions over 20 complete revolutions of the gearbox drive shaft. 

Alongside the time domain acoustic signals are the corresponding angular 

domain averaged signals obtained using the IAR technique and PCHI. 

 

 

 

Fig. 4.4. Time domain acoustic signals (left) and the corresponding 

angular domain averaged signals (right) 

 Though the time domain acoustic signal for the healthy pinion has 

greater amplitude than the other two cases and exhibits impulses, the 

corresponding angular domain averaged signal has lower amplitude. This 
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from the IAR technique reduces the external noise improving the signal to 

noise ratio. Further, it is difficult to distinguish between the cracked and 

chipped tooth pinions from only a visual inspection of the time domain or 

angular domain averaged signals. An automated method of gearbox fault 

diagnosis is desirable and is in the present work accomplished using an 

ANFIS. The ANFIS, however, needs to be fed with meaningful features 

representing the gearbox health condition. In the present work, the angular 

domain averaged acoustic signals are decomposed using continuous 

wavelet transform and continuous wavelet coefficients from optimal scales 

fed to the ANFIS in the form of data samples to ascertain the condition of 

the gearbox. The procedure of determining the optimal scales from the 

angular domain averaged wavelet amplitude map pertaining to the healthy 

pinion is explained in Section 4.3. 

4.3. Continuous wavelet transform and determination of optimal 

scales 

The continuous wavelet transform of a signal ( )x t  is defined as a 

convolution integral of ( )x t  with scaled and dilated versions of a mother 

wavelet function , ( )s t  and is given by Eq. (2.12). In the present work, 

the Morlet wavelet is employed as the mother wavelet. Fig. 4.5 shows the 

wavelet amplitude map corresponding to the angular domain averaged 

acoustic signal for the healthy pinion. 
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Fig. 4.5. Wavelet amplitude map corresponding to the healthy pinion 

angular domain averaged acoustic signal 

 In [51], a range of optimal scales was identified based on the energy-

Shannon’s entropy ratio of continuous wavelet coefficients from the 

wavelet amplitude map pertaining to the healthy pinion. An improvement 

in the classification accuracy of the ANN was reported when statistical 

parameters from only the optimal scales were employed as input feature 

vectors. Fig. 4.6 shows a plot of the energy-Shannon’s entropy ratio of 

continuous wavelet coefficients from the wavelet amplitude map of      

Fig. 4.5. 

 

Healthy Pinion

angle (degrees)

s
ca

le

50 100 150 200 250 300 350
  1

  8

 15

 22

 29

 36

 43

 50

 57

 64

 71

 78

 85

 92

 99

106

113

120

127



85 
 

 

Fig. 4.6. Energy-Shannon’s entropy ratio of continuous wavelet 

coefficients from the wavelet amplitude map of the healthy pinion 

 It can be observed from Fig. 4.6 that scales ranging from 42 to 98 have 

superior energy-entropy ratio compared to the other scales. Clear changes 

in signal frequencies can also be observed for this range of scales in the 

wavelet amplitude map of Fig. 4.5 and is indicated by dashed lines. 

Wavelet amplitude maps for the three pinion health conditions are later 

segmented and CWCs from optimal scales fed directly in the form of data 

samples to an ANFIS with the objective of identifying the condition of the 

gearbox. Section 4.4 explains the adaptive neuro-fuzzy inference system 

(ANFIS). 

4.4. Adaptive neuro-fuzzy inference system (ANFIS) 

 The ANFIS is a fuzzy Sugeno model put in the frame work of 

adaptive systems to facilitate learning and adaptation. Such framework 

makes the ANFIS modeling more systematic and less reliant on expert 

knowledge. To present the ANFIS architecture, two fuzzy if-then rules 

based on a first order Sugeno model are considered [114, 115]: 
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Rule 2: If 2(  is A )x  and 2(  is B )y  then 2 2 2 2( )f p x q y r= + +  

where x and y are the inputs, iA  and iB  are the fuzzy sets, if  are the 

outputs within the fuzzy region specified by the fuzzy rule; ip , iq and ir  

are the design parameters that are determined during the training process. 

The ANFIS architecture to implement these two rules is shown in Fig. 8 in 

which a circle indicates a fixed node whereas a square indicates an 

adaptive node. 

 

Fig. 4.7. ANFIS architecture [114, 115] 

In the first layer, all the nodes are adaptive nodes. The outputs of 

layer 1 are the fuzzy membership grade of the inputs, which are given by 

[114, 115]: 

1 ( )   1,2
ii AO x i= =                                                                                (4.1)                                                                                      

and 

2

1 ( )   3,4
ii BO y i
−

= =                                                                              (4.2)                                                                                                                      

where ( )
iA x , 2( )

iB y −  can adopt any fuzzy membership function. For 

example, if the bell shaped membership function is employed, ( )
iA x is 

given by [114, 115]: 
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                                                                      (4.3) 

where ia , ib  and ic are the parameters of the membership function 

governing the bell shaped functions accordingly. In the second layer, the 

nodes are fixed nodes. They are labeled with   indicating that they 

perform as a simple multiplier. The outputs of this layer can be 

represented as [114, 115] 

2 ( ) ( )   1,2
i ii i A BO w x y i= =  =                                                             (4.4) 

which are called firing strengths of the rules. 

In the third layer, the nodes are also fixed nodes. They are labeled 

with N , indicating that they play a normalization role to the firing 

strengths from the previous layer. The outputs of this layer can be 

represented as [114, 115]: 

3

1 2

   1,2i
ii

w
O w i

w w
= = =

+
                                                                    (4.5) 

which called normalized firing strengths. 

In the fourth layer, the nodes are adaptive nodes. The output of 

each node in this layer is simply the product of the normalized firing 

strength and a first order polynomial. Thus, the outputs of this layer are 

given by [114, 115]: 

4 ( )   1,2i ii i i i iO w f w p x q y r i= = + + =                                                    (4.6) 

In the fifth layer, there is only one single fixed node labeled with

 . This node performs the summation of all incoming signals. Hence, the 

overall output of the model is given by [114, 115]: 



88 
 

2

2
5 1

1 1 2

i i

i
ii i

i

w f

O w f
w w
=

=

= =
+


                                                                          (4.7) 

It can be observed that there are two adaptive layers in this ANFIS 

architecture, namely the first layer and the fourth layer. In the first layer, 

there are three modifiable parameters , ,i i ia b c , which are related to the 

input membership functions. These parameters are the called premise 

parameters. In the fourth layer, there are also three modifiable parameters

 , ,i i ip q r , pertaining to the first order polynomial. These parameters are 

called consequent parameters. 

The task of the learning algorithm for this architecture is to tune all 

the modifiable parameters, namely  , ,i i ia b c  and  , ,i i ip q r  to make the 

ANFIS output match the training data. When the premise parameters ia , ib  

and ic of the membership function are fixed, the output of the ANFIS 

model can be written as [114, 115]: 

1 1 1 1 2 2 2 2( ) ( )f w p x q y r w p x q y r= + + + + +                                             (4.8) 

After rearranging terms in Eq. (9), the output can be expressed as 

[114, 115]: 

1 1 1 1 1 1 2 2 2 2 2 2( ) ( ) ( ) ( )f w x p w y q w r w x p w y q w r= + + + + +                        (4.9) 

which is a linear combination of the modifiable consequent parameters 1p , 

1q , 1r , 2p , 2q  and 2r . The least squares method can be used to identify the 

optimal values of these parameters easily.  

When the premise parameters are not fixed, the search space 

becomes larger and the convergence of the training becomes slower. A 

hybrid algorithm combining the least squares method and the gradient 

descent method is adopted to solve this problem. The hybrid algorithm is 
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composed of a forward pass and a backward pass. The least squares 

method (forward pass) is used to optimize the consequent parameters with 

the premise parameters fixed. Once the optimal consequent parameters are 

found, the backward pass starts immediately. The gradient descent method 

(backward pass) is used to adjust optimally the premise parameters 

corresponding to the fuzzy sets in the input domain. The output of the 

ANFIS is calculated by employing the consequent parameters found in the 

forward pass. The output error is used to adapt the premise parameters by 

means of a standard back propagation algorithm. It has been proven that 

this hybrid algorithm is highly efficient in training the ANFIS [114, 115]. 

4.5. Results and discussions 

  Neuro-fuzzy systems are fuzzy systems which use ANNs theory in 

order to determine their properties (fuzzy sets and fuzzy rules) by 

processing data samples. The number of fuzzy rules in turn depends on the 

number of inputs and membership functions. A large number of inputs to 

the ANFIS or the number of membership functions for each input will 

increase the computational burden of the subsequent classifier. It has been 

shown that the process of feeding continuous wavelet coefficients directly 

to a neural network results in superior gear fault diagnostic results [131]. 

However, the number of inputs when feeding CWCs directly to an ANFIS 

classifier has to be restricted. This is accomplished in the present work by 

segmenting the wavelet amplitude maps pertaining to the three pinion 

health conditions into 6 regions, each representing 60° of rotation. Fig. 4.8 

shows the segmented wavelet amplitude maps. 
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Fig. 4.8. Segmented wavelet amplitude maps for the three pinion health 

conditions 

 Continuous wavelet coefficients from the six segments and belonging 

to the optimal scales (42 to 98) are fed in the form of data samples to an 

ANFIS classifier. Table 4.1 shows the division of data samples used to 

train and test the ANFIS. 

Table 4.1 

Division of data samples. 

Pinion health condition No. of training 

data samples 

No. of test data 

samples 

Class 

label 

Healthy pinion 29 28 1 

Cracked tooth pinion 29 28 2 

Chipped tooth pinion 29 28 3 

 

  As shown in Table 4.1, a total of 87 data samples are used to train 

the ANFIS while 84 data samples are utilized for testing. Each of the 6 

inputs to the ANFIS is divided into two Gaussian membership functions, 

viz., small and large. The linear membership function is selected for the 
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output. Fig. 4.9 illustrates the ANFIS architecture employed for GFD in 

the present work. 

 

Fig. 4.9. ANFIS architecture for the gearbox fault diagnosis problem 

  As seen in Fig. 4.9, there are six inputs to the ANFIS as continuous 

wavelet coefficients from the six segments of wavelet amplitude maps are 

fed in the form of data samples to the classifier. Each of the six inputs is 

divided into two membership functions which are represented by two 

nodes against each input in the second layer of the ANFIS. The number of 

rules in a fuzzy inference system is dependent on the number of inputs to 

the classifier and the number of membership functions against each input. 

The ANFIS classifier has only one output node which may assume class 

labels from 1 to 3 as specified in Table 4.1.    

 Fig. 4.10 shows the classification accuracy of the trained ANFIS when 

fed with training and test data samples. A part of the available data set is 

used to train the ANFIS while the remaining data set is utilized to test the 

classification accuracy of the ANFIS. The division of the available data set 

into training and test data samples has been elaborated in Table 4.1. The 

blue circles in Fig. 4.10 represent the training data samples which in the 
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present case are 29 in number belonging to each class and assume class 

labels from 1 to 3. The blue circles represent the test data samples which 

number 28 for each gear health condition. The red asterisk symbols 

represent the ANFIS output. Once the ANFIS has been trained, when a 

data sample is presented to the ANFIS, it must ideally generate an output 

(in the form of a class label) that correctly identifies with the existing 

condition of the gearbox. It can be observed from the figure that in a 

majority of cases, the test instances to the ANFIS are correctly classified. 

 

 

 

Fig. 4.10. Classification accuracy of the trained ANFIS when fed with 

training and test data samples 

4.6. Conclusion 

This Chapter attempted to diagnose the condition of a single stage 

spur gearbox through an analysis of acoustic signals acquired from the 

gearbox under various fault conditions. The IAR technique is a simple yet 
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powerful method of converting the time domain acoustic signals into the 

angular domain and requires only minor changes in hardware such as the 

introduction of an additional tachometer reflective strip. An optimal range 

of scales based on energy-Shannon’s entropy ratio of continuous wavelet 

coefficients is identified from the wavelet amplitude map pertaining to the 

healthy pinion. The wavelet amplitude maps pertaining to the three pinion 

health conditions are segmented into 6 regions from which continuous 

wavelet coefficients belonging to the optimal scales are fed directly to the 

ANFIS. It may be concluded that through a combination of IAR 

technique, continuous wavelet transform and ANFIS, acoustic signals can 

effectively be utilized for diagnosing the condition of a gearbox. As part 

of further research, the proposed method of gearbox fault diagnosis may 

be applied to the vibration signals acquired from a gearbox. 
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Chapter 5 

Fault Diagnosis of a Bevel and Spur Gearbox based 

on Vibration Signals using Continuous Wavelet 

Transform and Adaptive Neuro-Fuzzy Inference 

System  

5.1. Introduction 

Bevel gears are used to transmit power between shafts whose axes 

intersect. They are most often mounted on shafts that are 90 degrees apart, 

but can also be designed to work at other angles as well [135]. Bevel gears 

have many diverse applications such as locomotives, marine applications, 

automobiles, printing presses, cooling towers, power plants, steel plants, 

railway track inspection machines, etc. Considerable amount of research 

effort has been devoted towards fault diagnosis of spur and planetary 

gearboxes. Research in fault diagnosis of bevel gearboxes still merits 

attention considering their widespread application and limited means 

available for fault diagnosis. Some of the research efforts in fault 

diagnosis of bevel gearboxes are enumerated in the succeeding paragraph. 

Saravanan et al. [109] proposed vibration-based fault diagnosis of 

a spur bevel gearbox using fuzzy technique.Vibration signals were 

captured under the following conditions: good bevel gear, bevel gear with 

tooth breakage, bevel gear with crack at the root of the tooth and bevel 

gear with face wear of the teeth. Saravanan et al. [94] studied the 

effectiveness of wavelet-based features for fault diagnosis of a bevel 

gearbox using ANN and proximal support vector machines (PSVM). 

Statistical feature vectors from Morlet wavelet coefficients were classified 

using J48 algorithm and predominant features fed as input for training and 

testing the ANN and PSVM and their relative efficiency in classifying the 

faults in the bevel gearbox was compared. Saravanan & Ramachandran 

https://www.sciencedirect.com/science/article/pii/S0957417409009488#!
https://www.sciencedirect.com/science/article/pii/S0957417409009488#!


96 
 

[70] investigated the use of discrete wavelets for feature extraction and 

ANN for classification. Saravanan et al. [95] studied the effectiveness of 

wavelet-based features for fault diagnosis using support vector machines 

(SVM) and proximal support vector machines (PSVM). Statistical feature 

vectors from Morlet wavelet coefficients were classified using J48 

algorithm and the predominant features fed as input for training and 

testing SVM and PSVM and their relative efficiency in classifying the 

faults in the bevel gearbox was compared. Saravanan & Ramachandran 

[96] proposed the application of a fast single-shot multiclass proximal 

support vector machine for fault diagnosis of a gearbox consisting of 

twenty four classes. The statistical feature vectors from Morlet wavelet 

coefficients were classified using J48 algorithm and the predominant 

features fed as input for training and testing the multiclass proximal 

support vector machine. The efficiency and time consumption in 

classifying the twenty four classes all-at-once was reported. In [136], they 

proposed fault diagnosis of a spur bevel gearbox using discrete wavelet 

features and decision tree classification. 

A considerable amount of the above literature on bevel gearbox 

fault diagnosis focused on identification of statistical parameters with 

superior fault discrimination capability. Moreover, the experimental set-up 

consisted of a belt-driven bevel gearbox. Fluctuations in gear speeds as a 

result of uncertainties associated with the drive and load mechanisms and 

because of possible slippage between the belts and pulleys was neglected. 

A limited number of studies have focused on gearbox fault diagnosis 

under non-stationary conditions arising from fluctuating load-speed 

conditions [52-54]. Many of the research works on gearbox fault diagnosis 

under fluctuating speed conditions have involved an analysis of gearbox 

vibration signals under the run up condition [47-51]. In such works, since 

the angular velocity of the gearbox drive shaft was made to increase 

linearly from one speed to another, the angular acceleration was assumed 

to remain constant. 
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 Artificial neural networks (ANNs) have been extensively 

employed for fault diagnosis of gearboxes. Further, fuzzy inference 

systems have attracted growing attention in gearbox fault diagnosis [108, 

109]. Neuro-fuzzy systems are fuzzy systems which use ANNs theory in 

order to determine their properties (fuzzy sets and fuzzy rules) by 

processing data samples. Neuro-fuzzy systems harness the power of the 

two paradigms: fuzzy logic and ANNs by utilizing the mathematical 

properties of ANNs in tuning rule-based fuzzy systems that approximate 

the way humans process information. A specific approach in neuro-fuzzy 

development is the adaptive neuro-fuzzy inference system (ANFIS) which 

has shown significant results in modeling nonlinear functions. In ANFIS, 

the membership function parameters are extracted from a data set that 

describes the system behavior. The ANFIS learns features in the data set 

and adjusts the system parameters according to a given error criterion 

[114, 115]. ANFIS has been successfully employed in the field of gearbox 

fault diagnosis [116-119]. 

The present study aims at fault diagnosis of a belt-driven bevel 

gearbox under non-stationary conditions arising from uncertainties 

associated with the drive and load mechanisms and possible slippage 

between the belts and pulleys. No attempt is made to identify statistical 

parameters with superior fault discrimination capability, though a 

reduction in the size of the feature set based on energy-Shannon’s entropy 

ratio results in superior gear fault diagnostic accuracy. The independent 

angular re-sampling (IAR) technique is employed to convert non-

stationary vibration signals in the time domain into quasi-stationary 

signals in the angular domain. The angular domain signals pertaining to 30 

complete pinion revolutions are merged to generate the angular domain 

signal corresponding to the original time domain signal. This combined 

angular domain signal is then decomposed using CWT and a range of 

optimal scales identified based on the energy-entropy ratio of CWCs. Each 

independent angular domain signal representing one pinion revolution is 
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segmented into six parts, each indicating 60˚ of pinion rotation. Thirty 

such independent angular domain signals are averaged to arrive at the 

angular domain averaged (ADA) signal for each gear health condition. 

Each such ADA signal is decomposed using CWT resulting in a WAM 

with only 6 data points. CWCs from the 6 columns are then employed 

directly as input to an ANFIS for fault diagnosis. Two cases are 

considered in the present work: in one case, CWCs from all scales are fed 

to the ANFIS for fault diagnosis and in the second case CWCs from only 

the optimal scales are fed to the ANFIS. In order to test the efficacy of the 

proposed method, the procedure is repeated for vibration signals acquired 

from a single stage spur gearbox. 

  The remainder of this Chapter is organized as follows: Section 5.2 

describes the experimental set-up used to acquire the bevel gearbox 

vibration signatures. Section 5.3 gives a brief introduction to the 

independent angular re-sampling technique from the perspective of the 

present work while Section 5.4 gives an overview of the continuous 

wavelet transform and its application in the present study. Section 5.5 

discusses the results obtained by applying the proposed method to fault 

diagnosis of the bevel gearbox. Section 5.6 applies the proposed 

methodology to fault diagnosis of a single stage spur gearbox. Concluding 

remarks are given in Section 5.7. 

5.2. Experimental set-up and data acquisition 

   The experimental set-up, also called the machinery fault simulator 

(MFS), consists of a belt-driven bevel gearbox whose output shaft is 

interfaced with a magnetic load which can produce a torque up to 5 N-m. 

The prime mover is a variable speed electrical motor and drives a shaft 

supported on two bearings. On the other end of the shaft is mounted a 

small pulley which drives a larger pulley through a belt drive. A speed 

reduction of the ratio 2.5:1 is achieved owing to a smaller pulley driving a 

larger one. For example, if the motor speed is set to 30 Hz, the pinion must 
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ideally rotate at 12 Hz. In reality, however, owing to factors such as 

uncertainties associated with the drive and load mechanisms and slippage 

between the belts and pulleys, the pinion speed fluctuates and this makes 

gearbox fault diagnosis under fluctuating speed conditions a challenging 

task. Fig. 5.1 shows the experimental set-up employed in the present work 

for acquiring the gearbox vibration signatures. 

 

Fig. 5.1. Bevel gearbox experimental set-up (machinery fault simulator) 

An accelerometer mounted on the gearbox casing measures 

vibration signals in the z-axis as shown in Fig. 5.2. The larger of the two 

pulleys is mounted with two reflective strips spaced 146˚ apart on the 

inner surface. Such a multiple pulse tachometer arrangement ensures that 

the time instants at three different shaft angular positions during each 

revolution are known. This is a pre-requisite of the IAR technique which 

is employed in the present work for converting non-stationary signals in 

the time domain into quasi-stationary signals in the angular domain. The 

accelerometer and tachometer are interfaced to a PC via a data acquisition 

system.  
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Fig. 5.2. (a) Accelerometer and (b), (c) multiple pulse tachometer 

arrangement 

Gearbox vibration signatures are acquired under three different 

pinion health conditions, viz., healthy pinion (HP), chipped tooth (CHT) 

pinion and missing tooth (MT) pinion. The gear wheel remains the same 

in each of the experiments. Fig. 5.3 shows the healthy pinion, chipped 

tooth pinion and missing tooth pinion employed for the experiments. 

(c) 

z-axis 
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Fig. 5.3. (a) Healthy pinion, (b) chipped tooth pinion and (c) missing tooth 

pinion 

The motor rotational speed is set to 30 Hz while aquiring the 

gearbox vibration signatures and the sampling frequency is selected as 

12,800 Hz. Fig. 5.4 shows the time domain vibration signals acquired over 

30 complete revolutions of the pinion at 0% load. Two readings were 

(a) 

(b) 

(c) 

Chipped tooth 

Missing tooth 



102 
 

acquired under each identical load-speed condition of which only reading 

1 (R1) is being analyzed in the present work. 
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Fig. 5.4. Time domain vibration signals acquired from the gearbox 

installed with healthy pinion, chipped tooth pinion and missing tooth 

pinion 

Though it is difficult to distinguish between the healthy and 

chipped tooth pinions from only a visual inspection of the vibration 

signals, the missing tooth pinion signal clearly exhibits impulses of large 

amplitude which is characterstic of a broken tooth. The independent 

angular re-sampling technique is employed in the present work for 

converting the gearbox vibration signatures from the time domain into the 

angular domain. In the initial part of this Chapter, we deal with the 

analysis of the gearbox vibration signals acquired from the bevel gearbox. 

A similar analysis of gearbox vibration signatures collected from a single 

stage spur gearbox is the subject of Section 5.6. 

5.3. The IAR technique as applied to the present problem 

 The independent angular re-sampling (IAR) technique helps 

convert the time domain signal into the angular domain. More precisely, 

the technique converts the original time domain signal into a number of 

angular domain signals, each representing one revolution of the pinion. 

These independent angular domain signals can then be merged to generate 

the angular domain signal corresponding to the original time domain 

signal. This combined angular domain signal can be decomposed using 
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CWT and the resulting wavelet amplitude map (WAM) utilized to 

compute the energy-entropy ratio of CWCs with the objective of 

identifying the optimal scales. Alternatively, the independent angular 

domain signals generated from the IAR technique can be averaged in 

order to improve the signal to noise ratio (SNR). Fig. 5.5 shows the 

combined angular domain signals corresponding to the three pinion health 

conditions. 
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Fig. 5.5. IAR technique-generated angular domain vibration signals for 

the gearbox with healthy pinion, chipped tooth pinion and missing tooth 

pinion 

There is striking similarity between the time domain signals 

acquired using the accelerometer and the angular domain signals 

generated using the IAR technique. The change in axes from sample 

number in Fig. 5.4 to angle (in degrees) in Fig. 5.5 is to be noted. While 

the number of samples in the three cases in Fig. 5.4 is unequal (owing to 

fluctuations in pinion speed), the number of samples in Fig. 5.5 is equal 

representing 30 complete revolutions of the pinion. 

 Under fluctuating speed conditions (such as in the case under 

study), techniques such as conventional time synchronous averaging 

(TSA) cannot be directly applied to improve the SNR. Another effective 

method of improving the SNR is to carry out averaging of signals in the 

angular domain. The IAR technique helps generate a number of angular 

domain signals, each representing one revolution of the pinion. These 

signals can be averaged to improve the SNR resuting in angular domain 

averaged (ADA) signals for each pinion health condition. Some of the 

phenomena which may not be evident in the time domain signal may 

reveal itself in the ADA signals. Fig. 5.6 shows the ADA signals for the 

three pinion health conditions. 
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Fig. 5.6. ADA signals for the healthy pinion, chipped tooth pinion and  

missing tooth pinion 

 It can be observed from Fig. 5.6 that the amplitude of the ADA 

signal for the chipped tooth pinion is higher than the amplitude of the 
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ADA signal for the healthy pinion. Moreover, the ADA signal for the 

missing tooth pinion exhibits high amplitude impulses at around 50 

degrees of rotation. This indicates the missing tooth pinion location which 

was not evident in the time domain or the angular domain vibration 

signals. 

 The above methods of gear fault diagnosis, however, are to a great 

extent dependent on the judgement of the operator and are, therefore, 

susceptible to error. It is desirable to have an automated method of 

gearbox fault diagnosis wherein the condition of the gearbox can be 

ascertained automatically by feeding in parameters derived from the 

gearbox signatures. This is accomplished in the present work by 

employing an ANFIS classifier which is fed in with CWCs derived from 

gearbox vibration signals. 

5.4. Continuous wavelet transform (CWT) 

The continuous wavelet transform of a signal ( )x t  is defined as a 

convolution integral of ( )x t  with scaled and dilated versions of a mother 

wavelet function , ( )s t  and is given by Eq. (2.12). 

Jedlinski and Jonak [131] proposed that the method of feeding 

CWCs directly to an intelligent classifier such as an ANN or support 

vector machine (SVM) results in superior gear fault diagnostic accuracy 

rather than when statistical parameters derived from raw vibration signals 

are employed for fault diagnosis. In the present work, the independent 

angular domain signals (obtained from the IAR technique) are segmented 

into 6 parts, each representing 60 degrees of pinion rotation. These signals 

with 6 data samples each are averaged to arrive at angular domain 

averaged (ADA) signals for each pinion health condition. The ADA 

signals are then decomposed with CWT and CWCs from the various 

scales fed directly as inputs to an ANFIS classifier.  
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Bafroui and Ohadi [51] reported an improvement in the test 

accuracy of an ANN when parameters derived from CWCs at an optimal 

range of scales were fed to the ANN. They proposed a method of 

identifying the optimal scales based on energy-Shannon’s entropy ratio of 

CWCs. Fig. 5.7 shows the WAM corresponding to combined angular 

domain signal of Fig. 5.5 (a). In the present work, the Morlet wavelet is 

employed as the mother wavelet owing to its similarity to an impulse 

component that is characteristic of a fault in a geared system. 

 

Fig. 5.7. WAM corresponding to the angular domain signal of Fig.5.5(a) 

The energy-entropy ratio of CWCs at the 64 scales of the WAM 

pertaining to the healthy pinion is represented graphically in Fig. 5.8. The 

range of scales from 25 to 49 has higher energy-entropy ratio compared to 

the other scales and is referred to as the optimal range of scales. 
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Fig. 5.8. Energy-Shannon’s entropy ratio plot corresponding to the WAM 

of Fig.5.7 

5.5. Results and discussions 

 The WAMs corresponding to the angular domain averaged signals 

consist of 6 segments representing 60º, 120º, 180º, 240º, 300º and 360º 

rotation of the pinion. Fig. 5.9 shows the angular domain averaged WAMs 

corresponding to the three pinion health conditions. 
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Fig. 5.9. Segmented WAMs for the three pinion health conditions 

The three WAMs in Fig. 5.9 appear different from each other and can be 

utilized to ascertain the condition of the gearbox by feeding in CWCs 

directly to an ANFIS classifier. CWCs from all scales as well as from only 

the optimal scales are employed in the form of input columns to the 

ANFIS. The Gaussian membership functions are chosen for the inputs to 

the ANFIS and each such input is divided into two regions: small and 

large. The number of data samples from each class is 64 when data is fed 

in from all scales and 25 when data is fed in from only the optimal scales. 

In each case, 50% of the randomly selected data samples from each class 

are utilized for training the ANFIS while the remaining 50% are reserved 
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for testing. Thus, two cases, as enumerated in Table 5.1, are considered in 

the present work. 

Table 5.1 

Breakdown of training and test data samples from each class. 

Signal type Case 

No. of data 

samples 

from each 

class 

No. of 

training data 

samples from 

each class 

No. of test 

data samples 

from each 

class 

Vibration (z-axis) 
1 64 32 32 

2 25 13 12 

 

Case 1: Data is fed in from all 64 scales, i.e., there are 6 columns 

consisting of CWCs from all 64 scales pertaining to the three classes. 

When the ANFIS is trained with 32 randomly selected data samples from 

each class, the final error convergence value is 0.00020132 over 400 

training epochs as shown in Fig. 5.10.  

 

Fig. 5.10. Network error convergence curve (Case 1) 

Fig. 5.11 shows the classification accuracy of the trained ANFIS with 

training data samples. It can be observed that all the 32 training data 

samples from each class are correctly classified. 
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Fig. 5.11. Classification accuracy of the trained ANFIS with the training 

data samples 

After the ANFIS has been trained with the training data set (in this case, 

with 32 randomly data samples from each class), its classification 

accuracy with the test data set is tested. Fig. 5.12 shows the classification 

accuracy of the trained ANFIS with the test data samples. It can be 

observed that some of the test data samples are incorrectly classified.  

 

Fig. 5.12. Classification accuracy of the trained ANFIS with test data 

samples 

Case 2: The ANFIS is trained and tested with data samples belonging to 

the optimal scales (25 to 49). There are still 6 columns consisting of 

CWCs. Here, only the number of data samples has been reduced from 64 

to 25 from each class. Amongst the 25 data samples from each class, 13 

data samples are used to train the ANFIS while the remaining 12 data 
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samples are reserved for testing. Fig. 5.13 shows the network error 

convergence curve wherein the final training error over 200 training 

epochs is 0.00026494. 

 

Fig. 5.13. Network error convergence curve (Case 2) 

Fig. 5.14 shows the classification accuracy of the trained ANFIS with the 

training data set. All the 13 data samples from each class are correctly 

classified. 

 

Fig. 5.14. Classification accuracy of the trained ANFIS with the training 

data set 

Fig. 5.15 shows the test accuracy of the trained ANFIS with the test data 

set. All the 12 data samples from each class are correctly classified. The 

test results are unlike Case 1 where some of the test instances were 

incorrectly classified. 
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Fig. 5.15. Classification accuracy of the trained ANFIS with the test data 

set 

The results demonstrate that data samples from the optimal scales of the 

vibration signals’ WAMs have superior fault discrimination potential. In 

order to test the proposed method for its generalization to other types of 

gearboxes, the procedure is repeated for fault diagnosis of a single stage 

spur gearbox. However, this time the procedure is applied to a four-class 

problem instead of the three-class problem as in the case of the bevel 

gearbox. 

5.6. Fault diagnosis of a single stage spur gearbox 

The experimental set-up consists of a single stage spur gearbox that forms 

an integral part of the drive train diagnostic simulator (DDS) shown in 

Fig. 5.16. 
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Fig. 5.16. (a) Drive train diagnostic simulator (DDS), (b) sensor 

arrangement and (c) schematic diagram of the DDS 

The accelerometer for acquiring the vibration signal is mounted on the 

bearing housing of the gearbox input shaft. Vibration signals are measured 

(c) 
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along the z-axis as indicated by a red arrow in Fig. 5.16 (b). The multiple 

pulse tachometer arrangement is facilitated by mounting a multiple strip 

tacho-reflector wheel on the motor output shaft. The accelerometer and 

tachometer are interfaced to a PC via a data acquisition system. 

Vibration signals are acquired under four different pinion health 

conditions (healthy, cracked tooth, chipped tooth and missing tooth) at a 

constant speed of 20 Hz at 0% load. Some of the pinion wheels employed 

for the experiments are shown in Fig. 5.17. 

 

Fig. 5.17. (a) Healthy pinion (b) cracked tooth pinion and (c) missing 

tooth pinion 

The sampling frequency is selected as 8192 Hz and the gear wheel 

remains the same in each of the experiments. Segments of vibration 

signals during which the gearbox drive shaft undergoes 50 complete 

revolutions have been considered for analysis. Fig. 5.18 shows the 

vibration signals acquired from the gearbox under various pinion health 

conditions. The number of samples corresponding to 50 revolutions is not 

the same in each of the four cases owing to fluctuations in speed of the 

gearbox drive shaft. 
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Fig. 5.18. Vibration signals over 50 complete revolutions of the gearbox 

drive shaft with healthy pinion, cracked tooth pinion, chipped tooth pinion 

and missing tooth pinion 

It can be observed from Fig. 5.18 that the amplitude of the 

vibration signal acquired with the healthy pinion is lower than the other 

cases. However, it is difficult to distinguish between the healthy pinion 

and the cracked tooth pinion from only a visual inspection of the time 

domain vibration signals. Further, impulses at regular intervals are 

observed in case of the chipped tooth pinion while impacts of large 

amplitude are observed in case of the missing tooth pinion. Though a 

visual inspection of the acquired time domain vibration signals may help 

an operator diagnose the condition of the gearbox, an automated method 

of gearbox fault diagnosis is desirable in order to minimize human error. 

As in the case of the bevel gearbox, the IAR technique is employed 

to convert the non-stationary time domain vibration signals into quasi-

stationary signals in the angular domain.  Fig. 5.19 shows the combined 

angular domain signal for the healthy pinion and the corresponding WAM. 
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Fig. 5.19. Angular domain signal for the healthy pinion and the 

corresponding WAM 

Fig. 5.20 shows the energy-Shannon’s entropy ratio of CWCs at the 64 

scales of the WAM in case of the healthy pinion. The scales ranging from 

32 to 61 (30 scales) have higher energy-Shannon’s entropy ratio compared 

to the other scales and are referred to as the optimal scales. 
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Fig. 5.20. Energy-Shannon’s entropy ratio at the 64 scales of the WAM in 

case of the healthy pinion 

The 360° of rotation associated with each independent revolution is 

divided into 6 segments, each representing 60° of rotation. Fig. 5.21 shows 

the angular domain averaged WAMs for the four pinion health conditions 

segmented into 6 regions. CWCs from segments 1 to 6 are employed 

directly as six inputs to the ANFIS. 
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Fig. 5.21. Angular domain averaged WAMs representing 360° of rotation 

in segments of 60° 

First, CWCs from all scales are utilized to train and test the ANFIS. 

There are 6 columns of CWCs and 64 data samples from each class of 

which 32 randomly selected data samples are used to train the ANFIS 

while the remaining 32 data samples are used for testing. Fig. 5.22 shows 

that over 200 training epochs, the final error convergence value is 

0.021458. 
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Fig. 5.22. ANFIS error convergence curve 

 Fig. 5.23 and Fig. 5.24 show the training and test accuracy of the 

trained ANFIS when fed with CWCs from all scales. The training 

accuracy when CWCs from all scales are directly fed to the trained ANFIS 

is 100%. However, it can be observed from Fig. 5.24 that a number of test 

instances are misclassified. 

 

Fig. 5.23. Classification accuracy of the trained ANFIS when fed with 

training data samples 



122 
 

 

Fig. 5.24. Classification accuracy of the trained ANFIS when fed with test 

data samples 

When CWCs from only the optimal scales are utilized to train and test 

the ANFIS, the final error convergence value over 150 training epochs is 

0.00083938 as shown in Fig 5.25.  

 

Fig. 5.25. Error convergence curve when CWCs from optimal scales are 

fed to the ANFIS 

 Fig. 5.26 and Fig. 5.27 show the training and test accuracy of the 

trained ANFIS when fed with CWCs from the optimal scales. 15 randomly 

selected data samples from the optimal range of scales are used to train the 

ANFIS while the remaining 15 data samples from each class are reserved 

for testing the classification accuracy of the trained ANFIS. 
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Fig. 5.26. Classification accuracy of the trained ANFIS when fed with 

training data samples 

 

Fig. 5.27. Classification accuracy of the trained ANFIS when fed with test 

data samples 

 CWCs from the optimal range of scales when employed directly as 

inputs to the ANFIS, result in reasonably good training and test accuracy. 

As seen in Fig. 5.27, only one of the test samples belonging to Class 3 

(chipped tooth pinion) is misclassified as Class 4 (missing tooth pinion). 

The other test samples are nearly correctly classified.  

5.7. Conclusion 

 This Chapter attempts to diagnose faults in a bevel gearbox under non-

stationary conditions feeding CWCs directly as inputs to an ANFIS 

classifier. First, the non-stationary vibration signals acquired from the 

gearbox are converted into quasi-stationary signals in the angular domain 
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employing the IAR technique. Implementation of the IAR technique 

demands only minor changes in hardware such as the introduction of an 

additional tachometer reflective strip. The combined angular domain 

signals obtained from the IAR technique are decomposed using CWT and 

a range of optimal continuous wavelet scales identified based on the 

energy-Shannon’s entropy ratio of CWCs. The independent angular 

domain signals are segmented into six parts, each representing 60° rotation 

of the pinion. A number of such angular domain signals from each class 

are averaged to arrive at angular domain averaged signals which are 

decomposed using CWT. Thus, each angular domain averaged WAM 

consists of 6 data samples, each representing 60° of pinion rotation. CWCs 

from each segment are then employed directly as inputs to an ANFIS 

classifier. Reasonably good training and test accuracy is attained when 

CWCs from only the optimal range of scales are employed directly as 

inputs to the ANFIS. The procedure is repeated for vibration signatures 

acquired over approximately 2.5 s duration in case of a single stage spur 

gearbox. Reasonably good training and test accuracy is obtained when 

CWCs from only the optimal range of scales are employed to train and test 

the ANFIS. The results obtained in the present work demonstrate the 

simplicity and effectiveness of the IAR technique, continuous wavelet 

transform and ANFIS in diagnosing faults under non-stationary conditions 

in both the bevel as well as the spur gearbox. 
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Chapter 6 

Conclusion and scope for further research 

Considering the widespread application of gearboxes and their 

significance in power transmission, considerable amount of research 

efforts have been devoted in the recent past to devise new and effective 

methods of GFD. However, an automated method of GFD is desirable 

such that the occurrence of a defect can be identified automatically with 

minimal intervention of the operator. Further, the designed system must be 

able to diagnose faults under the realistic non-stationary conditions to 

which the gearbox is subjected. This study involves the application of AI 

to GFD under non-stationary conditions. In particular, the BPNN and 

ANFIS are employed as two intelligent classifiers for diagnosing faults 

such as a cracked tooth, chipped tooth and missing tooth in a single stage 

gearbox. 

It has been shown in this study that gearbox vibration and acoustic 

signatures have a natural propensity to be non-stationary. The methods 

proposed in this thesis have been applied successfully in diagnosing 

gearbox faults under non-stationary conditions.  As a novel approach, a 

simple yet powerful technique called the IAR technique, is proposed to 

convert non-stationary signals in the time domain into quasi-stationary 

signals in the angular domain. The IAR technique demands only minor 

changes in hardware such as the introduction of an additional tachometer 

reflective strip. 

Chapter 2 of this study is based on the application of ANN in 

diagnosing gearbox faults under fluctuating load conditions. Sinusoidal 

load fluctuations at the output invariably produce speed fluctuations 

resulting in non-stationary conditions. The angular domain signals 

generated from the IAR technique are merged to produce the combined 

angular domain signal corresponding to the complete rotational period. 
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This combined angular domain signal is decomposed using CWT and a 

range of optimal continuous wavelet scales identified based on the energy-

Shannon’s entropy ratio of the CWCs. The classification accuracy of an 

ANN is compared when CWCs from all scales and when CWCs from only 

the optimal scales are employed as input feature vectors. When CWCs 

from only the optimal scales are employed as input feature vectors, not 

only is the training time of the ANN reduced but also the test accuracy is 

enhanced. Reasonably good gear fault diagnostic accuracy is obtained 

when the proposed method is employed to diagnose faults such as a 

cracked tooth and missing tooth under fluctuating load conditions. 

Unlike in Chapter 2 where gearbox vibration signatures acquired 

under fluctuating load conditions are analyzed, in Chapter 3 gearbox 

vibration and sound emission signatures acquired at a constant 

programmed speed of rotation are analyzed. Vibration signatures are 

acquired in two mutually perpendicular directions in order to study 

whether there is any advantage in the gear fault diagnostic accuracy by 

acquiring signatures in a particular direction. It is revealed that gearbox 

vibration and sound emission signatures have a natural tendency to be 

non-stationary. This is evident from an unequal number of samples 

between tachometer pulses. Under such non-stationary conditions, 

techniques such as TSA cannot be directly employed to improve the signal 

to noise ratio. Since the acquired gearbox signatures are non-stationary, 

the IAR technique is combined with PCHI to generate a number of angular 

domain signals, each representing one revolution of the gearbox drive 

shaft. The resulting angular domain signals are averaged in order to 

improve the signal to noise ratio. The ADA signals thus obtained are 

decomposed using CWT and CWCs from the 64 scales employed directly 

as inputs to a BPNN. The dimensionality of the input feature vectors is 

360 and the number of output neurons is 4 since the problem is a four 

class gear fault identification problem. The number of neurons in the 

hidden layer is determined by trial and error. Reasonably good gear fault 
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diagnostic accuracy is attained when the proposed method is applied to 

diagnose faults such as a cracked tooth, chipped tooth and missing tooth in 

a single stage spur gearbox. Marginally superior results are obtained when 

the sound emission signatures are analyzed to ascertain the condition of 

the gearbox. Moreover, no clear advantage in terms of the gear fault 

diagnostic accuracy is obtained when vibration signatures acquired in two 

mutually perpendicular directions are analyzed for fault diagnosis. 

Unlike Chapters 2 and 3 which are based on the application of 

vibration signals and BPNN to GFD, Chapter 4 employs the ANFIS to 

diagnose faults such as a cracked tooth and chipped tooth in a single stage 

spur gearbox. Acoustic signatures are acquired under three different 

gearbox health conditions at a constant programmed speed of 10 Hz. The 

acoustic signals are synchronized from the revolution point of view and 

the resulting ADA signals decomposed using CWT choosing the number 

of scales to be 128. A range of optimal scales is identified based on the 

energy-entropy ratio of CWCs from the WAM pertaining to the healthy 

pinion. Wavelet amplitude maps for the three pinion health conditions are 

segmented and CWCs from optimal scales fed directly in the form of data 

samples to an ANFIS with the objective of identifying the condition of the 

gearbox. The Gaussian membership function is chosen for the inputs to the 

classifier. Each of the 6 inputs to the ANFIS is divided into two Gaussian 

membership functions, viz., small and large. Through a combination of the 

IAR technique, continuous wavelet transform and ANFIS, acoustic signals 

are effectively utilized for diagnosing the condition of a gearbox. 

Chapter 5 attempts to diagnose faults in a bevel gearbox under 

non-stationary conditions feeding CWCs directly as inputs to an ANFIS 

classifier. First, the non-stationary vibration signals acquired from the 

gearbox are converted into quasi-stationary signals in the angular domain 

employing the IAR technique. The combined angular domain signals 

obtained from the IAR technique are decomposed using CWT and a range 
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of optimal continuous wavelet scales identified based on the energy-

Shannon’s entropy ratio of CWCs. The independent angular domain 

signals are segmented into six parts, each representing 60° rotation of the 

pinion. A number of such angular domain signals from each class are 

averaged to arrive at angular domain averaged signals which are 

decomposed using CWT. Thus, each angular domain averaged WAM 

consists of 6 data samples, each representing 60° of pinion rotation. CWCs 

from each segment are then employed directly as inputs to an ANFIS 

classifier. Reasonably good training and test accuracy is attained when 

CWCs from only the optimal range of scales are employed directly as 

inputs to the ANFIS. The procedure is repeated for vibration signatures 

acquired over approximately 2.5 s duration in case of a single stage spur 

gearbox. Reasonably good training and test accuracy is obtained when 

CWCs from only the optimal range of scales are employed to train and test 

the ANFIS. The results obtained in the present work demonstrate the 

simplicity and effectiveness of the IAR technique, continuous wavelet 

transform and ANFIS in diagnosing faults under non-stationary conditions 

in both the bevel as well as the spur gearbox. 

It is evident from the present study that an analysis of acoustic 

signatures may serve as a promising alternative to diagnose the condition 

of the gearbox. However, at the time of writing this thesis, the number of 

research papers based on an analysis of acoustic signatures to diagnose 

gearbox faults using AI is limited. To the best of the author’s knowledge, 

the application of ANFIS to diagnose gearbox faults based on acoustic 

signatures has not been attempted as a novel work in this research and 

may be a subject of further research. The methods proposed in this thesis 

have been successfully applied to GFD by acquiring signatures from an 

experimental set-up. The proposed methods can be extended to real life 

applications where the acquired signals are non–stationary. 
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