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ABSTRACT

Cloud computing is the next-generation computing technology which provides different “on-

demand” services by dynamically sharing resources among multiple users over Internet. This

technology can easily be adopted by novice end users. However, various security threats have

been introduced into the CIA (confidentiality, integrity, and availability) triad of cloud. To

manage these threats, two types of approaches have been followed. The first approach uses

isolation of network resources, users, and applications and the second approach ensures se-

cure software design, and formal and strict testing procedures. Recent experience shows that

both approaches are irrelevant to the cloud deployment modules due to their adequate level

of security. In cloud environment, end users require guarantee of security for the deployment

of reliable and trusted network applications, which are maintained by Cloud Service Provider

(CSP). Therefore, we need a novel approach that enforces secure network application and

environment for cloud users.

In this work, first, we propose a solution for secure and efficient authentication mecha-

nism in cloud environment. In our proposed methodology, user’s data are stored into various

cloud servers, and a bilinear pairing based secret key generation method is proposed to pro-

vide better security. A Secret Key Generator (SKG) is utilized to keep the identities for users

and to perform authentication in cloud. From the stored identities, a hierarchy is created to

generate the secret key for a user. In each hierarchy level, an intermediate key is generated

from the user’s identity stored corresponding to that hierarchy level and the intermediate key

of the previous level. This process uses bilinear pairing to generate the secret key. Further,

SKG generates different public parameters to perform authentication of user with different

CSPs. The proposed mechanism is able to prevent malicious users from accessing legitimate

resources.

Next, we propose two different techniques for data integrity verification (DIV). The pro-

posed techniques utilize multiple third-party auditors to reduce the computational overhead

of the end user. In both approaches, a file is divided into a number of blocks before storing

into different cloud service providers. Then, algebraic signature (AS), combinatorial batch

codes (CBC), and homomorphic tag are used in the first approach; whereas Paillier homo-

morphic cryptography (PHC) system, and CBC are used in the second approach. AS is used

to generate homomorphic code and CBC is utilized to store file blocks into different CSPs.

The AS helps to maintain confidentiality of the data during the integrity check using TPA

i



in the first approach. In the second approach, encrypted file blocks are stored into different

CSPs using CBC. The PHC helps to preserve the confidentiality of the data. Moreover, the

properties of AS and PHC support dynamic operations for DIV method 1 and 2, respectively.

Finally, a collaborative model using Multiple Third Party Auditors (M-TPA) is proposed

for DDoS attack prevention. Here, we utilize Dempster Shafer Theory (DST) and Weibull

Probability Distribution to analyze the traffic pattern of the CSPs. We also compute basic

probability assignment (BPA) for TCP, ICMP, and UDP packets. Based on these assess-

ments, we detect whether a DDoS attack is occurred or not. In this model, we follow packet

trace back method to identify the source of attack.

We have evaluated the proposed models with respect to different performance parame-

ters. We achieve an average user and CSP performance of 91.41% and 96.49%, respectively

for the proposed efficient authentication mechanism. Further, we attain an average accuracy

of 95% and 92.76% for CBC based and PHC system based data integrity verification meth-

ods, respectively. Both the DIV approaches support dynamic data operations with adaptable

and useful batch auditing through which various audit sessions for multiple users can be

handled simultaneously. Finally, high sensitivity, specificity, and accuracy with a low false

alarm rate are observed for the proposed DDoS attack prevention mechanism.
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Chapter 1

Introduction

Cloud Computing introduces a wide range of advantages including elasticity of computing

resources, economic savings, and service flexibility. However, security and privacy concerns

are the major challenges to a wide adoption of cloud computing. In this thesis work, we

are going to propose solutions for efficient authentication, data integrity verification, and

prevention of DDoS attacks. Section 1.1 of this chapter gives the basic concept of cloud

computing along with the different service model. Section 1.2 provides the characteristics

as well as the advantages of cloud computing. We discuss the security threats concerning to

the cloud computing model in section 1.3. In section 1.4, we present the motivation of this

work. Section 1.5 states the objectives of our work. In section 1.6, we highlight the major

contributions made in this thesis. Finally, organization of the thesis is given in section 1.7.

1.1 Basics of Cloud Computing

Cloud computing is an exciting and promising technology paradigm that changes current

technological and computing concepts into utility-like solutions. It is the “on-demand” de-

livery of computing services [1–3] like servers, database storage, applications, networking,

software, analytics, intelligence, and more IT resources via the Internet (“the cloud services

platform”) to provide rapid access to flexible resources. In cloud, users typically pay only

for cloud services they use which help to manage infrastructure more efficiently with low

cost. It provides a simple way to access servers, storage, databases, and a broad range of

application services over the Internet.
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Cloud Computing
Model

Application Level 
(Software as a Service) 

Virtual Level 
(Platform as a Service) 

(Infrastructure as a Service) 

Physical Level 
(Data as a Service) 

Figure 1.1: Cloud Computing Model

Service Models of Cloud Computing
Cloud computing provides different services depending on users’ requirements. We model

these services in three different levels as shown in Fig. 1.1. These service levels are briefly

discussed in the following.

• Physical Level: The data storage is one of the main priority of any service gathering.

If the user chooses the easy option for data saving at the end of a service provider,

storage server of the service provider must be available with the facility of Data as a

Service (DaaS).

DaaS is one type of infrastructure service which delivers on-demand virtual data stor-

age to fulfill user requirements [4]. It allows users to pay only what they used rather

than entire license subscription fee for Data Base Management System (DBMS). It

offers an extensive amount of data storage with a compressed format that is designed

to cope up with large, inexpensive, and fast data storage. It also supports traditional
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storage system such as Relational Database Management System (RDBMS) and file

systems with new commercial technologies.

The examples of DaaS: - Amazon S3, Google BigTable, and Apache HBase.

• Virtual Level: Virtualization is the elementary automation of resource allocation and

supply to accomplish user’s request. The virtual resources like infrastructure and plat-

form are required to improve the quality of advancement and implementation of rigid

technologies. At virtual level the following two services are achieved by users.

1. Infrastructure as a Service (IaaS): This service model contributes virtual re-

sources (applications, storage, networks, and operating systems, etc.) for com-

puting over the Internet [2]. IaaS uses virtualization as a core for integration

or decomposition of physical resources to qualify for increasing or decreasing

demands invoked by the users. The primary goal of virtualization is the setup of

separate Virtual Machines (VMs) for service provision, which is isolated from

basic hardware and other VMs. This approach is different from multi-tenancy

that transforms the multiple instances of multiple users to run on a single appli-

cation.

The examples of IaaS: - Amazon’s EC2, AWS Elastic Beanstalk, Windows

Azure, Heroku, Force.com, Google App Engine, Apache Stratos, Office365.

2. Platform as a Service (PaaS): This service model provides a precise frame-

work, essential functions, and Software Life Cycle (SLC) to develop, build,

test, and host applications, which can be customized and employed by the user

to develop their applications [3]. It also authorizes the user to expand applica-

tion and services directly on the cloud.

The examples of PaaS: - Amazon EC2, Windows Azure, Rackspace, Google

Compute Engine.

• Application Level: The Cloud is an extension of Application Service Provider (ASP).

It maintains high application availability with the common users to fulfill their online

demand. The Software as a Service (SaaS) is fundamental service provision at the

application level. With SaaS, users can access different hosted software application

on PaaS through networks [5]. SaaS applications are built by the service provider and

could be configured by users. However, the user does not have rights to change or
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modify this request. The cost of using this application is nominal; even less than a

software subscription charges. The SaaS application requires optimization regarding

availability, disaster recovery, speed, security, and maintenance.

The examples of SaaS: - SalesForce.com, OneDrive Sync, Google Docs, Google Apps,

Microsoft Office 365, Workday, Concur, Citrix GoToMeeting, Cisco WebEx, etc.

1.2 Characteristics of Cloud Computing

Cloud computing has a variety of characteristics. Some important characteristics of the cloud

are explained below:

1. Resource Pooling: Computing resources (system memory, cache memory, hard disk

space, Interrupt Requests (IRQs), and Direct Memory Access (DMA) channels) are

used by multi-tenant model for the provision, in which multiple customers pool their

required resources and fulfil the constant demand of virtual and real resources. The

beautiful thing about it is that the user does not aware of the exact location of the

resources.

2. Virtualization: The concept of virtualization allows multiple and potentially varied

operating system instances to run concurrently on a single physical computer system.

Each of these instances shares the physical resources (Memory, Storage, CPU, and

Network Connectivity) of the host computer system. With the help of virtualization, a

single machine can provide an IT infrastructure that could require multiple computer

systems. Thus, the user is able to perform those operations that cannot be possible

through a single computer.

3. Elasticity with Ultra Large Scale: Elasticity is the ability of any system to resist on

a distortion influence and yield to its previous original condition, when this distortion

influence is removed. In cloud, the virtual resources have dynamic and rapid elasticity

in case of increasing and decreasing demand for the resources. It provides a flexible

choice for the user to select unlimited quantity and variety of resources at any time.

The capability of scaling [6] in cloud environment is very significant.

4. On-Demand Self-Service: Any user can automatically acquire the demanded re-

sources without any latency delay and human interaction. For this, Cloud Service
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Provider (CSP) provisioned the metered computation capabilities, such as network

storage and server as per the requirements of the users.

5. Broad Network Access: The cloud provides a wide variety and range in standard

mechanism (Hypertext Transfer Protocol Secure (HTTPS), Secure Sockets Layer

(SSL), Secure Shell (SSH), and Secure Remote Login (SRL) ) for network access

of different utilities (laptops, mobiles, and tablets, etc.).

6. Reliability: Cloud services are more reliable [7] than other traditional approaches

because it uses multi-transcript fault-tolerant methods for handling any situation of

failure. It avoids the cases of single point failure.

7. Inexpensive: Cloud computing is an inexpensive technology because of its metered

services with pay-as-per-use model and user does not need to invest for his own in-

frastructure. Cloud fault tolerance mechanism is expandable within a large number

of economic nodes. Due to this reason, scaling capability of resources is high with

the minimum failure rate. Thus, users can take advantage of low-cost resources.

8. Backup and Disaster Recovery: The Cloud provides rapid and automatic disaster

recovery capabilities and backup service for any platform. It is very useful for the

small companies in which we find the lack of technical expertise and required ex-

penses.

9. Automatic Software Updates: Cloud servers are off-premise, out of sight and out

of user control. Thus, it is the responsibility of CSP to update regularly and inte-

grate software for their provided services. It is based on the strict compliance and

regulatory obligations of standards set by auditing authorities.

10. Quick Deployment: The Cloud technology offers a very vast variety of implemen-

tation services. Once you choose a model type, out of public, private, commodity or

hybrid, then, in the few minutes, entire systems would be fully functional for obtain-

ing your giant business goal.

1.3 Cloud Security & Threats in Cloud Computing

In this section, first we discuss the security aspect of cloud computing. Thereafter, we will

present the different security threats associated with each level of the service model.
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1.3.1 Cloud Security

To adapt a new technology with confidence, security is the primary requirement of any orga-

nization. Security is the assurance of any independent entity to approach a measurable goal

besides the threats and dangers generated by the intruders. Security can be reformed as the

composite fusion scripts of three fundamental qualitative entities.

1. Confidentiality: It is the avoidance of unauthorized exposure of the information. It

also involves various rules and restrictions that limit access to certain information and

places.

2. Integrity: It refers to the avoidance of unauthorized alteration, modification, or dele-

tion of the information. It is the quality of the system to be persistent during any

change occurred in the system.

3. Availability: It is the avoidance of illegal prohibition of the information. It is the

degree of the system to be committed for operable at any specific instant of time.

1.3.2 Security Threats

In the cloud, there are a vast variety of security threats and hazards that may damage the trust

of a user on service providers. The user must have confidence in the service providers for

taking proper security arrangement in case of any threatening conditions. Virtualization is

one of the key points to attack in the cloud environment, because of the vulnerable relation-

ship between hardware and operating system (OS). In this condition, virtualization software

“hypervisor” may be compromised. Thus, cloud environment must support multi-tenant and

isolation for prevention of the security threats. The availability, integrity, confidentiality, and

reliability of resources can be severely affected due to many attacks. Thus, avoidance of

security threats must be the primary concern in the cloud computing.

We have listed different security threats associated with each level of the cloud computing

model. These threats are shown in Fig. 1.2.
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Security Threats

Privacy Breach
Impersonation Attack 
Replay  Attack
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Impersonation Attack
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SQL Injection Attack
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Virtual Level 
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(Infrastructure as a Service) 

Physical Level 
(Data as a Service) 

Figure 1.2: Security Threats Associated with Cloud Computing Model

1.4 Motivations

The growth in cloud computing services, however, has made it vulnerable to various security

threats for novice cloud users. Major vulnerable attacks in cloud computing are performed

to breach the authentication, data integrity and availability of services [8–10].

In the cloud environment, authentication is a major concern especially during the deploy-

ment of cloud computing services. It can prevent legitimate users from accessing the content

stored in the cloud and permit attackers to misuse the content. Although various schemes are

available to tackle attacks like impersonation attacks, replay attacks, forgery attacks, reflec-

tion attacks, and parallel session attacks [8, 11, 12] for authentication, the need for a more

robust authentication mechanism is strongly felt.

The integrity of the client’s data is another major concern in cloud computing because

cloud service providers may not always be trustworthy. Different attacks on physical level

(See Fig. 1.2) may cause data leakage which lead to loss of user data. There are mainly
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two approaches proposed in literature, namely Proof of Retrievability (PoR) [9, 13, 14] and

Provable Data Possession (PDP) [15–17] to verify data integrity. However, the verification

process of these techniques depends on a two-tier architecture and they can only verify static

data efficiently. The issue is their inefficacy in performing dynamic operations. Dynamic

operations are required when a user wants to modify only a few data blocks in the original

stored data. Existing approaches maintain a trade-off between dynamic operations, com-

munication complexity, and storage. Certain other techniques [18–20] comprise a three-tier

architecture, that involves trusted Third Party Auditors (TPA) that serve as an interface be-

tween the cloud user and the CSP. The major issues with these techniques are: single point

failure and inefficient batch auditing.

A third significant concern in cloud computing is the availability of services. The avail-

ability of services may be adversely affected by the session hijack attacks, impersonation at-

tacks, reused IP address attacks, and Distributed Denial of Service (DDoS) attacks. Among

these attacks, DDoS is a collaborative attack on the availability and functionality of a vic-

tim cloud through multiple corrupted systems. Subsequent to stealing control, an associate

intruder compels these compromised systems to send a large number of malicious packets

towards the victim cloud. Various solutions for DDoS attack have been proposed in litera-

ture. A few of them [10, 21–24] are based on intrusion detection systems (IDS). However,

such DDoS prevention techniques are affected by impersonation attacks, privacy leaks, poor

performance, and the issue of single point failure.

This thesis focuses on providing an effective solution leading to an authentication mecha-

nism that can prevent malicious users from accessing legitimate resources and provide better

security. Further, to resolve the data integrity verification problem, we explore Multiple

TPA based solutions. Further, we investigate the applicability of CBC, Algebraic Signa-

ture [25, 26], and Homomorphic Tag for data integrity verification. We also examine the

possibility of data integrity verification with CBC and a variant of the Pailliar cryptogra-

phy system. Finally, we investigate for a solution to prevent DDoS attacks using TPA and

Weibull Distribution in cloud environment.

To avoid these threats, several solutions are available. In literature, only few works use a

trusted third party for evaluation of message communication or exchange. It works as a fair

interface between users and service providers. However, frequent message communication
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increases time and space complexity at the end of service provider.

1.5 Objectives

Performance and security are two major concerns in the wide deployment of the cloud com-

puting systems. Based on the context described above, the objectives pursued in our work

are divided into three broad categories. These objectives are stated in the following:

• Objective 1: Effective Authentication

– To investigate and improve third party collaboration for secure authentication

mechanisms in cloud computing.

– To make use of hierarchical bilinear pairing for effective and better authentica-

tion in the cloud environment.

– A comparative analysis with traditional authentication methods to prove the ef-

fectiveness of the proposed approach.

– To identify the most suitable and efficient collaboration mechanism between

third party auditors (TPA), cloud service providers (CSP), and cloud users to

find a common security goal.

• Objective 2: Data Integrity Verification

– To propose an efficient data integrity verification mechanism with multiple third

party auditors (M-TPA) for work collaboration in the cloud environment.

– To make use of Combinatorial Batch Codes (CBC) for load balancing among

various CSPs to perform dynamic data operations in the cloud.

– To explore probabilistic methods for data integrity verification which could re-

duce the number of verification challenges.

– To support batch auditing with the implementation of applications in the Hadoop

and MapReduce framework.

• Objective 3: DDoS Attack Prevention and Mitigation

– To propose prevention mechanisms for DDoS attacks in cloud environments with

the help of third party packet trace back technique.

– To make use of Dempster-Shafer Theory (DST) and Weibull probability distri-

bution for analyzing the impact and source of DDoS flood attacks and to prevent
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such attacks.

– To analyze the security and performance of our DDoS prevention techniques

based on small size plain text.

1.6 Summary of Contributions

In this work, we address several security concerns associated with cloud computing and

enhance the current state of the work in the manner listed below. Multiple third party auditors

(M-TPA) work as an interface between CSPs and cloud users, and help them to efficiently

perform the following tasks in the scenarios of limited availability of resources.

• Effective authentication.

• Data integrity verification.

• DDoS attack prevention.

In the following subsections, we present the significant contributions related to each task.

1.6.1 Effective Authentication

In this research work, we have explored the scope of TPA for authentication. We propose

a novel authentication method for cloud environments, in which a secret key for the user is

generated through a hierarchical development of bi-linear mapping. We have implemented a

prototype of the proposed method in the Hadoop and MapReduce framework and evaluated

the user CSP performances with different parameters under varied conditions. We have also

done a comparative analysis of our scheme with other methods. From the obtained results, it

is evident that our scheme provides more effective solution for cloud environments.

1.6.2 Data Integrity Verification

In the second part of the work, we propose two collaborative techniques for data integrity

verification with multiple third-party auditors. The first technique utilises the algebraic sig-

nature, homomorphic verification tag, and combinatorial batch codes while the second tech-

nique utilises the Paillier homomorphic cryptography system for data integrity verification.

Properties of algebraic signature and CBC demonstrate the suitability for data integrity ver-
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ification in cloud computing. On the other hand, the properties of the Paillier homomorphic

cryptography system make the second approach very helpful in performing data integrity

verification in a secure manner in cloud environments. Both approaches achieve high prob-

ability of server misbehavior detection with good accuracy. Further, both the approaches

support dynamic operations with less overhead. Performance comparison shows the effec-

tiveness and utility of these approaches.

1.6.3 DDoS Attack Preservation

Finally, we have proposed a collaborative approach for DDoS detection and prevention based

on third party auditors. This method uses DST and Weibull distribution for DDoS detection

and prevention. Three valued logic value of Weibull distribution makes it ideally suited for

cloud storage. The Security service model of our approach ensures the security of the CSPs.

We have also addressed the issue of IP spoofing in this work. Further, the experimental

evaluation of the proposed approach shows that the proposed method successfully handles

DDoS attack in cloud environments.

1.7 Organization of the Thesis

The rest of the thesis is organized in the following chronicle chapters.

• In chapter 2, we survey and analyze existing work related to efficient authentication,

data integrity verification, and DDOS attack prevention methods.

• Chapter 3 presents the proposed efficient authentication mechanism in cloud environ-

ments.

• In chapter 4, first, we describe a TPA-based novel data integrity verification (DIV)

technique that uses algebraic signature, CBC, and homomorphic tag. The latter part of

the chapter discusses another variant of this technique using the Paillier cryptography

system.

• Chapter 5 presents a new packet trace back technique for DDoS attack prevention.

This technique utilizes the trusted TPA for packet analysis on behalf of users.

• In chapter 6, we report the performance parameters as well as the experimental results

obtained in our work.
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• Finally, chapter 7 concludes our work. We also discuss future research directions

evolved during this work.
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Chapter 2

Related Work

Important research papers brought a significant technical development in the last few years

and this chapter presents the survey of those technical developments. Section 2.1 reviews

various authentication methods for cloud computing. This section also includes merits and

demerits of these methods. In section 2.2, the works related to DIV approach are analyzed.

Different DDoS attack prevention techniques are discussed with their limitations in section

2.3. Section 2.4 summarizes this chapter.

2.1 Efficient Authentication

In this section, we survey the literature related to the existing authentication methods in the

cloud environment. First, we discuss some basic authentication methods, which are also

used in cloud environment. Then, we describe existing methods, which are specifically built

for cloud environment.

Do et al. [27] showed that to authenticate with the Dropbox [28], a user requires the

OAuth token, OAuth consumer key, and the OAuth signature. It is also observed that any

adversary can retrieve all the confidential information from the Dropbox directory except that

half of the OAuth signature. This is a big breakthrough for compromising the commercial

cloud authentication to fetch any confidential file, adversary requires OAuth consumer key

and the missing half of the OAuth signature.

Authorization Federation [29] is a central policy decision point to delegate service access

request. It provides a homogeneous authorization for multi-cloud environment. Limitations
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of this approach are single point failure, poor performance, and high network latency. The

work proposed in [11] analyzed an efficient and scalable authentication scheme. This scheme

uses the property of multi trap door hash functions for storing data from multiple sources.

The drawbacks of this method are expensive pairing operations and linear growth for tag

aggregation. It involves minor performance degradation in comparison to other methods.

A new Privacy Aware Authentication (PAA) scheme is proposed by He et al. [8], which

is based on identity signature in mobile cloud computing. This method requires less com-

putation and communication cost. The major disadvantage of this scheme is that it is less

secure against Impersonation Attack. Jiang et al. [30] suggested a novel method, which in-

cludes three factor authentication for user of vehicular cloud computing. In this method,

single sign-on token is used for flexible, scalable and secure access of different services.

This method requires less computation cost and low communication overhead. However,

this scheme is less secure while transmitting the data because it causes privacy leaks.

A privacy aware mutual authentication scheme is suggested by Jiang et al. [31] to tol-

erate all major security threats. This scheme improves the design flaws in many cases such

as misuse of biometrics, wrong password, and fingerprint login. It also improves no user

revocation facility for distributed mobile cloud servers. An application oriented architecture

is proposed by Amin et al. [32] for distributed cloud environment. With the help of this

architecture, registered users can access secure private information from cloud servers. This

approach provides an informal cryptanalysis protocol, which protects user from all possible

security threats. But this approach suffers from the problem that protection from security

attacks is dependent upon hardness assumption of the hash function.

Benzekki et al. [33] proposed a context aware authentication system which implements

conjunction with password protection. This scheme is cost effective and easy to implement.

But main drawback of this method is that authentication request passes through different

steps for an access decision. Wu et al. [34] proposed a two factor authentication, in which

adversary can guess the password with negligible probability. They also demonstrate a for-

mal method to crack a session key and privacy of the scheme. This scheme is only intended

for smart health care systems. A provable secure authenticated scheme is proposed by Odelu

et al. [12] for distributed cloud services. This scheme utilizes strong credentials privacy,

which is provably secure and efficient. This scheme is shown secure against Man in the Mid-
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dle Attack, Impersonation Attack, and Replay Attack. However, revelation of the session

specific information is the major drawback of this scheme.

Butun et al. [35] presented a multi level secure authentication for reliable and resilient

networks. It includes seamless integration of cyber physical systems and IoT based real time

control. Privacy utility trade-off is the main drawback of this scheme. A secure signcryption

scheme with cipher-text authentication is proposed by Daniel et al. [36]. The method is based

on hardness of RSA assumption and discrete logarithm problem. This scheme is validated

through automated cryptographic verification tool. The major drawback of this scheme is

that it is less secure against Impersonation Attack. In [37], a trust and reputation based

authentication method is proposed, which incorporates authentication to avoid malicious

Impersonation Attacks. In this scheme, service of CSP is calculated in terms of trust and

reputation. This scheme works suitable under collision and white washing attacks. The

limited scope is the major issue of this scheme. A zero knowledge proof authentication

scheme is proposed in [38]. The method is delighted over a traditional TCP/IP infrastructure.

Additional bandwidth and computational requirements are the major concerns of the scheme.

A work presented in [39] described a shared authority based privacy preserving authenti-

cation method, in which anonymous access request is used for authentication. In this method,

attribute based access is required to incorporate own data fields. Other contribution of work

is proxy re-encryption, which is applied on user privacy. Low resistance for impersonation is

the main disadvantage of this method. In other research work [40], a server side anonymous

attribute based authentication scheme is proposed, which formalizes security by outsourcing

the computation. Signing attributes require heavy computation overhead, which is the main

limitation of this scheme.

Another work [41] presented a multi-server authentication based on biometrics and

smart-card. This scheme supports many features such as anonymity, mutual authentica-

tion, and forward secrecy. This scheme provides resistance to eavesdropping attack, server

spoofing attack, stolen smart-card attack, and masquerade attack. The scope of this scheme

is limited to the systems, which are using smart-card. A key-aggregate authentication cryp-

tosystem is proposed by Guo et al. [42]. The method is executed by the cloud server. In

this scheme, number of keys are constant. It solves the problem of key-leakage during data

sharing. However, the scheme may be suffered from collusion in the exchange of keys.
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Table 2.1: Comparative Analysis of different Authentication Methods

Method Mechanism Advantages Disadvantages
Do et al. [27] User requires OAuth token

OAuth consumer key, and the
OAuth signature.

This is a big breakthrough for
compromising the commercial
cloud authentication.

The missing half of the OAuth
signature requires for further
processing.

He et al. [8] Privacy Aware Authentication
(PAA)

It provides a homogeneous au-
thorization for the multi cloud
environment.

This approach is suffering from
single point failure, poor per-
formance, and high network la-
tency

Jiang et al. [30] Three factor authentication for
user of vehicular cloud com-
puting.

Multi trap-door hash functions
for storing data from multiple
sources.

Expensive pairing operations
and linear growth for tag aggre-
gation.

Amin et al. [32] An application oriented archi-
tecture for distributed cloud en-
vironment.

Less computation and commu-
nication cost.

Less secure against Imperson-
ation Attack.

Benzekki et al.
[33]

A context aware authentication
system to implement conjunc-
tion with password protection.

Less computation cost and low
communication overhead.

It causes privacy leaks.

Wu et al. [34] A two factor authentication Cost effective and easy to im-
plement

Anyone can guess the pass-
word with negligible probabil-
ity

Odelu et al. [12] Strong credentials privacy Secure against Man in the Mid-
dle Attack, Impersonation At-
tack, and Replay Attack.

Revelation of the session spe-
cific information.

Butun et al. [35] A multi level secure authenti-
cation

Seamless integration of cyber
physical systems and IoT based
real time control

Privacy utility may trade-off.

Daniel et al. [36] A secure signcryption with
cipher-text authentication

Automated Cryptographic ver-
ification tool.

Less secure against Imperson-
ation Attack.

Guo et al. [42] A trust and reputation based
authentication, incorporates
authentication to avoid mali-
cious Impersonation Attacks

Zero knowledge proof authen-
tication scheme

Low resistance for imperson-
ation

2.2 Data Integrity Verification (DIV)

Data auditing is a periodic event to assess quality of data for a specific purpose like to evalu-

ate security, data integrity, privacy preservation, and computational accuracy. This could be

a primary source for shielding corporate data assets against potential risk and loss. Auditing

of data relies on a registry which could be a storage space for information and data assets.

During data auditing, the creation, origin, and/or format of data may be reviewed to assess

its utility and value.

Furthermore, DIV schemes use two types of approaches : probabilistic and deterministic.

In probabilistic approach, some blocks are randomly selected to check. On the other hand,

deterministic techniques [43] check the integrity of all data blocks.

Traditional systems generally use Provable Data Possession (PDP) and Proof of Retriev-

ability (PoR) schemes for data auditing. Both of these schemes are based on the fact that
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a client directly communicates with the data storage servers to produce proof of access, re-

trieve, and possess of the data. The only difference between PDP and PoR techniques is that

PDP techniques merely produce a proof for recoverable data possession but PoR schemes

check the possession of data and it can recover data in case of data access failure or data

loss. Usually, a PDP scheme can be transformed into PoR scheme by adding erasure or error

correcting code.

The PDP techniques [9], [13], [44], [45], [46] generate probabilistic proofs of possession

by sampling random sets of blocks from the server, which drastically reduces I/O transfer

costs. These techniques have two parts of actions. First, the client (verifier) preprocesses the

data, and keeps a small amount of meta-data. Then, the client sends entire data to a non-

trusted data storage server (prover) for storing. Later, client (verifier) verifies the original

data with the help of meta-data and confirms whether the data storage server still possesses

the client’s original data, and the stored data has not been tampered or deleted. In PDP

techniques, the client maintains a constant amount of meta-data to verify the proof. The

challenge/response protocol transmits a low, constant amount of data that minimizes network

communication. Hence, the PDP schemes for remote data checking support large data sets

in widely distributed storage systems.

In literature, several PDP techniques have been proposed. The PDP technique proposed

by Ateniese et al. [9] uses Homomorphic Verifiable Tags (HVT) as a key tool for DIV. In

another work [13], they proposed a Scalable PDP technique. This work is an enhanced

version of the initial PDP [9] and utilizes the symmetric key cryptography for DIV. A variant

of this approach is dynamic PDP technique [45]. It uses rank-based authenticated dictionary,

skip list and RSA tree for DIV. Another efficient PDP technique is proposed by Seb’e et

al. [44]. The asymmetric key cryptography (RSA modules) is used as a key tool for DIV in

this work. There is another PDP technique [46] which uses the algebraic signature for DIV.

The different properties supported by these PDP schemes are summarized in Table 2.2.

PoR schemes [15], [16], [47], [48], [49] also have two parts of action. First, the client

(verifier) allows to store a file on a non-trusted data storage server (prover). Later, the client

runs data audit proof algorithm. This proof helps prover to ensure that it still possesses the

client’s data file, and client can recover the entire file. In these schemes, an encrypted file

random embeds a set of randomly-valued check blocks or sentinels. The use of sentinel for
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Table 2.2: Comparison of Different PDP Schemes

Properties PDP [9] S-PDP [13] E-PDP [44] D-PDP [45] C-
DPDP [46]

Primitives Homomorphic
Verifiable
Tags (HVTs)

Symmetric
Key Cryp-
tography

Asymmetric
Key Cryp-
tography
(RSA Mod-
ules)

Rank-based
Authen-
ticated
Dictionary,
RSA Tree
and Skip
List

Algebraic
Signature

Type of
Guarantee

Probabilistic Probabilistic Probabilistic Probabilistic Probabilistic

Public Ver-
ifiability

Yes No No No Yes

With the
Help of
TPA

No No No No No

Data Dy-
namics

Append only
(Static)

Yes No Yes Yes

Privacy
Preserving

No No No No No

Support for
Sampling

Yes Yes No Yes Yes

Probability
of Detec-
tion

[1-(1− p)c] [1-(1− p)c] [1-(1−p)c∗s] [1-(1− p)c] [1-
(1− p)c∗s]

data auditing minimizes the client and server storage. It also minimizes the communication

complexity of the audit and the number of file-blocks accessed by server during audit. An

approximate executed PoR scheme encourages verifier because the prover presents a protocol

interface through which the verifier can collectively retrieve the file.

There are several PoR techniques proposed in existing literature. Among these, the PoR

technique proposed by Juels et al. [15] uses error correcting codes, symmetric key cryptog-

raphy, sentinel creation, and permutation for DIV. PoR Hardness Amplification (PoR-HA)

technique proposed by Dodies et al. [47] uses the error correcting codes, Reed-Solomon

codes, and hitting sampler for DIV. In other work [48], the adversarial error correcting codes

are used to solve the DIV problems. In Compact-PoR [16], the BLS signature and pseudo-

random functions are used for DIV. Further, Juels et al. [49] presented a work for High
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Availability and Integrity Layer (HAIL) in cloud storage. They used integrity protected er-

ror correcting universal Hash and MAC functions to solve the DIV problems. Table 2.3

summarizes the different properties of the above stated PoR schemes.

The major issue with PoR and PDP schemes is that these schemes are used only for

static data, and are applied only on encrypted files which allow a limited number of queries.

Further, there is a trade-off between privacy preservation and dynamic data operations. Some

schemes do not preserve the privacy at all. Both PDP and PoR schemes are computation

intensive and executed at the user end. None of these schemes considers batch auditing

process. In addition to above issues, the effectiveness of these schemes primarily relies on

the preprocessing steps which is conducted by users before out-source the data file. This

also introduces significant computational and communication overhead. Furthermore, these

techniques provide trade-off between storage overhead and cost of communication. Some of

these techniques utilize less storage with high cost.

In cloud scenario, the clients might have limited CPU, battery power, and less communi-

cation resources. So, they may not be capable to perform data audit. In this situation, Third

Party Auditors (TPA’s) perform data audit on behalf of clients. Further, a trusted TPA has

certain special expertise and technical capabilities, which the clients may not have.

The schemes [18], [19], [20], [50] assign auditing work to single TPA. Trusted Third

Party (TTP) is an independent and trusted entity to conduct data audit. External trusted third-

party audit mechanism is important, and crucial for the protection of data and the reliability

of services in the cloud environment. TPAs are able to execute audit task on cloud data

storage without demanding the local copy of data and do not introduce additional on-line

burden to the cloud users.

The technique proposed in [18] uses Merkle Hash Tree and aggregate signature to per-

form the DIV. In another approach [19], bilinear map, MAC, and homomorphic authentica-

tor are utilized for DIV. Further, RSA based bilinear homomorphic verifiable tags are also

used [20] for DIV. In cooperative PDP [50], homomorphic verifiable hash index hierarchy

are applied to solve the DIV problems.

Table 2.4 shows the comparative analysis of data auditing schemes which use single

TPA. In these schemes, single TPA cannot handle SLA and legal issues for data possession.

These techniques are also prone to single-point failure. None of the above schemes support
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Table 2.3: Comparison of Different PoR Schemes

Properties PoR [15] C-PoR [16] PoR-
HA [47]

PoR-TI [48] HAIL [49]

Primitives Error Cor-
recting Code,
Symmetric
Key Cryp-
tography,
Sentinel Cre-
ation and
Permutation

BLS Sig-
nature,
Pseudo-
random
Functions

Error Cor-
recting
Codes, Reed
-Solomon
Codes, Hit-
ting Sampler

Adversarial
Error Cor-
recting
Codes

Integrity
Protected
Error Cor-
recting
Univer-
sal Hash
Function,
MAC

Type of
Guarantee

Probabilistic Probabilistic Probabilistic Probabilistic Probabilistic

/ Determin-
istic

/ Determin-
istic

Public Ver-
ifiability

No Yes Yes Yes Yes

With the
Help of
TPA

No No No No No

Data dy-
namics

No No Append only Append only Yes

Privacy
preserving

No No No No Yes

Support for
sampling

Yes Yes Yes Yes Yes

Probability
of detection

[1-(1− p)c] [1-(1−p)c∗s] [1-(1− p)c] [1-(1− p)c] [1-
(1− p)c∗s]

1. n is the block number, c is the sampling block number and s is the numbers of sectors in blocks. p is the probability of block corruption in a cloud server and Pk is the probability
of kth cloud server in a multi-cloud.

multiple TPAs to cross check and cross authenticate the data integrity, privacy, and accuracy.

There is a trade-off between data dynamics, privacy preservation, and public verifiability in

these schemes. TPA may simultaneously handle various audit sessions from different users

for their outsourced data files by multi-user setting during the auditing process. Some other

notable contributions for DIV which use TPA are discussed as follows:

Rizvi et al. [51] proposed a TPA based integrity checking solution which uses time-

released session keys and SLA for each auditing service of CSP. Their simulation results

show a heavy decrement in performance for some malicious attempts from the TPA. Another
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Table 2.4: Comparison of Different Data Auditing Techniques with TPA

Properties Wang et al
[18]

Wang et al
[19]

Hao et al [20] Co-PDP [50]

Primitives Bilinear Map,
MAC, Homo-
morphic Au-
thenticator

Merkle Hash
Tree, Aggre-
gate Signature

RSA based
Bilinear Ho-
momorphic
Verifiable
Tags

Homomorphic
Verifiable
Hash Index
Hierarchy

Type of Guarantee Probabilistic Probabilistic Deterministic Probabilistic
Public Verifiability Yes Yes Yes Yes
Use of TPA Yes Yes Yes Yes
Data Dynamics Yes Yes Yes Yes
Privacy Preserving Yes Yes Yes Yes
Support for Sam-
pling

Yes Yes No Yes

Probability of De-
tection

[1-(1− p)c] [1-(1− p)c∗s] [1-(1− p)c∗s] Z∗

1. n is the block number, c is the sampling block number and s is the numbers of sectors in blocks. p
is the probability of block corruption in a cloud server and Pk is the probability of kth cloud server
in a multi-cloud.
2. Z∗ = [1−

∏
pkεp(1− pk)rk∗c∗s]

solution is presented by Mei et al. [52] as the Trust Enhanced Third Party Auditor (TETPA).

This architecture enables trustworthy auditing which uses different methods like USBKey

and Third Party Module (TPM) for security improvement. Huang et al. [53] applied bilinear

pairing for the integrity verification, which is audited by the TPA. Their assumption for the

solution is that TPA may be malicious in some critical situations. Further, Zhang et al. [54]

proposed a Secure Certificate Less Public Verification (SCLPV) scheme for cloud storage,

which is more secure against arbitrary adversaries and malicious TPA’s. In this technique,

TPA does not manage certificates.

In another work, Li et al. [55] presented two new public auditing protocols for low-

performance devices in cloud computing. This approach is based on online/offline signatures

for lightweight computing. Zhang et al. [56] found two security flaws in public proof of cloud

storage based on lattice assumption. It also counterparts the malicious CSP and curious TPA

from lattice assumptions. Xiang et al. [57] presented an efficient and dynamic verification

approach which works without a TPA. It is a probabilistic approach with limited verification
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queries. This scheme also supports the data dynamics with controllable Paillier Encryption.

While Yu et al. [58] proposed a key resilience approach for the outsourced key update. This

update is performed by TPA, and it is transparent to the cloud users. The validity of key

depends on the user and TPA can only see the encrypted version of the secret key.

2.3 DDoS Attack Prevention

In this section, a surveyed of different types of DDoS attack techniques and their drawbacks

are presented. Thereafter, various DDoS attack tools and DDoS defense mechanism are

discussed for review.

2.3.1 Types of DDoS Attack

There are different types of DDoS attacks which affect the availability and functionality

of the Cloud services. Broadly, DDoS attacks can be categorized into two classes [24]:

(1) Bandwidth Depletion Attack and (2) Resource Depletion Attack. Description of these

attacks are given below.

1. Bandwidth Depletion Attack: This attack is also known as “Brute Force Attack

[59].” In this type of attack, a significant number of malicious and spurious user’s re-

quests consume all the Internet bandwidth that aggregates and overwhelms the entire

Internet traffic. It produces a massive distributed attack [60], and affects thousands

of nodes. Further, it can be classified in two subcategories such as flood attack and

amplification attack. Zombie is an Internet connected computer that has been com-

promised by the intruder and performs the malicious activity on the victim side with

the help of remote connectivity. The zombies initiate flood attack which send a sig-

nificant amount of traffic to the victim system and simply block the legal services. It

depends on User Datagram Protocol (UDP) and Internet Control Message Protocol

(ICMP) packets. In the amplification attack, Zombies or attackers send many mes-

sages to a broadcast IP address. It results in a large number of reply messages at the

end of victim system because in the subnet, each address includes a response to the

broadcast message.
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2. Resource Depletion Attack: This attack is also known as “Semantic or Vulnera-

bility Attack" [59]. In this type of attack, a malicious attacker creates and exploits

the vulnerability in the resource and generates resource starvation conditions. With

this condition [60], legitimate user is not able to access the required resources. This

type of attack uses Hyper Text Transfer Protocol (HTTP), Hyper Text Transfer Pro-

tocol Secure (HTTPS), or Domain Name System (DNS) to exploit the vulnerability

of Cloud.

2.3.2 DDoS Attack Tools

There are several DDoS attack tools exists in the literature, which are used to implement

DDoS attacks on different systems. Knowledge of attack-characteristics of a tool is required

to monitor and detect the DDoS attack. These tools use UDP, ICMP, and Transmission

Control Protocol (TCP) to detect and protect the DDoS attack. Some of these tools use

channel encryption to provide security. Thus, detection of such attacks is very difficult.

Trinoo [61] is one of the most common UNIX based tool which helps attackers to under-

stand the possible structure, functionalities of defense and anatomy of the DDoS attack. One

problem with this tool is that attacker cannot spoof its source address. Another tool, Tribe

Flood Network (TFN) [62] is a collection of the various computer programs to perform the

DDoS attack on victim side. These programs are written by the security experts and hack-

ers. Further, Stacheldraht [63] is a malware that is written for Solaris and Linux systems.

Because of this malware, each affected system can act as DDoS agent.

Mstream [64] is a three-tiered DDoS tool which overburdens the CPU and restricts the

network bandwidth. This tool is based on UNIX operating system and exploits many web

services by utilizing TCP and UDP vulnerabilities. Further, Shaft [65] tool is a binary tool

which works as an agent. If a system is affected with the Shaft then, its distributed nature

adds “Many to One Relationship” and many nodes are altered, modified, and/or lost their

identities.

Another tool Trinity [66] is a binary agent system which is installed on a LINUX system.

It alerts about the list of connected port servers and helps attacker to drop any kind of web

service. Knight [67] and Kaitan [67] are Internet Relay Chat (IRC) based tools which are

used for UDP flood attack and SYN attacks. They are used as an urgent pointer flooder and
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Table 2.5: Comparative Analysis of Different DDoS Attack Tools

Tool Name Possible Attacks Packet Format Used Channel Encryption
to Launch Attack

Bandwidth Depletion, Remote UDP Yes
Trinoo [61] Buffer Overrun Exploitation
Tribe Flood Both Bandwidth and UDP, TCP SYN, ICMP No

Network Resource Depletion echo request and
(TFN) [62] ICMP directed broadcast

Bandwidth Depletion, UDP, TCP SYN Yes ( Key Based
TFN2K [65] Resource Depletion and ICMP CAST-256

and Mix Attacks Algorithm )
Stacheldraht [63] Both Bandwidth and UDP, TCP SYN, ICMP Yes

Resource Depletion echo request and (Symmetric
ICMP directed broadcast Key)

Mstream [64] Bandwidth Depletion TCP RST, ICMP and No
TCP with ACK flag set

Shaft [65] Both Bandwidth and UDP, TCP, ICMP No
Resource Depletion

Trinity [66] Both Bandwidth and UDP, TCP SYN, TCP Null No
Resource Depletion TCP RST and TCP

with ACK flag set
Knight [67] Both Bandwidth and UDP, SYN and No

Resource Depletion pointer flooder

Kaitan [67] Both Bandwidth and UDP, TCP SYN and No
Resource Depletion TCP PUSH + ACK

BlackEnergy [68] Both Bandwidth and HTTP, Yes
Resource Depletion HTTPS, XML

Low-Orbit Ion Both Bandwidth and HTTP, Yes
Cannon (LOIC) [69] Resource Depletion HTTPS and XML

Aldi Both Bandwidth and HTTP, Yes
Botnet [69] Resource Depletion HTTPS and XML

perform the massive DDoS attack on victim side.

BlackEnergy [68] is a web-based attack tool. This tool can launch different types of

DDoS attack and controls the bots using minimum syntax and structure. It is developed by a

Russian hacker, who steal very confidential data from secret agency of Russia. Furthermore,

Low-Orbit Ion Cannon (LOIC) [69] is open source and network stress testing tool whose

application on the network may cause a DDoS attack. It is initially developed by Praetox

Technologies and written in C# language.

Finally, Aldi Botnet [69] is a popular botnet ransomware that helps professional hackers

to perform DDoS attack and steal confidential information from secret agencies of Switzer-

land, Germany, and Austria in 2012. Table 2.5 summarizes different DDoS attack tools.
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Figure 2.1: Life Cycle of DDoS Defence System

2.3.3 DDoS Defense Mechanism

The DDoS defense mechanism can be divided into four stages; monitoring, detection, pre-

vention, and mitigation. In monitoring, a defender uses various tools to gather network

information for execution of protection. The detection step analyzes the executed system for

obtaining the source of malicious traffic which causes the perception of attack.

The prevention suggests secure services and intercepts the malicious causes that create

critical situation of attack. Finally, the mitigation process evaluates the ultimate effect of the

attack and determines the correct response system to manage the DDoS attack effectively.

These four steps complete the life cycle of the DDoS defense system as shown in Figure 2.1.

In DDoS defense mechanism, the DDoS attacks are prevented and mitigated in cloud

environment. The rate limiting or filtering techniques [70] are used to implement DDoS

defense, which can be reconfigured as collaborative and non-collaborative approaches.

Rate Limiting Methods [70] are very convenient to deploy and provision for network

nodes. These methods set a dynamic and flexible threshold for filtering the malicious traffic.

They are very useful in the detection of many false positives. The primary disadvantage

of this method is that it requires coarse grain filtering, which also eliminates the legitimate

traffic. Because of this, the detector can not filter the malicious traffic completely.

Filtering techniques are very flexible in adding and removing the IP addresses and conve-

nient for provisioning the network nodes. The main difficulty with the filtering techniques is

that they are not able to distinguish between legitimate and malicious traffic generated from
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the same source. Another problem with filtering techniques is that they are not able to detect

all malicious addresses.

The non-collaborative approaches [70] use reconfiguration for elastic and efficient DDoS

defense. These approaches are distributed in nature and provide reliable solution because

users can create different instances of Virtual Machines (VMs) in various data centers. The

major difficulty with this approach is to put defense mechanism in the right place for defense.

These techniques require precise information and orchestration about the network topology

and resources for the selection of right place.

On the other hand, the collaborative approaches use push-back and cooperative firewalls

which identify and reach to the closest source of the attack. It appraises robust defense and

mitigation architecture. The main difficulty with this approach is collaboration and trust

establishment between different domains. Another difficulty is its inability to automatically

adjust defense mechanism based on the complexity and variety of DDoS attacks.

Rajan et al. [10] proposed an approach that favours authorized traffic over the malicious

traffic. This scheme uses suspicious assignment and scheduler for DDoS prevention. The

suspect traffic diagnosis of DDoS attack with this approach requires around 0.1 second to 10

seconds.

Further, Chu et al. [71] presented OpenFlow-based DDoS defender for automatic self-

defense. In this scheme, two static thresholds are used. When these thresholds met, it indi-

cates the DDoS attack. The diagnosis time of suspicious traffic related to the DDoS attack

for this approach is around 0.8 second to 14 seconds.

On the other hand, Choi et al. [22] proposed the Content-Oriented Networking Architec-

ture (CONA) that examines the requested content and initiates the countermeasure for DDoS

attack. The diagnosis time of suspicious traffic related to the DDoS attack for this approach

is around 0.6 second to 16 seconds.

In another work, Braga et al. [21] proposed a lightweight traffic flow feature that uses

Self-Organizing Maps (SOM) based neural network for flow prediction. This network uses

an OpenFlow NOX controller for transformation and analysis of classifier modules. This

module is efficient, scalable, and updated to address new vulnerabilities.

Furthermore, Lua et al. [23] presented an intelligent, fast flux swarm network that re-

organizes the system and provides maximum availability to all clients and servers. In this
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Table 2.6: Comparative Analysis of Different DDoS Defense Schemes

Techniques
Mitigation
Policy

Protection
at Source
End

Protection
at Core

Protection
at Victim
End

Strategy
Model

Mitigation
Scheme

Chu et al.
[71]

Non-
Collaborative

No Yes No Static
Rate
Limiting

Braga et
al. [21]

Non-
Collaborative

No Yes No Static Filtering

Choi et
al. [22]

Non-
Collaborative

No Yes No Static
Rate
Limiting

Lua et al.
[23]

Non-
Collaborative

No No Yes
Network
Reconfiguration

Filtering

Yao et al.
[72]

Non-
Collaborative

Yes No No Static Filtering

Dou et al.
[73]

Non-
Collaborative

No No Yes Static Filtering

Shin et
al. [74]

Non-
Collaborative

No Yes Yes
Defense
Reconfiguration

Filtering

Zarger et
al. [75]

Collaborative Yes Yes No
Cooperative
Firewalls

Rate
Limiting

Lee et al.
[59]

Collaborative Yes No No Push-back
Rate
Limiting

Yu et al.
[76]

Non-
Collaborative

No No No
Hybrid
Reconfiguration

Filtering

Saxena et
al. [77]

Collaborative Yes No Yes
Cooperative
Firewalls

Rate
Limiting

scheme, a parallel optimization algorithm runs for constant reconfiguration of the swarm

network, which provides efficient DDoS detection in the Cloud environment.

Zarger et al. [75] demonstrated an approach for distributed, and collaborative defense

against the DDoS attack. This method detects the high volume of malicious traffic during

the DDoS attack. It also detects the closer source of the attack. The diagnosis time of

suspicious traffic related to the DDoS attack for this approach is around 0.7 second to 20

seconds.

In another work, Yao et al. [72] suggested Virtual Source Address Validation Edge

(VAVE) that expands the Software Defined Networking NOX (SDN-NOX) controller on
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the virtual machines for flow check entries, filtering, and validation for DDoS prevention.

The VAVE modules validate the incoming packet and take decisions.

Dou et al. [73] suggested a Confidence-Based Filtering (CBF) technique for Cloud com-

puting. It produces a simple profile in the normal (non-attack) period. In this approach, each

packet is examined on the basis of some correlation parameters.

Shin et al. [74] presented a framework “FRESCO” that produces a prototype of the appli-

cation to help with detection and mitigation of security modules. The design of “FRESCO”

is built on OpenFlow switch security modules. This security module merges the services

and gives an effective defense for complex networks. FRESCO provides an Application

Programming Interface (API) to develop, access, and generate statistics of network flow.

Further, Lee et al. [59] suggested a collaborative defense model called as “CoDef” for

prevention of DDoS attack. Collaborative routing and rate control are the two underlying

mechanisms of this approach. This method is based on special route controller for the partic-

ipation of every Application Server (AS). The AS helps in the categorization of high priority

flow, low-priority flow, and filtered flow, which plays a measurable role in the prevention of

DDoS attack.

Yu et al. [76] described a defense reconfiguration mitigation technique which works with

multiple parallel Individual Pocketed Spring (IPS) system. This method adds new features

to service reconfiguration mitigation approach and provides the maximum availability for

all clients and servers. It identifies malicious traffic efficiently and decreases the number of

service VMs and IPSs when malicious DDoS traffic are reduced.

Table 2.6 shows the comparative analysis of the DDoS defense methods. Other notable

contributions for DDoS mitigation are discussed as follows.

Kalkan et al. [78] presented a collaborative and proactive DDoS defense method. It is

a statistically based protection method. The selection of attributes during the current attack

traffic is the distinctive property of this approach.

Further, Wang [79] suggested an elastic and resilience defense mechanism to prevent

DDoS attacks. This work protects the Domain Name System (DNS) authoritative name

servers with signal domain redirection.

Singh et al. [80] reviewed different Internet Protocol (IP) packet trace-back schemes for

DOS attacks prevention with their advantages and disadvantages. It inferred that in over-
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all DDoS mitigation process IP trace-back approach is important but less used. It is also

suggested that skillful integration of different IP trace-back techniques is a good research

prospect for DDoS attack mitigation.

In another work, Singh et al. [81] worked on application layer HTTP-GET Flood DDoS

attack. The primary mapping results are showing the weakness and limitations of these types

of attacks and also motivates to deal with attack enthusiastically.

Further, Nunes et al. [82] suggested us a Belief-Desire-Intension (BDF) architecture

based solution of DDoS attack. This architecture separates the deliberative state of the sys-

tem from its motivational state for DDoS detection. Somani et al. [83] proposed an auto-

scaling algorithm for resource allocation in the situation of DDoS attack. Under DDoS

attack, the resources are “overloaded”. This approach suggests a way for horizontal scaling,

vertical scaling, and their migration. They also addressed issues like multi-tenancy, migra-

tion, resource race, performance isolation, and interference for VM’s used in cloud services.

Wang et al. [84] presented an architecture called as DDoS attack mitigation architecture

using software defined networking (abbreviated as DaMask). This architecture requires little

effort to change current cloud computing service architecture for better security. It provides

a graphical model for anomaly detection, which is used in DDoS prevention. Finally, Sieklik

et al. [60] proposed a methodology to set up a Trivial File Transfer Protocol (TFTP) for

DDoS amplification attack and its verification. In this work, a variety of countermeasures

are discussed to limit the severity of the attacks effectively.

2.4 Summary

This chapter surveyed existing techniques for authentication, data integrity verification, and

DDoS attack prevention in cloud environment. From the study of existing authentication

techniques, we can note that conventional authentication methods are not best suited for

cloud environment. Further, some existing methods which are specifically designed for cloud

environment are susceptible with different attacks like Man in the Middle Attack, Imperson-

ation Attack, Reply Attack. Some techniques require huge computational overhead due to

their complex hash functions. We have also presented existing PDP and PoR techniques for

data integrity verification. The majority of these techniques do not support dynamic data
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operations and batch auditing. Further, these techniques are computation intensive, and ef-

fectiveness of these approaches rely on the preprocessing of the data. Some TPA based data

integrity verification techniques are also discussed. Sometimes these techniques suffer from

privacy preservation problem. Finally, we have reviewed different types of DDoS attacks

and their prevention and mitigation mechanisms in cloud environment. The main difficulty

with the majority of non-collaborative approaches is that they require precise information

and orchestration about network topology and resources. On the other hand, defence mecha-

nism in collaborative approaches rely on the trust establishment between different domains.

Hence, we need to propose efficient methods for authentication, data integrity verification,

and DDoS attack prevention.
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Efficient Authentication

Authentication is the truth confirmation of an attribute or data, which is claimed true by

an entity. This part of the research work describes effective authentication mechanism in

cloud environment. In our approach, user’s data is stored as file blocks into different cloud

servers. To provide better security, we are going to propose an authentication mechanism

based on bilinear pairing. A Secret Key Generator (SKG) is used to maintain a set of iden-

tities for users and to perform authentication in cloud. This set of identities helps to form

identity hierarchy and generate the secret keys for different users. The proposed mechanism

also prevents malicious users to access legitimate resources. The detailed description of the

proposed approach is given in this chapter.

In section 3.1, notations and preliminaries related to our work are described. Section 3.2

discusses the proposed work for efficient authentication in cloud environment. We have ana-

lyzed different types of attack with test cases in section 3.3. Finally, section 3.4 summarizes

the chapter.

3.1 Notations and Preliminaries

In this section, first, we introduce the necessary notations. Then, we briefly describe the

preliminaries of bilinear pairing method which is used for secret key generation in this work.
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3.1.1 Basic Notations

The definition of the basic notations help readers to understand and follow the proposed

approach in subsequent sections. The definition of the frequently used notations are given in

the following.

1. h : The maximum height of the hierarchy for authentication system, which is main-

tained by Secret Key Generator (SKG).

2. id : Identity tuple ( id1, id2 . . . idj , . . . idn) created from user’s identities and is main-

tained by SKG.

3. P : A set of public parameters which are used to communicate with different cloud

service providers.

4. k : Security parameter which is used to generate local parameters and MSK.

5. PK : Public Key.

6. SKidj : secret key for the user j.

7. ESKidj (•) and DSKidj
(•): Encryption and decryption functions used for the user j

with SKidj .

8. Fjk : The kth file of user j.

9. Cjk : The kth Cipher file of user j.

10. G1 and GT : Cyclic and multiplicative groups of prime order p.

11. G2 : Multiplicative group of prime order p, which may be cyclic or acyclic.

12. BP (·, ·) : Bilinear pairing function which is used to generate secret keys and public

parameters for cloud users.

3.1.2 Bilinear Pairing

Bilinear pairing maps two cryptographical groups into a third group for construction or anal-

ysis of cryptographic systems. We use the bilinear pairing in our work to generate secret keys

and public parameters for users to communicate with CSPs. These secret keys and public

parameters are hard to be re-generated by an attacker due to its computational complexity.

In our work, we use asymmetric type of bilinear pairing.

Our assumptions for bilinear pairing [85] are as follows: Let, r be a prime number, and

G1 and GT are cyclic groups of order r. In this work, we use multiplicative group notations
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for this purpose. Let G2 be a multiplicative group, which is not necessarily cyclic and each

element in G2 has order for dividing r. Thus, bilinear pairing (BP ) is a function, which can

be computed efficiently using equation 3.1.

BP : G1 ×G2 −→ GT (3.1)

The properties of the bilinear function are as follows:

1. Non-degeneracy: Let, 1Gk defines first order element in group Gk. Then, with this

property, we found that BP (g1, g2) = 1GT for all g2 ∈ G2 if and only if g1 = 1G1 .

Similarly, BP (g1, g2) = 1GT for all g1 ∈ G1 if and only if g2 = 1G2 .

2. Bilinearity: For all g1 ∈ G1, g2 ∈ G2, and a, b ∈ Z: BP (ga1 , g
b
2) = BP (g1, g2)ab.

Here, Z represents a group of prime numbers.

3.2 Proposed Technique

In this section, first, the system model is presented for the hierarchical identity based user

authentication. Then, we describe the workflow of our proposed technique.

3.2.1 System Model

We propose a novel authentication technique, which is effective for cloud storage. The pro-

posed model has various levels of security depending upon the trust hierarchy. Our approach

verifies and guarantees that the CSP could not learn about any file content stored in the cloud

server during the execution of authentication mechanism.

To generate secret key, we require careful selection of the identities from the different

users. Hence, the proposed authentication scheme delegates the secret key generation to

the secret Key Generator (SKG). The SKG is responsible for the selection of identities and

secure transmission of the intermediate secret keys to its lower levels.

SKG also generates the secret keys for users from their public keys (PK). Cloud users can

use any identity as their public key, for example: Social Security Number(SSN), AADHAR

Number, Email-id, etc. Cloud user is allowed to perform any communication with CSP after

authentication using public parameters and encrypting their file with his secret key.
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In our scheme, users are synchronized and store their file within multiple CSPs. Public

parameters are used for this purpose. In case of data loss from any CSP, this synchronization

helps users to retrieve their file.

In the proposed authentication scheme, identities are represented as tuple in SKG. SKG

contains a master key MSK and a set of local parameters L = {l1, l2, l3.....lm} for different

CSPs, which are dependent on file replication factor m. When a user wants to store a file on

different CSP servers, user needs to generate his/her own public parameter set P for these

servers. Thus, cloud user j utilizes bilinear pairing of his/her secret key SKidj and CSP local

parameters to compute a set of public parameters P = {p1, p2, p3, .....pm} as described in

equations 3.2, 3.3, and 3.4.

p1 = BP (l1, SKidj) (3.2)

p2 = BP (l2, SKidj) (3.3)

pm = BP (lm, SKidj) (3.4)

In equations 3.2, 3.3, and 3.4, BP represents the bilinear pairing. The public parameters

are utilized for CSPs registration, file storage, and file retrieval from the different CSPs.

After file retrieval, file validation is performed, which is based on CRC − 32 algorithm. If

it is validated, then file will be forwarded to the user.

3.2.2 Workflow of the Proposed Scheme

The workflow of our proposed authentication scheme in different CSP servers is shown in

Fig. 3.1. The proposed method includes different steps which are discussed below.

1. Cloud User Registration:

To interact with different CSPs, first, cloud user needs to register with the SKG. For
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Figure 3.1: Workflow of the Proposed Method

this purpose, the cloud user sends the unique identity idj and a seed value S to SKG.

SKG maintains an identity tuple id = (id1, id2, ..idj..., idn) for all n registered users.

Whenever a new user comes for registration, SKG will check whether the given iden-

tity idj is present in id tuple or not. If idj is not present in the id tuple, SKG will
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successfully register the user by including idj into the id tuple. If the given identity

idj is already present in the id tuple, SKG will ask user to provide different identity.

Next, the seed value will be used for secret key generation.

At the time of registration, user can also select his criteria for identity verification in

case of forgotten user identity and seed value. This criteria may be an email alert on

his email-id or Short Message Service (SMS) alert on his mobile number.

2. Setup Operation:

The SKG initiates the set-up operation to generate the initial security parameters and

local parameters set L for different CSPs. SKG uses a string of 1 or 0 of length k as

input and derives the local parameters set L andMSK by randomizing the input. The

generated master key and security parameters are only known to SKG. Algorithm 3.1

presents the steps of setup operation.

Algorithm 3.1 Setup Operation for Authentication
Input: {0, 1}k .
Output: Local parameters set L, Master Secret Key (MSK).

1: Initial Master Secret Key (MSK) generates by MSK
R←− {0, 1}k.

2: SKG generates a set of local Parameters L by following steps, where L = {l1, l2, .....lm}.
3: l1

R←− {0, 1}k.
4: l2

R←− {0, 1}k.
5: lm

R←− {0, 1}k.

3. Secret Key Generation:

This operation follows h hierarchy levels to generate secret key SKidj of jth user. In

this approach, Secret Key Generator (SKG) module uses a Master Secret Key (MSK)

and an identity tuple id = {id1, id2, id3.idj, ...., idn} of n registered users to generate

secret keys. Besides, the jth user provides a seed value S and unique identity idj to

SKG, which are also used to generate his/her secret key through h hierarchy levels.

SKG creates a Map Table of height h corresponding to the number of hierarchy levels.

Map Table stores h key values which are corresponding to the index of id tuple. These

key values are generated randomly based on the seed value S.

Next, each level generates an Intermediate Secret Key (IMSK) using bilinear map-

ping between the user id and IMSK of previous level except the first level. At the
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first level, IMSK1 is generated by bilinear pairing of user identity and MSK. For

a particular hierarchy level, user identity is selected from id tuple corresponding to

the key value (index of id tuple) stored at an index of the Map Table. This process

continues till hth level. At the hth level, IMSKh is assigned as the final secret key

SKidj for user j.

Figure 3.2 shows the secret key generation process. In this figure, it is mentioned that

a Map Table is generated at run time by SKG. According to this Map Table, id2 is

selected from id tuple to generate IMSK1 as the first index stores the key value “2”.

Thus, at the first level, bilinear pairing of id2 and MSK generates IMSK1.

Similarly, on the second level, id5 is selected for generation of IMSK2 from id tuple

as the second index of Map Table stores the key value “5”. Thus, at the second level,

Bilinear Pairing of id5 and IMSK1 generates IMSK2. This process continues till

the hth level. At hth level, id1022 is selected from id tuple to generate IMSKh , and

bilinear pairing of id1022 and IMSKh−1 generates IMSKh. Finally, this IMSKh

is set as the secret key SKidj of user j. Secret key generation algorithm is given in

Algorithm 3.2. In this algorithm, an array is used to implement the map table.

Algorithm 3.2 Secret Key Generation
Input: MSK, identity tuple id = (id1, id2, idj, idn), where n ≥ 1.
Output: SKidj is the secret key for the jth user at hth level of hierarchy.

1: for int i = 1; i 6 h; i+ + do . Map Table Generation
2: M [i] = Random(S + i) . M [] is the Map Table
3: end for
4: for int i = 1; i 6 h; i+ + do . Secret Key Generation
5: if i=1 then
6: IMSKi ← BP (MSK, idM [i]) .
7: else
8: IMSKi ← BP (IMSKi−1, idM [i]).
9: end if

10: end forreturn SKidj ← IMSKh.

4. CSP Registration:

To register with different CSPs, SKG will generate a public parameters set P for

these CSPs. Public parameters set P is represented as P = {p1, p2, p3.....pm}. In

this set, the number of public parameters depend upon the file replication factor m.
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For the public parameter generation, SKG utilizes the local parameters, which are

produced in Set-up operation. For this purpose, SKG induces the public parameter

pm by bilinear pairing of local parameter lm and his/her secret key SKidj as shown

in equation 3.5. In this process, the public parameter pm and local parameter lm are
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referred to the mth CSP.

pm ←− BP (lm, SKidj) (3.5)

5. File Storage:

To store a file into different CSP, user needs public parameter set P and his/her secret

key. For this purpose, user follows the secret key generation and CSP registration

process. Therefore, user j extracts Cyclic Redundancy Check - 32 (CRC-32) value

of the particular file Fjk for future. He/she also stores this CRC-32 value for the file

validation. If CRC-32 denotes the output of function CRC(•), then equation 3.6

represents the CRC of file Fjk :

ρ← CRC(Fjk) (3.6)

Now, the registered user j encrypts his kth file Fjk with his secret key SKidj . The out-

put of this encryption is a cipher-file Cjk . The encryption operation E(•) is specified

in equation 3.7.

Cjk ← ESKidj (Fjk) (3.7)

Here, we consider a multi-cloud environment, in which one file Fjk can be stored into

various CSP in synchronized manner to maintain replication factor m. It means the

same file Fjk is stored on m different CSPs. Before storing the data into different

CSPs, user j has to extract the public parameters set P from CSP registration process

for all CSPs. Finally, the encrypted file is stored into different CSPs with the help of

these public parameters.

6. File Retrieval:

When cloud user j wants to retrieve his stored file Fjk , he/she must be authenticated

with CSP by its public parameter. Thus, user j sends a file retrieval request to a

selected CSP with its public parameter pj . Thereafter, CSP acknowledges to the

cloud user with cipher-file Cjk .
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User j decrypts the cipher-file Cjk by his/her secret key SKidj . If the cipher-file is

not valid, this algorithm produces ⊥, otherwise it return with original file F ′jk . In

the proposed approach, we use standard D(•) notation for decryption process. File

decryption process is shown in equation 3.8.

F
′

jk
← DSKidj

(C
′

jk
) (3.8)

After decryption, user j takes the CRC-32 of the received file and compares with

the ρ. If both CRC-32 are matched then file integrity is preserved and original file

Fjk is returned to the user with the help of Algorithm 3.3. Otherwise, file corruption

message will be sent to the user.

In case of file corruption, user again requests for file retrieval from other CSPs. This

is the advantage of our approach that if the file received from one CSP is corrupted,

then user can retrieve it from other CSPs. Any user can take this advantage because

SKG maintains m replication factor among different CSPs.

Algorithm 3.3 File Validation
Input: ρ , F ′jk .

Output: Validation Result ρ′ ?
= ρ.

1: ρ
′
= CRC(F

′
jk

).

2: Validation ρ′ ?
= ρ .

3.3 Security Analysis

In this section, we describe different case studies for security analysis against different types

of attack for the proposed method. At the basic level, the security of authentication scheme

is formalized such that the adversary should not be able to retrieve original file F from the

cipher file C. Here, we assume that an adversary is able to decrypt C, if he successfully

retrieves the secret key of user. Here, we have defined different cases corresponding to

different scenarios to analyze the possibilities of retrieving the secret key.

• Case 1: Adversary A knows the identity tuple (id) and the height of hierarchy
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level (h)

In the first case, adversary A knows the identity tuple id and height of hierarchy level

h. Thus, adversary A may select a target user t with his/her identity idt to challenge

the security and try to get access by authenticating on behalf of the user. For this

purpose, adversary tries to communicate with SKG and CSP with idt which can be

done in different ways to retrieve the SKidt .

First, adversary A can put Secret Key Extraction Query (SKidt) of target t for pre-

diction. After the query generation from adversary A, SKG check this identity in its

current tuple. This tuple helps SKG to issue the secret keys. Further, if this identity

is already present in the identity tuple, SKG has a record of valid secret key for this

identity. This validity depends upon issuing and expiring time stamp value for the

secret key. Therefore, SKG discards this query raised from adversary as the legitimate

user already has valid secret key and there is no need to generate secret key for this

identity.

Further, if an adversary tries to recover SKidt through forget password mechanism.

SKG will send an OTP on user’s registered mobile number or send a link to his reg-

istered email id since, adversary does not have the access to these criteria. Hence,

adversary will not be able to retrieve the secret key.

In our approach, secret key is generated by bilinear pairing of idj and MSK / IMSK

in h levels, and the idj is selected from the Map Table, which contains the combination

of h identities of id tuple. Therefore, an adversary can try to generate Map Table by

performing permutation of h ids from the id tuple for retrieving the SKidt . To generate

the Map Table, adversary has to perform n!
(n−h)!

permutations, where n and h are the

total number of identities and height of the hierarchy level, respectively. Further, for

each combination in Map Table, adversary has to guess MSK. Hence, adversary will

not be able to generate SKidt .

Moreover, there is another possibility that the adversary decides to choose adaptive

approach for predicting identity verification steps. In adaptive approach, a list of query

is dependent on the previous queries along with their answers. But, SKG restricts

adversary by allowing the user only for few number of prediction queries. Thus, our

authentication scheme is said to be (T,K)-secure against adaptive identity attack, if
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adversary A makes at most K key extraction queries for a certain time period T .

• Case 2: Adversary A knows targets (SK ′idt , Ck)

This query is placed for guessing the original data block from chosen cipher file. For

this query, adversary A select a random secret key SK
′

idt
for decrypting a chosen

cipher file Ck. If this secret key SK ′idt matches with the secret key SKidt , then this

query returns the resulting original data block Fk. Otherwise, it returns ⊥ (NULL) as

the cipher file cannot be decrypted.

Adversary can also select adaptive approach in identity tuple id for this purpose. In this

approach, each query is dependent on the previous queries along with their answers.

But, it is very difficult for secret key SK ′idt to match with the secret key SKidt , because

SKG use bilinear pairing of identity and secret key of the previous user (ancestor) to

generate secret key of next user in the hierarchy. This makes very difficult to predict

the secret key of any target user for adversary, because it requires all identities to

be revealed from SKG. Thus, for each user, intermediate secret keys and secret keys

are different. On the other hand, to make the prediction very difficult, SKG restricts

adversary by allowing a user only for few number of prediction queries. However, it

is another fact that for each user, master key MSK is the same, but seed value S is

different. Thus, for each user, Map Table and intermediate secret keys are different.

Thus, our authentication scheme is said to be (T , D)-secure against adaptive chosen

cipher file attack if adversary A can make at most D decryption queries for a certain

time period T .

• Case 3: Adversary knows id tuple, height h, and the Local Parameters

In the third case, adversary A chooses a random local parameter pt and secret key

SKidt for prediction of public parameters.

If a single point failure is occurred then adversary knows id tuple, height h, and the

local parameters set P . These local parameters and secret key SKidt are required to

guess the public parameters of CSP. It leaves us in the situation of case 1.

Thus, our authentication scheme is said to be (T , N )-secure against adaptive chosen

public parameter attack if adversary A can make at most N queries for a certain time

period T .

To conclude this security test, we can say that the authentication scheme is a secure
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approach for obtaining Data as a Service(DaaS) from different CSP’s because it is effectively

tested against different types of attack.

3.4 Summary

This chapter proposes an hierarchical-authentication mechanism for maintaining the effec-

tive authentication in cloud computing. The proposed method is based on the hierarchy of

user identities. Multiple users can authenticate with multiple CSPs simultaneously. In this

work, the secret key generation task is delegated to the secret key generator (SKG) which

is responsible for the selection of identities at different hierarchical levels and the secure

transmission of the secret keys. A number of public parameters are maintained for effective

authentication in different CSPs. We achieve an average user performance and CSP perfor-

mance of 91.2% and 93% for the proposed authentication system. Further Security of the

proposed method is tested under different conditions and outcome test result analysis do en-

sure the security of scheme from various type of attacks so that it proves an effective and

secure method for authentication in cloud environment in such a manner that the advisory

will not be able to forge into system as well as also capable to identify the unauthorized

request.

43





Chapter 4

Data Integrity Verification

In present era, data and applications are moved towards cloud infrastructure and data cen-

ters, which run on virtual computing resources in the form of virtual machines. The use of

virtualization on large scale brings additional security overhead for tenants of a public cloud

service. Hence, data integrity verification (DIV) with high security and minimal overhead

is one of the major prerequisite for the expansion and perception of cloud computing. In

this chapter, we are going to propose two different techniques for DIV. The first DIV tech-

nique uses algebraic signature (AS), combinatorial batch codes (CBC), and homomorphic

tag; whereas the second technique uses Paillier homomorphic cryptography (PHC) system

and combinatorial batch codes (CBC).

In section 4.1, notations and preliminaries related to our work are described. Section 4.2

provides the detail description of the first DIV method for cloud environment. Description of

the second DIV method is given in section 4.3. Section 4.4 furnishes the initial setup details

for both DIV methods. Finally, summary of this work is given in section 4.5.

4.1 Notations and Preliminaries

In this section, first we introduce the basic notations, which are frequently used in our pro-

posed DIV methods. These will help readers to understand the technical terms used in this

chapter. Next, the preliminaries AS, HT, CBC, PHC, and some important theorems are de-

scribed for further discussion.
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4.1.1 Basic Notations

1. ASg (•): Algebraic signature function.

2. f(•) A pseudo-random function (PRF) which maps as follow f : {0, 1}k ×

{0, 1}l −→ {0, 1}l.

3. σ(•) A pseudo-random permutation (PRP) which maps as follow σ : {0, 1}k ×

{0, 1........n} −→ {0, 1.....n}.

4. F = F [1], F [2], ...F [i], ....F [n]: F represents a file, F [i] denotes the ith data block of

file F , and n represents the total number of data blocks in file F .

5. L: Length of a bit string.

6. v: Number of verification request.

7. r1, r2: Random numbers chosen from the Galois field.

8. gi: A number selected from a Galois field G corresponding to the ith data block.

9. T = T [1], T [2]..T [i], ....T [t] : T denotes all block tags, T [i] represents the ith tag of

T , and n is the number of data blocks.

10. R: Number of blocks chosen for challenge operation.

11. C: Combinatorial batch codes.

12. X : Set of n elements (or items).

13. S: Collection of m subsets of X .

14. H(•): A hash function.

15. φ(•): Euler’s totient function.

16. Z and Z∗ : Group on integer numbers.

17. r: Number of deleted blocks from total file blocks.

18. x and y: Two different odd prime numbers of the same length.

19. λ : Multiplication of two prime numbers x and y.

4.1.2 Algebraic Signature

Algebraic signature uses symmetric key techniques to enhance the efficiency of security

methods. The execution of algebraic signature can achieve high speed from tens to hundreds

of megabytes per second. This allows challenger to verify data integrity by comparing only

the response returned by the storage server. For this purpose, challenger does not require
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the entire original data for verification because algebraic signature uses only small amount

of data for challenges and responses. Further, the efficiency of algebraic signature schemes

permits the construction of large-scale distributed storage systems in which large amount of

data can be verified with maximal efficiency and minimal overhead. The aggregation and

algebraic properties of the algebraic signature provide extra benefit for batch auditing in our

design.

Algebraic signature [25] of file blocks F [1], F [2], ..., F [n] is a kind of hash functions as

defined in equation 4.1

ASg(F [1], F [2], ..., F [n]) =
n∑
i=0

F [i].gi (4.1)

where, gi is the number corresponding to the ith data block, which is selected from a Galois

field G.

Algebraic signature [86] itself is a single string. The data compression rate of the alge-

braic signature is DCR = F [i]
L

, where F [i] is the size of a file block and L is the length of a

string. For example, if the size of a file block F [i] is 1 KB and L = 64 bits, then correspond-

ing algebraic signature is 64 bits and DCR = F [i]
L

= 128. Hence, the data compression rate

of algebraic signature is 128.

Algebraic signature satisfies the following property.

Property: The sum of signatures of two or more individual files/file blocks is equal to the

signature of the sum of corresponding file/file blocks. If ASg(X) and ASg(Y ) are the alge-

braic signatures of two files X and Y , respectively, then

ASg(X + Y ) = ASg(X) + ASg(Y ) (4.2)

Proof: The property of algebraic signature can be verified as follows.

In this property, x1, x2, ......xn and y1, y2, ......yn are the file blocks corresponding to the

file X and Y , respectively.

⇒ ASg(X) + ASg(Y ).

⇒ ASg(x1, x2, ......xn) + ASg(y1, y2, ......yn).

⇒
n∑
i=1

xi.g
i +

n∑
i=1

yi.g
i.
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⇒
n∑
i=1

(xi + yi).g
i.

⇒ ASg(X + Y ) .

We use this property of algebraic signature for tag generation, which can be calculated

solely using the signatures of the file blocks.

4.1.3 Homomorphic Tag (HT)

Homomorphic Tag is used to grant access and authentication of file blocks. HT introduces

the “labelled data” for file blocks which is generated by integrating the algebraic signature

of different file blocks. Further, HT s are also encrypted with a secret key. HT is verifiable

by the person who knows the secrete key. HT also guarantees that TPA will not learn any

information about the data content stored in the cloud servers during the auditing process. It

also helps to perform dynamic data operations in the cloud environment.

4.1.4 Combinatorial Batch Codes (CBC)

Combinatorial Batch Code C (n,N, k,m, t) [87] is a set system (F , S), where F is a set of

n file blocks, S (called servers) is a collection of m subsets of F , and N =
∑

sεS |s|, such that

for each k-subset {F [i1], F [i2], ...., F [ik]} ⊂ F there exists a subset Ci ⊆ Si, where |Ci| 6 t,

i= 1,......,m, such that

{F [i1], F [i2], ...., F [ik]} ⊂
m⋃
i=1

Ci (4.3)

If we fix t = 1; it means that CBC permits only one item to retrieve from each server. This

CBC is denoted as an (n,N, k,m)-CBC.

In our proposed work, we use CBC as follows: Let, a file F consisting n blocks is to be

stored among m servers in such a way that any k file blocks out of the n file blocks can be

recovered by retrieving at most t blocks from each server, and the total number of file blocks

stored in m servers is N . Our aim is to find out optimal CBCs [88] for which minimal N is

required for given values of n, m, k, and t.

We have defined CBC with set systems, and its points are symbolized with file blocks

stored in a database and the servers are symbolized by subsets of these points.
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For example, (6, 12, 4, 4, 3)-CBC is represented by a matrix P6×4 as shown in equa-

tion 4.4, in which 6 blocks of a file are stored among 4 servers in such a way that any 4

file blocks can be recovered by retrieving at most 3 file blocks from each server, and total

number of file blocks stored among 4 servers are 12.

In the matrix given in equation 4.4, each row and column correspond to a file block

and a server, respectively. Entries in the matrix represent whether a file block is stored in a

server or not. Here, the value 1 at the (i, j)th entry denotes that the ith file block is stored

into the jth server. The CBC set system can be defined for the above matrix as follows:

{{1, 5, 6}, {2, 5, 6}, {3, 5, 6}, {4, 5, 6}}.

P6×4 =



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

1 1 1 1

1 1 1 1


(4.4)

From this representation of set system, we can say that file blocks {1,5,6}, {2,5,6},{3,5,6},

and {4,5,6} are stored in server 1, 2, 3, and 4, respectively. On the other way, we can say

that the file blocks 1, 2, 3, and 4 are stored only in server 1, 2, 3, and 4, respectively and file

blocks 5 and 6 are stored in all servers.

Need of Dual System:

In the above CBC set representation, if a CSP wants to retrieve a particular file block from

the servers, it needs to search all subsets of the servers. This will be very inefficient in the

above set system representation. Hence, CSP needs a dual set system representation for the

implementation of CBC.

In this dual set system, the servers are symbolized by points, and each file blocks in the

database are symbolized by a set containing the points (the servers) which store these items.

It is acceptable for the dual set system to contain “repeated blocks". This occurs when two

(or more) items are assigned to the identical set of servers. In this representation, CSP can

easily find out where a particular block is stored among different servers.
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We denote, (S, F) as a dual set system of a set system (F , S), where F is corresponding

to file blocks, and S is corresponding to servers.

The block of dual set system (n,N, k,m, t)-CBC is expressed by an incidence matrix

which can be obtained by transposing the set system matrix. Here, the (i, j)th entry of the

incidence matrix represents whether the ith server contains the jth file block or not. The

value 1 denotes that the ith server contains the jth file block. The incidence matrix of (6, 12,

4, 4, 3)-CBC is shown in equation 4.5.

Q4×6 =


1 0 0 0 1 1

0 1 0 0 1 1

0 0 1 0 1 1

0 0 0 1 1 1

 (4.5)

As stated above, the CBC set system for the matrix P6×4 is

{{1, 5, 6}, {2, 5, 6}, {3, 5, 6}, {4, 5, 6}} and the dual set system obtained from the in-

cidence matrix (Q4×6 ) of P6×4 is {{1}, {2}, {3}, {4}, {1, 2, 3, 4}, {1, 2, 3, 4}}. From this

dual set system, it can be easily known to the CSP that file blocks 1, 2, 3, and 4 can retrieved

only from server 1, 2, 3, and 4, respectively while file blocks 5 and 6 can be retrieved from

any server. Thus, it is clear to CSP that 1, 2, 3, and 4 can not be recovered if any single point

failure error occurs.

An important fact about the incidence matrix of an (n,N, k,m)-CBC is that it is a m×n

matrix with entries in {0,1}. For each k column, there are k rows such that the resulting k×k

sub-matrix has minimum traversal containing only 1’s ( i.e., a group of k units in different

columns and rows that all accommodate the entry 1). This fact leads to Lemma 4.1.1.

Lemma 4.1.1 The incidence matrix of an (n,N, k,m)-CBC represents by m × n matrix of

{0, 1} if and only if, for any k columns, there exists a k × k sub-matrix which has minimum

one traversal involving k ones.

This result is similar to Hall’s marriage Theorem [89], which is specified in Theorem

4.1.2

Theorem 4.1.2 Suppose (F ,S) is a set system. Then, any group of k file blocks
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{F [1], F [2], ...., F [k]} ∈ F has a system of distinct representatives SDR(i), for all i,

1 ≤ i ≤ k, if and only if the following requirement is satisfied:

for any group of i blocks F [j1], F [j2], ...., F [ji], |
i⋃
l=1

Fjl | ≥ i.

In the above incidence matrix, it has been easily observed that for 1 ≤ i ≤ 4, any i blocks

of the dual system include minimum i points. Therefore, we have a CBC with k = 4.

4.1.5 Paillier Homomorphic Cryptography (PHC) System

We have also used a variant of PHC system [90] for encryption and decryption in our second

DIV method. In PHC system, Group of integer numbers (ZN and Z∗N ) are utilized in such a

way that ZN × Z∗N is isomorphic to Z∗N 2. PHC system has three parts which are described

in the following paragraphs.

1. Key-Generation

In the first part, PHC system generates public and private keys for encryption and decryption,

respectively, and a random number is used to encrypt plain-text. It applies Euler’s totient

function on two different odd prime numbers to generate these keys. The procedure of key-

generation is summarized below.

1. An entity chooses two different odd prime numbers p and q of the same length.

2. Evaluate J = pq and Euler’s totient function on J as φ(J) = LCM [(p− 1)(q − 1)],

where LCM denotes Least Common Multiple.

3. Assure that

(a) gcd(J, φ(J)) = 1.

(b) For any integer a > 0, we have (1 + J)a = (1 + aJ) mod J2.

(c) As a consequence, the order of (1+J) ∈ Z∗J2 is J i.e. (1+J)J = (1 mod J2)

and (1 + J)a 6= (1 mod J2) for any 1 < a < J .

4. Selects a random number rε Z∗J such that µ = gcd(L(rJ mod J2), J) = 1, where

L(x) = (x− 1)/J .

5. Returns public key (J, r), private key (µ, φ(J)), where r is a random number gener-

ated from the system.

2. Encryption

The second part of PHC system encrypts plain text using public key. Let m ∈ ZJ be
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a plain-text to be encrypted and r ∈ Z∗J be a random number. With the definition of

isomorphism, cipher-text C can be obtained by function f that maps plain text as:

ZJ × Z∗J −→ Z∗J2 and

C = E(mmod J, r mod J) = f(m, r) = [(1 + J)m.rJ mod J2 ]; where C ∈ Z∗J2 .

3. Decryption Algorithm

In the last part of PHC system, user can efficiently decrypt the encrypted text using its private

key (J, φ(J)). Decryption steps are given as follows.

1. Set Ĉ := [Cφ(n) mod J2], where C is cipher-text .

2. Set M̂ := (Ĉ − 1)/J . (Note that all this is carried out over the integers.)

3. After decryption, plain-text is given by M := [M̂.φ(J)−1 mod J2]

4.1.6 Some Useful Theorems

In this part, we introduce some existing theorems and lemmas which are required to prove

the correctness of the proposed scheme.

Theorem 4.1.3 Binomial Theorem [91]: If we take x; y ∈ R, and n ∈ N, then

(x+ y)n =
n∑
k=0

(
n

k

)
(x)n−k.(y)k (4.6)

where
(
n
k

)
= n!

k!.(n−k)!

Theorem 4.1.4 Chinese Remaindering Theorem [92]: If we take some positive integers such

that n0;n1; ....;nk−1. These integers are pairwise co-prime. We also take a different set of

integers x0;x1; ....;xk−1. Then, we find the following congruence:

y ≡ xi (mod ni) (4.7)

where 0 ≤ i ≤ k − 1 and y has a unique solution.

y ≡ x0N0N−1
0 + ........+ xk−1Nk−1N−1

k−1 (mod n) (4.8)
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Where n = n0 × ....× nk−1 = niNi and NiN−1
i ≡ 1(mod n) such that 0 ≤ i ≤ k − 1 .

Lemma 4.1.5 Hensel lifting [91]: If we take y as a prime number, and L(x) ∈ Z[X] with

an assumption:

L(x) ≡ P1(X)L1(X)(mod y) (4.9)

In this case, P1(X) and Q1(X) are the relative prime in Zy[X].

We calculate an integer t such that t � 1. Then, some polynomials exist such that

Pt(X);Qt(X) ∈ Zy[X]

L(X) ≡ Pt(X)Lt(X)(mod yr) (4.10)

Where Pk(X) ≡ P1(X)(mod y) and Qk(X) ≡ Q1(X)(mod y)

Theorem 4.1.6 Fermat’s little theorem [92]: If we take x as a prime number and another

integer y ∈ Z such that gcd(y, x) = 1, then

(y)x−1 ≡ 1(mod x) (4.11)

4.2 DIV Method 1: Using Algebraic Signature, CBC, and

Homomorphic Tag

In this section, first, we describe the system model for DIV method 1. Then, we discuss the

DIV technique with algebraic signature, CBC, and homomorphic tag. Thereafter, dynamic

data operations and proof of batch auditing are given to show the usefulness of this method.

4.2.1 System Model

We divide the system model into three tiers, which are described in the following paragraphs.

1. Cloud Users: Any end user, who wants to use cloud services, may be interpreted as

a cloud user. We assume that these cloud users have limited resources. Thus, cloud
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user is not capable to perform computation intensive tasks such as data integrity and

privacy preservation audits.

2. Multiple TPA: TPA is an authorized and authentic entity that is responsible for data

integrity verification and privacy preservation. It also takes care for the SLA and legal

issue related to data migration. For taking inputs from users, one TPA is assigned the

responsibility of TPA moderator which distributes input load to other TPAs. Another

TPA is kept as a standby TPA which will act as a TPA moderator in case of single

point of failure occured on the moderator. Thus, multiple TPAs are used to achieve

load balancing and to perform batch audit in cloud environment.

3. Cloud Service Provider: In this group, cloud service providers have established

enough infrastructure and resources to provide data storage as a service for cloud

customers. These resources may be distributed within many servers which are situ-

ated at different locations.

4.2.2 Proposed Technique

We propose a distributed multiple third party data auditing technique. In this technique,

multiple TPAs share the load responsibility of single TPA by load balancing. This DIV

method works in two phases. In the first phase, file is stored into CSP and in the second

phase, file is retrieved from the server and verified for integrity check. Different steps of

Phase 1 and Phase 2 of this approach are shown in Figure 4.1.

Phase I: Storing File F at CSP End

In this phase, user assigns a file F to CSP for storing. This file is converted into file blocks

before storage. To maintain reliability, CSP also manages homomorphic tags for each file

block. It helps CSP to bifurcate file blocks among different servers. After load balancing,

CSP returns a set of encrypted HTs to the user. All the above steps are described below.

1. Request for Data Storage:

To store a data file F , cloud user needs to register and authenticate with the CSP.

Authentication of user is done by using the method proposed in chapter 3. After

authentication, user sends a request to the CSP for data storage of file F .

2. Setup Operation:
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Figure 4.1: Workflow of the Proposed DIV Method 1

Initially, CSP performs the setup operation. This operation initiates the public en-

cryption key of TPA group and generates some random numbers. CSP also converts

file F into n file blocks by file blocking operation before storing file blocks among

different servers. These steps are summarized in Algorithm 4.1.

Algorithm 4.1 Setup operation
Input: {0, 1}k .
Output: Public Encryption Key of TPA Group kt , Random numbers r1, r2...ri .

1: Public Encryption Key of TPA Group kt generates by kt
R←− {0, 1}k.

2: File Blocking Operation
3: F → {F [1], F [2].....F [n]}

3. Homomorphic Tag Generation:

To generate the homomorphic tag, CSP computes algebraic signature corresponding

to each file blocks (F [1], F [2], ......F [n]). This algebraic signature is treated as the

HT for each file block. At any point of time, algebraic signature of a block is not

equal with the algebraic signature of another block. Thus, algebraic signature of a

block is unique for each block. This property ensures the security of the proposed

scheme against insider attacks. Algorithm 4.2 describes the homomorphic tag gener-

ation procedure.

4. Load Balancing and Storing the File F :

In this part, first, CSP uses CBC technique for load balancing of all file blocks
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Algorithm 4.2 Homomorphic Tag Generation
Input: All file blocks F [1], F [2], ......F [n].
Output: Entry {T} .

1: for int i = 1; i 6 n; i+ + do . Homomorphic Tag Generation
2: T [i] = ASg(F [i])
3: end for
4: T = {T [1], T [2], ......T [n]}, Where T is the set of Homomorphic Tags.

(F [1], F [2], ......F [n]) among m different servers. These file blocks are attached with

their homomorphic tags. CSP also encrypts each HT using public encryption key of

TPA group kt, which is derived in set-up operation. This encryption operation for ith

tag is given in equation (4.12).

∂i = Ekt(T [i]) (4.12)

Thus, CSP also computes the set of encrypted HTs as ∂ = {∂1, ∂2, ....∂i.....∂n}.

As stated earlier in 4.1.4, the load balancing solution of this DIV method is described

in the following manner.

Let, a file F of n blocks is to be stored among m servers in such a way that any

k of n file blocks can be recovered by retrieving at most t blocks from each server,

and the total number of file blocks stored in m servers is N . Thus, CSP can find out

an optimal CBC solution to get minimal N value for a given value of n, m, t, k, and

replication factorRF . With the help of this solution, CSP stores all file blocks among

m servers.

5. Return Set of Encrypted Homomorphic Tags to User:

CSP returns the set of encrypted HT s {∂} to the cloud user. Although these tags

increase the size of metadata related to file, yet these tags help cloud user to perform

dynamic operations on their data without disclosing the content to anyone. These tags

also help TPA group for data integrity verification, which is described in Phase II.

Phase II: Data Integrity Verification

1. Request for Data Integrity Verification:

Cloud user sends a request with the set of encrypted HT s {∂} to the TPA group for

verification of the data file F . In TPA group, one TPA shares and distributes this load
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with other TPAs by load balancing and batch auditing methods.

2. Challenge:

TPA group generates a set of random numbers R = {r1, r2......ri} for the challenge

operation. Set of these random numbers R is sent to the CSP for verification of

data blocks corresponding these random numbers. The generation of these random

numbers is given in the following Algorithm 4.3.

Algorithm 4.3 Challenge Operation
Input: {0, 1}k .
Output: Random numbers r1, r2...ri.

1: Random numbers r1, r2......ri are generated for challenge operation.
2: r1

R←− {0, 1}k

3: r2
R←− {0, 1}k

4: ri
R←− {0, 1}k

3. Proof Generation:

With the help of received set R, CSP selects and retrieves the file blocks

F [r1], F [r2], .....F [ri] for proof generation. For this purpose, CSP generates alge-

braic signature for these file blocks and computes their homomorphic tag. The set of

these selected tags is defined as T ′ . Thereafter, CSP computes encryption over these

tags, which is defined as the set ∂′ . CSP sends this set ∂′ to the TPA for verification.

All these steps are described in the following algorithm 4.4.

Algorithm 4.4 Proof Generation
Input: Random file blocks F [r1], F [r2], .....F [ri].
Output: Set T ′ , Set ∂′ .

1: for int j = r1; j 6 ri; j + + do . Proof Generation
2: T [j] =ASg(F [j])
3: end for
4: T

′ = {T [r1], T [r2], ......T [ri]}, where T ′ is the set of selected homomorphic tags.
5: for int h = T [r1]; h 6 T [ri]; h+ + do
6: ∂h=Ekt(T [h])
7: end for
8: ∂

′ = {∂1, ∂2, ......., ∂i}, where ∂′ is the set of encrypted homomorphic tags.

4. Proof Verification: TPA group is also responsible for the proof verification. For this
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purpose, the TPA group decrypts sets ∂ and ∂′ by employing the tag decryption key

kt. Then, TPA group estimates the sets T and T ′ , and then verifies whether they are

equal or not. If it is equal, it indicates that the integrity of the file is preserved else it

is corrupted. These steps are given in Algorithm 4.5.

Algorithm 4.5 Proof Verification
Input: Private Decryption key of TPA group kt, Decryption function Dkt , sets ∂ and ∂′ .
Output: Verification Result T ?

= T
′ .

1: for int j = r1; j 6 ri; j + + do . Proof Verification
2: Tj = Dkt(∂j).
3: end for
4: T

′ = {Tr1 , Tr2 , .......Tri}
5: for int j = 1; j 6 n; j + + do
6: Tj = Dkt(∂j).
7: end for
8: T = {T1, T2, .......Tn}
9: Verifies T ?

= T
′ .

5. Result Notification: TPA group notifies the final result to the cloud user.

4.2.3 Dynamic Data Operations

In this part, we describe the reinforcement of dynamic data operation through our scheme.

In cloud environment, the users data is stored at different CSPs. It does not store the data

at users end. Therefore, it is a desperate challenge for a cloud user to implement dynamic

data operations such as update, insert, append and delete at data blocks of files to change the

content. Yet another challenge is to maintain the data integrity and have assurance of careful

handling of data.

For any dynamic data operation, cloud user, first, needs to generate corresponding re-

sulted file blocks. He/She also needs to change into corresponding homomorphic tags to

accommodate changes in data blocks, because this ensures reflection of changes in data

blocks at the CSP domain.

Batch Auditing protocol will be successfully carried out after simple changes in homo-

morphic tags. In other words, successful changes in homomorphic tags ensure CSP to cor-

rectly execute processing of dynamic data operation request. Otherwise, CSP would detect
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server misbehaviour with high probability as described in equation 4.13.

PX = 1− {n− r
n

.
n− 1− r
n− 1

.
n− 2− r
n− 2

....
n− c+ 1− r
n− c+ 1

} (4.13)

where, PX indicates the probability of detection of server misbehaviour that depends on

total number of file blocks n, deleted blocks r, and challenged blocks c.

A simple, straight forward and trivial way to support this operation is to download all

the data from CSP and recompute homomorphic tags. But, this process is highly inefficient.

Here, we demonstrate our scheme for efficiently performing dynamic data operations in

cloud storage. The illustrative diagram is shown in Fig. 4.2.

1. Update Operation: In the cloud environment, a cloud user may require to modify

some data blocks stored in the CSP server, from its current value cij to a new value

cij + ∆cij . This operation is called as “update operation”. As defined with CBC

set system, file blocks are distributed among m servers. Also accessing k blocks

from total n blocks requires at max t block retrieval from each server. Hence, a user

can generate updated blocks by using ∆cij , without involving any other unmodified

blocks. Therefore, for update operation, user constructs a change matrix ∆C as fol-

lows.

∆C =


∆c11 ∆c12 · · · ∆c1m

∆c21 ∆c22 · · · ∆c2m

...
... . . . ...

∆cn1 ∆cn2 · · · ∆cnm


It may be noted that unmodified blocks are represented by zero elements in ∆C and

when very small change occurs within update operation, then ∆C will be a sparse

matrix. To maintain the modified and unmodified data blocks before the commit

(final update) operation, the CSP finds out an updated matrix ∆U by multiplying

change matrix (∆C) with Incidence matrix I of CBC dual set system. This provides

dynamic data change information on the modified data blocks. The update matrix

(∆U) is an n× n matrix,where
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Figure 4.2: Dynamic Data Operations in DIV Method 1

∆U = ∆C× I

∆U =


∆u11 ∆u12 · · · ∆u1n

∆u21 ∆u22 · · · ∆u2n

...
... . . . ...

∆un1 ∆un2 · · · ∆unn


Here, ∆uij denotes the dynamic data change information, and (i, j) denotes the block

number.

Data update operation affects some or all the modified blocks. Therefore, a change or

amendment in corresponding homomorphic tag is required for each modified blocks.

For every modified blocks, CSP needs to exclude occurrence of old block and replace

it with new modified block. With the help of our homomorphic tag generation, this

amendment has been performed efficiently only for modified blocks and not for all

blocks. After the commit (final update) operation, CSP performs "final update op-

eration" on the modified data blocks according to dynamic data change information

and notifies user the completion of update operation as cij ← cij + ∆uij ; for all

i ∈ {1, .....,m} and j ∈ {1, ....., n}.

60



CHAPTER 4. DATA INTEGRITY VERIFICATION

2. Delete Operation:

In some situations, after saving data on cloud, user may need to delete some blocks.

We consider this “delete operation” as a special case of “update operation”, in which

original data blocks are replaced with the blocks that are filled with zeros or any

special predetermined symbols. Thus, for “delete operation”, we change the “update

operation” setting ∆cij in ∆C to be as −∆cij . The remaining process is same as

“update operation”.

3. Append Operation: In some conditions, user may want to add data to the stored

file by adding additional data blocks at the end of the file. We refer this operation

as “append operation”. In cloud environment, “append operation” occurs very often.

This process is bulky, because most of the users try to add large number of file blocks

at any point of time.

To support this operation, we concatenate additional blocks at the end of the corre-

sponding file blocks in CBC matrix C of file F. This is equivalent to the appending

blocks towards the end of data file.

If we assume that initially n number of rows in CBC matrix C and user wants to

append j number of blocks at the end of file F , the file blocks are represented as

(F [n+ 1], F [n+ 2], ...., F [n+ j]).

To start the append operation, CSP performs zero padding for each server m and

creates a new CBC matrixCnew from C with j file blocks. Then, CSP distributes these

file blocks among m servers, which randomly stores these blocks by load balancing.

After this, CSP needs only to perform "update operation" for this additional (F [n +

1], F [n+ 2], ...., F [n+ j]) file blocks in Cnew.

These additional file blocks (F [n + 1], F [n + 2], ...., F [n + j]) are added into the

file. Therefore, CSP needs to regenerate homomorphic tag. For this purpose, CSP

performs operation the operation of homomorphic tag generation for these additional

file blocks along with the previous F [n] blocks.

Finally, CSP notifies the user at the completion of “append operation” as Cnew ←

Cnew + ∆unew ; for all file blocks n ∈ {1, ....., j} with new homomorphic tag Tnew.

Figure 4.2 demonstrates the support of dynamic data operations (Update, Delete and

Append operation) for our scheme. In this figure, ∆c11, ∆c22, ∆c41, and ∆c42 are the
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update information blocks of c11, c22, c41, and c42 file blocks, respectively. −∆c11

is the delete information of file block c11 and c51, c52, and c53 are the appended file

blocks.

4. Insert Operation:

An insert operation in a data file can be considered as a special case of append opera-

tion at a desired index position for which, CSP maintains same CBC data structure for

the entire file. Thus, at index i, inserting a file block F [i] requires shifting of all sub-

sequent blocks starting from the n index position by one index slot. It affects many

rows in CBC matrix C and requires a number of substitution computations. This also

needs re-indexing of all subsequent blocks and regeneration of homomorphic tags.

To support insert operation, existing approaches [19, 48] requires additional data

structures like Merkle Hash Tree [93] and RSA Tree [48] to maintain data index

information. This additional information is stored and maintained at the user end,

which is an overhead for end user.

In our approach, insert operation at a specific index is easy and efficient because CSP

does not require any additional data structure to maintain data index information and

causing no extra overhead at user end. The same CBC structure is utilized for this

purpose.

4.2.4 Proof of Batch Auditing

In this subsection, we provide the proof of batch audit session through valid evidence. With

batch auditing, TPA group is able to take various audit tasks on distinct data files from

multiple users which is beneficial for the end user as TPA group performs multiple tasks

together at an instance of time. Figure 4.3 shows our batch auditing technique. For better

understanding of batch auditing, we take a simple example of C cloud users, which have j

multiple audit tasks on k number of files.

1. Set Up Phase:

From C users, each user c has a data file Fc = {F c
1 , F

c
2 , ...........F

c
n} to outsource

on the cloud server, where c ∈ {1, ...., C}. To simplify, we assume that each file

has n numbers of blocks and each user c has chosen a random number to generate
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Figure 4.3: Batch Auditing Process in DIV Method 1

encryption key for TPA group. We also assume that each user file Fc randomly selects

a Unique File Identifier UFIDc ∈ ZP.

Thus, for each user c, CSP denotes his / her TPA group key as (ktc) and corresponding

file tag as (UFIDc, ktc). Now, for each user c, CSP runs homomorphic tag generation

algorithm, computes ASg(F c
n), and sends (Tc, UFIDc) to TPA group.

2. Audit Phase: TPA group recovers tag (Tc, UFIDc) from each user c and sends audit

challenge chal = {(n, Vn)}n∈Fc to the CSP server for auditing data files of all C users.

After successful receiving of chal from each user c ∈ {1, ...., C}, CSP randomly

chooses rk ∈ ZP and computes Rkc for each user file F ′c using the following

procedure.
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For {0 < j ≤ Rkc }

lj = σktc (rk + j)

F ′[c] = F ′[c] + F [lj]

CSP returns (F ′[c], T ′c) corresponding to each file UFIDc. Now, TPA group verifies

each file UFIDc, whether equation 4.14 holds or not.

C∑
c=1

ASg(F
′[c])

?
=

C∑
c=1

Dktc (Tc)
?
=

C∑
c=1

Dktc (T
′
c) (4.14)

We can expend the Left-Hand Side (LHS) of the equation 4.14 as :

⇒
C∑
c=1

ASg(F
′[c]).

⇒ ASg(kt1 , UFID1) +
C−1∑
c=1

ASg(F
′[c]).

⇒ Dkt1
(T1) +

C−1∑
c=1

ASg(F
′[c]).

⇒ Dkt1
(T1) + Dkt2

(T2) +
C−2∑
c=1

ASg(F
′[c]).

⇒
C∑
c=1

Dktc (Tc) .

We can also easily find out the third equality of the equation (4.14) with properties of

algebraic signature and CBC.

⇒
C∑
c=1

ASg(F
′[c]).

⇒ ASg(kt′1
, UFID1) +

C−1∑
c=1

ASg(F
′[c]).

⇒ Dkt1
(T
′
1) +

C−1∑
c=1

ASg(F
′[c]).

⇒ Dkt1
(T
′
1) + Dkt2

(T
′
2) +

C−2∑
c=1

ASg(F
′[c]).

⇒
C∑
c=1

Dktc (T
′
c) .

Hence, it is proved that our scheme supports batch auditing with multiple TPA in

cloud environment.
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4.2.5 Efficiency Improvement

As we have shown in equation 4.14, TPA group can able to perform auditing tasks simulta-

neously with batch auditing. We also observe that it reduces computation cost on TPA group

end, because aggregating of C verification equations into one equation helps to reduce the

number of expensive operations into C+1 from 2C, as required in single TPA auditing. This

saves a precious amount of auditing time. Hence, it improves the auditing efficiency.

4.3 DIV Method 2: Using PHC System and CBC

In this section, first, we describe the system model to apply for DIV method 2. Then, we

explain the DIV technique with Paillier Homomorphic Cryptography system (PHC) [90].

Thereafter, dynamic data operations and proof of batch auditing are given for the utility

description of this method.

4.3.1 System Model

In this work, we propose a three-tier architecture for privacy preserve auditing. The first tier

is cloud user, the second tier is TPA, and the third tier is cloud service provider. The details

of each tier is discussed under the following heads.

1. Cloud Users

Any cloud service customer can be treated as a cloud user who has limited resources

to perform the DIV process. User requires additional resources to do batch auditing.

Thus, user delegates batch auditing to the TPAs due to limited resources .

2. Third Party Auditor (TPA)

TPA is the trusted entity. The cloud users assign the DIV task to the trusted TPAs.

TPA performs batch audit task assigned from the users.

3. Cloud Service Provider(CSP)

CSPs are the firms which have enough infrastructure and resources to provide the

services to the cloud users. CSP has two components: (1) Processing server and

(2) Data storage. Processing server is used to process the user’s request. Data storage

is used to store the encrypted data and assessment keys for the convenience of cloud
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Figure 4.4: Workflow of the Proposed Privacy Auditing DIV Method 2

users.

4.3.2 Workflow of the Proposed Method

In this subsection, we present the process flow of our proposed audit scheme. Let us assume

that a cloud user has a file F which consists of n blocks. These n file blocks are represented

as F [1], F [2], .......F [n]. The cloud user wants to store this file in CSP.

In the first step, a cloud user generates encryption and decryption keys for the file in key

generation process. Next, the user encrypts the file with multi-power RSA algorithm [90,94]

using encryption process and sends it to CSP for storing the encrypted file. CSP stores the

encrypted file in its data storage. When a user requests processing server to assess the file,

the CSP performs the assessment process and returns the encrypted response to the TPA.

TPA decrypts the encrypted response. Finally, TPA forwards the verification results to the

cloud user. The workflow of the three-tier architecture is shown in Figure 4.4. The detail

descriptions of these tasks are given below.

1. Key Generation

In this step, the cloud user induces two keys, the assessment key (Ak) and the se-

cret key (φk) at the client side. These keys are generated using a variant of Paillier

Cryptography System [90, 94]. The key generation algorithm takes two inputs n and
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r as parameters and generates two distinct primes x and y. Both numbers (x and y)

are [ n
r+1

] bits long and are used to generate the keys. We have selected an integer e

which is relatively prime to T and x. This integer is used to generate secret key. In

Algorithm 4.6, the generation process of key pairs is demonstrated.

Algorithm 4.6 Key Generation
Input: n, r .
Output: Assessment key (Ak), The secret key is φk.

1: Compute λ = xry and T =(x - 1)(y- 1).
2: Compute d ≡ (e−1)mod T.
3: Compute dx ≡ (d)mod x and dy ≡ (d)mod y.
4: Compute kx = λ

xr
( λ
xr

)−1; ky = λ
y
(λ
y
)−1; where kx ≡ (1)mod xr and ky ≡ (1)mod y.

5: Compute the assessment key is Ak= (λ); the secret key is φk =(λ; x; y; r; e; dx; dy; kx;
ky).

2. Storage

The cloud user breaks the file F into a number of file blocks F [1], F [2], .......F [n].

The size of each file block is 512MB. The cloud user encrypts these blocks with the

secret key φk using RSA technique [91] and Euler’s totient function [94]. After that

user sends the encrypted data and the assessment key Ak to the CSP for storage. If we

denote F [i] ∈ Zλ be a plaintext for the ith block and the secret key φk, then ciphertext

S[i] can be calculated using equation 4.15

S[i] ≡ (F [i]e)mod λ (4.15)

At the CSP server, file blocks are presented in encrypted form as assessment key

(Ak) individual ciphertexts (S[1];S[2];S[3]; ::: S[n]). These encrypted blocks and

the assessment key (Ak) are stored on the cloud data storage server for verification

purpose.

3. Verification Request

User sends a verification request to the TPA when he wants to verify the stored data.

Now, TPA does the further processing.

4. Challenge

The TPA searches and recomputes the individual block information from the cipher-
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texts of each block using the assessment process, which is described in the next step.

5. Assessment

In this process, the CSP server recomputes overall ciphertext from the ciphertext of

each block. To do this, it performs cross product of the ciphertext for each block. We

denote overall ciphertext as S and the ciphertext of each block as ((S[1];S[2];S[3]; :::

S[n])).

For this, the processing server needs to retrieve and verify the encrypted data

(S[1];S[2];S[3]; ::: S[n]). To do this, CSP provides S information. Now, ciphertext

of each block is computed using F e
i . It recomputes the cross product of individual

block information (F [1]×F [2]×F [3]× ::: ×F [n])e mod N by using the assessment

key Ak. Now, CSP will be able to assess the overall cipertext S. This procedure is

mathematically represented in equation 4.16

(F [1]e × F [2]e × F [3]e × .....× F [n]e)mod λ

≡ (F [1]× F [2]× F [3]× ::: ×F [n])emod λ

≡ E(φk, F [1]× F [2]× F [3]× ::: ×F [n])

≡ S.

(4.16)

Thus, S is generated by using equation (4.17).

S = Assessment(Ak;S[1];S[2];S[3]; .....S[n]) (4.17)

6. Verification

The cloud service provider returns the processed result in encrypted form to TPA.

Now, the user can evaluate and verify the plaintext F using decryption method.

For the given secret key φk, TPA utilizes the Hensel lifting theorem [91] to decrypt

the ciphertext S and constructs the plaintext. For this operation, modulus of F e
x is

performed with respect to xr. This is done for all values from 1 to r − 1, where r is

a random number which is defined at the time of key generation. After this, a user

utilizes the Chinese remaindering theorem to recover the plaintext. To do this, TPA

calculates (Fx)mod x
r and (Fy)mod y that alternatively generates F. The details of

Hensel Lifting theorem (Theorem 4.1.2) and Chinese Remaindering theorem (Theo-
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rem 4.1.4) is described in subsection 4.1.6. The steps to decryption of cipher-texts

are summarized in Algorithm 4.7.

Algorithm 4.7 Decryption
Input: a private key Pk = (λ;x; y; r; e; dx; dy; kx; ky) and a ciphertext S ∈ Zλ .
Output: F ∈ Zλ.

1: Compute S[1] ≡ (S)mod x; S[x] ≡ (S)mod xr and S[y] ≡ (S)mod y.
2: Compute F [1] ≡ ((S[1])dx) mod x and F [y] ≡ ((S[y])dy) mod y.
3: Using the Hensel lifting, we construct a plaintext F [x] modulo xr such that S[x] ≡

((F [x])e)mod xr. To do this, first we set K[1]← F [1].
4: int i=2;
5: while i ≤ r do
6: E[i]← ((K[i])e)mod xi+1.
7: N [i]← (S[x]− E[i])mod xi+1.
8: G[i]← N [i]/xi.
9: F [i]← G[i]× ((eM e−1

0 )−1)mod x.
10: K[i]← K[i− 1] + xiF [i].
11: end while
12: Using the Chinese remaindering, recover the plaintext F = F [1]×F [2]×F [3]×....×F [n]

such that F ≡ (F [x])mod xr and F ≡ (F [y])mod y. To do this, first set F [x]← K[r].
13: Compute F← (F [x]× k[x]) + (F [y]× k[y])mod λ.
14: Output: F ∈ Zλ.

7. Notify the Verification Result

Finally, TPA notifies the verification result to the cloud user, whether the integrity of

data is maintained or not.

4.3.3 Correctness Proof of Privacy Preservation

In this subsection, we prove the correctness of our approach for the effective privacy preser-

vation. Let, λ = xry, where x, y be two distinct primes and r ≥ 2. We consider two integers

e and d such that e.d ≡ (1) mod(x− 1)(y − 1) and gcd(e, x) = 1.

Next, we assume the threat vector r. Here, we select r ≥ 2 for making the factorization

difficult. For this value of r, any crypto-logical system fails to decrypt the information from

the stored data.

In our approach, there are three way to reduce the cipher-text. First, S[y] is reduced with

modulo y. In other way, S[1] can be reduced with modulo x. Final way to reduce S[x] is

with modulo xr. For further reduction of dy and dx, we have relations dy ≡ (d) mod (y− 1)
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and dx ≡ (d) mod (x − 1). If there exists two integers n1, n2 ∈ Z, we can use both the

integers to reduce the relationship using equations 4.18 and 4.19.

d = dy + n2 (y − 1) (4.18)

d = dx + n1 (x− 1) (4.19)

From equation (4.15), we get the ciphertext S ≡ (F e)mod λ where F ∈ Zλ. Now, we

decrypt S modulo x as

F [1] ≡ (Sd)mod x

≡ (S[1] + bxd)mod x; where b ∈ Z

≡ ((S[1])dx+a1(x−1)) mod x

≡ ((S[1])dx) mod x [Thanks to Theorem 4.1.6]

(4.20)

Similarly, we can have, F [y] ≡ ((S[y])dy)mod y for the second method.

If we choose the plaintext as F [x] and the ciphertext as S[x], relation between them can

be represented as follows: S[x] ≡ (F [x])e mod (xr). The x-adic expansion of F [x] is given

as:

F [x] ≡ F [1] + x.F [2] + x2.F [3] + ....+ xr−1.F [r]mod xr, where F [1]; ....;F [r] ∈ Zx.

If we select a function G[i](F [1];F [2]; ....;F [i+ 1]), then for 0 ≤ i ≤ r

S[x] ≡ G[i](F [1];F [2]; ....;F [i+ 1]) ≡ (F [1] + x.F [2] + x2.F [3] + ....+ xi.F [i+ 1])e;

With the help of binomial Theorem 4.1.3, we can reduce S[x] modulo xi+1

G[i](F [1];F [2]; ....;F [i+ 1]) ≡ (F [1] + x.F [2] + x2.F [3] + ....+ xi.F [i+ 1])emod xi+1

≡
e∑

k=1

(
e
k

)
(F [1] + x.F [2] + x2.F [3] + ....+ xi−1.F [i])(e− k)(xiF [i+ 1])kmod xi+1

Now, we can explore this equation with the following expansion:

≡ (F [1] + x.F [2] + x2.F [3] + .... + xi−1.F [i])e + (F [1] + x.F [2] + x2.F [3] + .... +

xi−1.F [i])(e−1)exiF [i+ 1] +
e∑

k=2

(
e
k

)
(F [1] +x.F [2] +x2.F [3] + ....+xi−1.F [i])(e−k)(xiF [i+

1]kmod xi+1
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The above expansion can be divided into two sub-parts expressed as follows:

≡ (F [1]+x.F [2]+x2.F [3]+ ....+xi−1.F [i])e+exiF [i+1]×
e∑
j=1

(
e
j

)
F [1]e−j×(x.F [2]+

x2.F [3] + ....+ xi−1.F [i])jmod xi+1

≡ (F [1] + x.F [2] + x2.F [3] + ....+ xi−1.F [i])e + xieF [1]eF [i+ 1]mod xi+1

It is observe that for 1 ≤ i ≤ r; G[i− 1] ≡ (F [1] + x.F [2] + x2.F [3] + ....+ xi−1.F [i])e

Thus, S[x] = G[i− 1] + xieF [1]eF [i+ 1]mod xi+1

We have found the recursive relation for the values F [1];F [2]; ....;F [r] in Eq 4.21.

F [i] ≡ (
S[x]−G[i− 1](mod xi+1)

x[i]
)× e−1F [i]1−emod x (4.21)

In this equation 4.21 , x and F [1] ∈ Zx are relative prime with e. Thus, we can see that

F [1]e−1 and e are the reverse modulo of x. From this proof, it is evident that our approach

correctly supports the privacy preservation.

4.3.4 Support for Dynamic Data Operations

Our approach supports three dynamic data operations, which are described as follows:

4.3.4.1 Update Operation

In update operation, the existing file blocks are modified to restructure the entire file. The

first homomorphic property of a PHC is used to do this update operation. According to this

property, if we take product of two cipher-texts and subsequently decrypt this product, then

this is equivalent to the sum modulo of corresponding plain-texts.

In this work, two plain-text file blocks are represented as F [x], F [y] and two random

numbers are denoted by n1, n2 such that n1, n2 ∈ Z∗λ. The following equation describes the

first property of PHC.

D[E(F [x], n1).E(F [y], n2)] = D[E(F [x]+F [y], n1.n2) mod λ2] = F [x]+F [y] mod λ

(4.22)

With this property, CSP can perform the dynamic update operation. We do not need to

retrieve the original plain-texts. We only require to perform the product of two cipher-texts
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and subsequently decrypt this product. As a result, we get the sum modulo of two plain-texts.

To update a file block F [i], a user modifies this block with small change ±∆F [i]. It

creates a new block F [i] ± ∆F [i]. Thus, change in ciphertext will be (F [i] ± ∆F [i])e. It

results the final ciphertext as S[i]±∆S[i], after the commit operation.

4.3.4.2 Append Operation

In an append operation, new data blocks are added at the end block of the file. This operation

increases the size of the stored data. We use the second homomorphic property of PHC

to perform this operation. According to this property, if we take the raised power of one

ciphertext with another cipher-text, and subsequently decrypt this result, then the result is

equivalent to the product modulo of two plain-texts.

In our notations, two file blocks are represented as Fx, F [y] ∈ Zλ and two random

numbers are denoted by n1, n2 such that n1, n2 ∈ Z∗λ.

The equations 4.23 and 4.24 describe the second property of PHC.

D[EF [y](F [x], n1)] = D[E(F [x].F [y], n
F [y]
1 ) mod λ2] = F [x].F [y] mod λ (4.23)

D[EF [x](F [y], n2)] = D[E(F [x].F [y], n
F [x]
2 ) mod λ2] = F [x].F [y] mod λ (4.24)

With this property, we can perform the dynamic append operation and we do not need

original plain-texts. We only need to do the raised power of one cipher-text with another

cipher-text and subsequently decryption of this result. In output, we get the product modulo

of two plain-texts.

4.3.4.3 Delete Operation

In delete operation, some data blocks are deleted. It is a special case of update operation, in

which some data blocks are replaced with null blocks.

There are two types of delete operation: (1) Partial block delete operation, and (2) Full

block delete operation. In partial block delete operation, CSP retrieves the file from the
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storage server in encrypted form and some part of blocks are deleted, and modified blocks

are stored on the server. In full block delete operation, CSP retrieves the file from the storage

server in encrypted form, and the full blocks of the file are replaced with null blocks. These

null blocks are assigned to the scheduler for the fresh allocation.

4.3.5 Use Case

We have considered a use case to show the different dynamic operations performed by a user

in the data file.

1. Update Operation:

Cloud user requests to CSP for the update operation in a file. CSP retrieves this file

from the storage server in encrypted form and uses the first homomorphic property of

a Paillier Cryptography System as outlined in equation 4.22. This property enables

a server to update the file. Pictorial representation of update operation is given in

Figure 4.5. Here, we represent data blocks of a file as the S matrix and the actual file

block as S11, S13, S22, S41, and S42. If the modification or updation in file block are

described as 4S11,4S13,4S22,4S41, and 4S42, then S∗11, S
∗
13, S

∗
22, S

∗
41, and S

∗
42

are depicted as updated output blocks.

2. Append Operation:

Cloud user requests to CSP for the append operation in the file. CSP retrieves this

file from the storage server in encrypted form and uses the second homomorphic

property of a Paillier cryptography system as outlined in equations 4.23 and 4.24.

This property enables the server to append the data to the file. Pictorial representation

of append operation is given in Fig. 4.5. In this figure, we represent data blocks of a

file as the S matrix and the appended file block as S51, S52, and S53. After the commit

operation, these blocks are added in file matrix S∗.

3. Delete Operation:

Cloud user requests to CSP for the delete operation in a file. In partial delete op-

eration, only some partial block information are to be deleted, and blocks are to be

converted into the modified blocks. The modified blocks co-exist after the commit

operation on blocks. We represent data blocks of a file as the C matrix. The explana-
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Figure 4.5: Dynamic Update and Append Operation in DIV Method 2

Figure 4.6: Dynamic Delete Operation in DIV Method 2
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tion of delete operation is shown in Figure 4.6.

In Figure 4.6, if three blocks such as S11, S13, and S42 are selected for the partial

delete operation, and −4S11,−4S13, and − 4S42 are information to be deleted

from the respective blocks. Then, the modified blocks are depicted as the block

S∗11, S
∗
13, and S

∗
42.

In full block delete operation, entire blocks are to be deleted. After deletion of full

blocks, blocks are replaced with the null blocks. Finally, at the time of commit op-

eration, these null blocks are allocated as a fresh data blocks to the scheduler, which

can be assigned for storing the information.

In Figure 4.6, if two blocks such as S23 and S33 have selected for the full delete

operation, and −S23 and − S33 are the block change, then the modified blocks are

represented by null blocks as shown in Figure 4.6 which can be assigned to the sched-

uler as a fresh data blocks.

4.4 Experiments

To perform the experiments related to DIV method 1 and DIV method 2, we have used two

Personal Computers(PC’s) configured with Intel Core i7-2600S 2.80 GHz and 16 GB RAM.

We have used one PC as a TPA. For this purpose, we configured Cloudera CDH 5.3.0-

0 [95] on this PC. For file storage, we have used another PC, which is configured with Citrix

Xen Server 6.2.0 [96]. We have tested the DIV method 1 and 2 with different performance

parameters. The detailed discussion of experimental result is given in chapter 6.

4.5 Summary

In this chapter, we proposed two collaborative techniques for data integrity verification with

multiple third-party auditors. The first technique utilises the algebraic signature, homomor-

phic verification tag, and combinatorial batch codes while the second technique utilises the

Paillier homomorphic cryptography system for data integrity verification. Properties of al-

gebraic signature and CBC demonstrate the suitability for data integrity verification in cloud

computing. On the other hand, the properties of the Paillier homomorphic cryptography
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system make the second approach very helpful in performing data integrity verification in a

secure manner in cloud environments. We achieve an average accuracy of 95% and 92.76%

for CBC based and Paillier homomorphic cryptography system based data integrity verifi-

cation methods, respectively. Further, both the approaches support dynamic data operations

with adaptable and useful batch auditing through which various audit sessions for multiple

users can be handled simultaneously.
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Chapter 5

Distributed Denial of Service (DDoS)

Attack Prevention

Distributed Denial of Service (DDoS) attack [77] is a customize version of DoS attack which

works in collaborative manner on the availability and functionality of the targeted cloud.

Multiple corrupted systems are used for targeting and damaging a victim cloud to build a

DDoS attack. After stealing the control, an associate intruder imposes these compromised

systems on sending a large number of malicious packets on the targeted cloud. In this dis-

tributed approach, multiple systems are used by the attacker to launch DoS attack. In DDoS

attack, multiple compromised systems of cloud act as victim systems. These victim systems

are caused to damage other systems and increase the potential of attack on the targeted sys-

tem. In this chapter, we present a third party based technique to prevent DDoS attack in

cloud environment.

In section 5.1, we discuss the preliminaries of Dempster Shafer Theory and Weibull

Probability Distribution which are used in our proposed work. Section 5.2 provides the

proposed system model for the DDoS attack prevention in cloud environment. Description

of the proposed technique is given in section 5.3. Finally, summary of this work is presented

in section 5.4.
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5.1 Preliminaries

In this section, first we introduce the Dempster Shafer Theory (DST) and Weibull Probability

Distribution, which are used in the proposed DDoS prevention method.

5.1.1 Dempster Shafer Theory (DST)

DST [97], [98] is a powerful method for mathematical diagnostics, statistical inference, de-

cision analysis, and risk analysis. In DST, probabilities are assigned on mutually exclusive

elements of the power set of state space (Ω) (all possible states). This state space (Ω) is also

called as frame of discernment, and the assignment procedure of probabilities is called basic

probability assignment (bpa).

According to DST method [99] for a given state space (Ω), the probability (called mass)

is assigned for t sets of all 2Ω elements, which are all possible subsets of (Ω). DST works

with 3-valued logic, which provides Fault Tree Analysis (FTA) [98]. For example, if a

standard state space (Ω) is (True, False), then 2Ω should have 4 elements: {Φ, True, False,

(True, False)}. The (True, False) element describes the imprecision component, which is

introduced by DST. These elements refer to the value either true or false, but not both. The

sum of all probabilities for DST is equal to 1 which is given in equation 5.1, and P(Φ) is 0.

P (True) + P (False) + P (True, False) = 1 (5.1)

In this work, we use FTA to analyze each VM corresponding to the victim, which is

perceived by a boolean OR gate. If we choose set A = {a1, a2, a3 } and B = {b1, b2, b3 } as

an input output set, respectively. Then, Table 5.1 describes the Boolean truth table for the

OR gate. From Table 5.1 we get:

P (A) = (a1, a2, a3) = {P (True), P (False), P (True, False)} (5.2)

P (B) = (b1, b2, b3) = {P (True), P (False), P (True, False)} (5.3)
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Table 5.1: Boolean Truth Table for the OR Gate

b1 b2 b3

∨ T F (T, F )
a1 T T T T
a2 F T F (T, F )
a3 (T, F ) (T, F ) T (T, F )

P (A ∨B) = {a1b1 + a1b2 + a1b3 + a2b1 + a3b2; a2b2; a2b3 + a3b1 + a3b3} (5.4)

Equation (5.4) can be rewritten as equation (5.5) by putting the value from equation (5.1).

P (A ∨B) = {a1 + a2b1 + a3b2; a2b2; a2b3 + a3b1 + a3b3} (5.5)

Finally, our solution uses Dempster’s combination rule, which fuses evidences from mul-

tiple independent sources using a conjunctive operation (AND) between two bpa’s P1 and

P2, called the joint P12, which is given in equation (5.6).

P12(A) =

∑
B∩C=A P (B)P (C)

1−K
(5.6)

In equation (5.6), the factor 1 −K is called normalization factor, and it is used to avoid

the conflict evidence entirely, when A 6= Φ ; P12(Φ) = 0 and K =
∑

B∩C=Φ P (B)P (C).

5.1.2 Weibull Probability Distribution

The Weibull probability distribution is the essential key element for operations of TPA. We

used this distribution because it provides a variable reliability function. With this function,

we can easily observe and detect DDoS attack in cloud environment.

The Weibull distribution [100] is a continuous probability distribution in probability the-

ory and statistics. Mathematically, this distribution is defined by the Probability Distribution

Function (PDF). The mathematical expression of the Weibull PDF with three parameters is
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given in equation (5.7).

F (T ) =
β

η
.(
T − γ
η

)β−1.e−(T−γ
η )β (5.7)

where F(T) ≥ 0 , T ≥ 0 or γ, β > 0 , η > 0 , −∞ < η <∞ , and

• β is the shape parameter, also known as the Weibull slope.

• η is the scale parameter.

• γ is the location parameter.

The Weibull Reliability function is given by:

R(T ) = e−(T−γ
η )β (5.8)

The Weibull Failure Rate function is given by:

λ(T ) =
F (T )

R(T )
=
β

η
.(
T − γ
η

)β−1 (5.9)

The Weibull Mean Life or Mean Time to Failure (MTTF) is given by:

T = γ + η.τ(
1

β
+ 1) (5.10)

Where, τ (*) is the Gamma function. The Gamma function is defined as:

τ(n) =

∫ ∞
0

e−x.xn−1dx (5.11)

The equation for the median life, or β50 life, for the Weibull distribution is given by:

T̃ = γ + η(ln2)
1
β (5.12)

We design the implementation architecture for the security and reliability with the help

of “Bathtub Curve”. We observe that Weibull distribution with β ≺ 1, failure rate decreases

with time. It is called as early life failures with respect to time. When β close to 1 or equal

to 1, Weibull distribution has a relatively constant failure time. It indicates useful life with
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Figure 5.1: Bathtub Curve of Failure Rate

random failure. When Weibull distribution is β � 1, failure rate increases with time. It is

also called as “Wear Out Failure". If we comprise all three condition, then it forms “Bathtub

Curve” [100], which is shown in Fig. 5.1.

5.2 Proposed System Model

We propose a system model to detect and prevent the victim cloud servers from flooding

attacks. In our modal, we consider a workstation as a TPA for observation of all packets

reached to cloud servers. It is an independent and trustworthy entity which logs all legitimate

as well as malicious packets on behalf of all cloud servers. We call this TPA as “Cloud

Warrior".

In DDoS attack, there are many malicious work stations use to attack on targeted cloud

storage servers. They send bulk of malicious packets on targeted machine for attack. On the

other hand, some normal work stations also send legitimate packets to the targeted machine.

Due to huge number of service packets, even the legitimate users are not able to obtain the

services. In this condition, victim system send log details to the CW for identification of the

origin source that caused the DDoS attack. Figure 5.2 shows the model representation of

DDoS attack scenario with presence of Cloud Warrior (CW). In our system, when the 50%

of the resources are overwhelmed (down) with DDoS attack, it sends log information to the

CW. In the proposed system, the size of log information is very low (for 1 TB, it is 256kb)
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Figure 5.2: System Model of the Proposed Method

which requires very less bandwidth.

Cloud Warrior:

The Cloud Warrior (CW) is an independent, active, and trustworthy entity that filters mali-

cious traffic from legitimate traffic and identifies the actual source of DDoS with an accurate

prediction model. CW contains various essential components which are shown in Figure 5.3.

These components stimulate the private cloud architecture. Description of each component

is given in the following.

• Internet

To initiate the cloud service, the cloud users use Internet for provisioning the resources

from the Cloud Service Providers (CSP).

• Front-end Server

The front-end server deploys a Cloud Fusion Unit (CFU), which is configured with

the help of Cloudera CDH 5.3.0-0 [95]. This server has two Ethernet connections eth0

and eth1. eth0 is connected to a public switch, which provides CSP services to the end

users and eth1 is connected to a private switch for the deployment of a virtual private

cloud.

• Virtual Private Cloud (VPC)

CW contains a Virtual Private Cloud (VPC) of four nodes (or VMs), which are con-

82



CHAPTER 5. DISTRIBUTED DENIAL OF SERVICE (DDOS) ATTACK PREVENTION

Figure 5.3: Cloud Warrior Architecture

nected with the front end server via a private switch. The Citrix Xen Server 6.2.0 [96]

manages all four nodes within the “Networking Mode” because this mode perfectly

delivers the advanced features of virtualization.

5.3 Proposed Technique

In cloud environment, a number of attackers may flood the network with various malicious

packets which may collapse the whole structure of the systems. We describe the proposed

cloud warrior based mechanism for successful detection and prevention of such DDoS at-
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Figure 5.4: Probability Extraction Tree for VM V1

tacks. The proposed technique is a packet trace-back approach based on TPA, which pro-

vides an interface between cloud users and Cloud Service Providers (CSPs). The Cloud

Warrior works in two phases. These operation phases are described in the following.

1. Observation: In this phase, four virtual machine (VM) or nodes are used, which are

equipped with Snort IDS tools and configured with DST and Weibull distribution.

These nodes generate the attack alerts and packet floods. To generate the attack alert,

VMs use a maximum threshold value of packets to avail a particular service. After

attaining this value, an alert is generated for packet floods and attacks.

Next, the front end server converts this alert into the basic probability assessment

(BPA). To calculate BPA for each VM, CW uses the Probability Extraction Tree

(PET), which is generated from the probability of the total packet traffic affected from

the DDoS attack. This probability depends upon the packet threshold value which is

decided at the VM. The BPA is stored in a NoSQL database. Figure 5.4 shows the

calculation of the probabilities (i.e. PV1(T), PV1(F), PV1(T, F)) for the first VM node.

Further, the procedure for conversion of BPA is described in Algorithm 5.1.

2. Detection: To detect the DDoS attack, we analyze the Transmission Control Proto-

col (TCP), Internet Control Message Protocol (ICMP) and User Datagram Protocol

(UDP) packets with the help of 3-valued logic {True, False, (True, False)}. This
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Algorithm 5.1 Conversion of Alerts into BPA’s
Input: Alerts received from VM’s .
Output: Probabilities.
{PUDP (T ), PUDP (F ), PUDP (T, F )}.
{PTCP (T ), PTCP (F ), PTCP (T, F )}.
{PICMP (T ), PICMP (F ), PICMP (T, F )}.

1: for each VM node do
2: Capture {UDP; TCP; ICMP } packets.
3: for each packet X ∈ {UDP; TCP; ICMP } do
4: Query the alerts from the database, When a X attack occurs for the specified VM

node.
5: Query the total number of possible X alerts for each VM node.
6: Query the alerts from the database when X attack is unknown.
7: Calculate the Probability(True) for X, by dividing the result obtained at step 1

with the result obtained at step 2.
8: Calculate the Probability (True, False) for X, by dividing the result obtained at

step 3 with the result obtained at step 2.
9: Calculates probability (False) for X: 1- {Probability (True) + Probability(True,

False)}
10: end for
11: Calculate the probabilities for each VM with the help of Probability Extraction Tree

(PET).
12: With the help of the PET values, Belief (Bel) and Plausibility (PL) is calculated for

each VM as follows :
13: Bel(V1) = PV1(T)
14: PL(V1) = PV1(T)+ PV1(T, F))
15: This Calculation would also be done for VM node V2, V3, and V4.
16: end for

3-valued logic bifurcates the TCP-flood, UDP-flood and ICMP-flood attacks. After

bifurcation, if their values are greater than the threshold value, then a DDoS attack

from the particular port, and service is declared. Now, CW initiates the source iden-

tification from the log details by packet trace-back approach. If the probability of

malicious traffic from a source IP is greater than 0.5, then CW blocks that IP.

We also observe Weibull Failure Rate function, Weibull MTTF, and Median life of

the affected server to observe reliability and attack assesment for DDoS mitigation.

Attack assessment is performed at the front end server, and it occupies into the CFU.

It fuses the 3- valued logic and combines results of VMs for observing the impact of

DDoS flood attack. These results are described in Table 5.2.
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Table 5.2: Three-valued Logic Result for Four Virtual Nodes

o1 o2 o3

∨ T F (T, F )
v1 T F T F
v2 T T T T
v3 F T F (T, F )
v4 (T, F ) (T, F ) T (T, F )

As per VM set V = {v1, v2, v3, v4} and output set O = {o1, 02, o3}, the DST 3-value

logic values are

P (V ∨O) = {v1.o2+v2.o1+v2.o2+v2.o3+v3.o1+v4.o2; v1.o1+v3.o2; v3.o3+v4.o1+v4.o3}

(5.13)

We have the relation for DST as the [sum of all probabilities] = 1 and P(Φ) = 0 :

P (True) + P (False) + P (True, False) = 1 (5.14)

So, our result can be reduced as

P (V ∨O) = {v1.o2 + v2 + v3.o1 + v4.o2; v1.o1 + v3.o2; v3.o3 + v4.o1 + v4.o3} (5.15)

CW can conclude from equation 5.13 that VM v2 is the cause of DDoS attack. Thus,

packet traffic from VM v2 must be blocked. The assessment of results is maximizing

the DDoS true positive alarm rates and minimizing the false positive alarm rate. It is

possible by the time-invariant transition probabilities. If i and j are the independent

and time invariant probability of occurring an event at time n and n + 1, then the

equation (5.16) and (5.17) show their values.

Pr{Xn+1 = xn+1|Xn = xn} = Pr{X2 = xn+1|X1 = xn} (5.16)

Pr{Xn+1 = j|Xn = i} = Pr{X2 = j|X1 = i} = Pij (5.17)
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5.4 Summary

This chapter proposes an effective TPA based collaborative approach for DDoS detection

and prevention. This method uses packet trace back approach for observation of all kinds of

packets that reach cloud servers. TPA uses the Weibull Probability Distribution for detecting

the source of the TCP flood, the UDP flood, and the ICMP flood attacks. A service model for

fault analysis of each virtual machine is also provided to prevent DDoS attacks. The service

model of our approach ensures the security of the CSPs. We also address the issue of IP

spoofing in this work. We have analyzed the packet traffic pattern on different TCP and UDP

ports and evaluated our proposed method with respect to different parameters. The results

obtained with our model show that the proposed model achieves high sensitivity, specificity,

and accuracy with a low false alarm rate.

87





Chapter 6

Experimental Results

We have performed several experiments to check the performance of the proposed authenti-

cation, data integrity verification, and DDoS attack prevention methods. In this chapter, we

describe the different parameters to measure the performance of the proposed methods and

present the experimental results based on these performance parameters. We also provide

the comparative analysis of our methods with respect to the existing methods. In section 6.1,

we present the experimental results of the proposed authentication method. Section 6.2 dis-

cusses the experimental results of the both DIV methods. Experimental results of the pro-

posed DDoS attack prevention are presented in section 6.3. Finally, section 6.4 summarizes

this chapter.

6.1 Experiment Results for Authentication Method

In this section, first we describe the experimental setup for the implementation of the pro-

posed authentication method. Then, the performance parameters are defined for the analysis

of the proposed method. Thereafter, the performance analysis with experimental results is

reported.

6.1.1 Experimental Setup

We have implemented an application based on Hadoop and MapReduce framework to test

our proposed authentication method. The experiments are performed on two PCs configured
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with Intel Core i7-2600S 2.80 GHz and 16 GB RAM. We have configured Citrix Xen Server

6.2.0 [96] on one machine that is used for file storage. On this server, we have also configured

three Virtual Machines (VMs) that access Google Cloud platform, Dropbox, and Amazon

Web Service (AWS), respectively. This VM’s have used three public parameters {P1, P2, P3}

for secure access to the file.

The second PC configured with Cloudera CDH 5.3.0-0 [95]. It is used as a cloud user

and provides access control to the stored files. The working of our scheme is divided into

four phases of authentication. Figure 6.1 describes these phases.

1. Phase 1:

A client program is installed on or downloaded to every endpoint (laptop, cell-phone,

etc.) when the user accesses the client end. A server or gateway hosts the central-

ized security program, which verifies login credentials and sends updates and patches

when needed. In this phase, the user contacts the Gate Keeper (GK) service in the

Gateway Server (GS), where the communication with the GK (or any other service)

uses Transport Layer Security to protect against eavesdropping attacks.

2. Phase 2:

The GS needs to identify their users securely through authentication. After that, a user

gains authorization for doing certain tasks. With the Single Sign-On Token (SSAT),

a user logs in once and gains access to all systems without being prompted to log in

again in each of them. The Clearance Verifier (CV) checks the validity of the token.

If there is no verification in the SSAT, that service should contact the CV.

3. Phase 3:

This step is a precaution against SSAT forging. If the CV reports back that the Gate-

way Server does not generate the SSAT, the request will be blocked. If the SSAT is

examined and proved valid, the CV attaches a verification token to the SSAT.

4. Phase 4:

Now, user is able to use the services.
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Figure 6.1: Phases of Our Authentication Method for Cloud Environment
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6.1.2 Parameters

The performance parameters for authentication methods are classified into two categories

(1) User Behavior Parameters, and (2) Service Level Agreement (SLA) Parameters. The

description of these parameters as well as the experimental result corresponding to each

parameter are given in the following paragraphs.

6.1.2.1 User Behaviour Parameters

These parameters are based on the behaviour of the cloud users and use to evaluate the

ethical trust value of the user for accessing any resource from the CSP.

1. Fake Request Rate (FRR)

Fake requests are the heavy load of the dummy and categorized as illogical requests

that are sent to CSPs for consuming the cloud resources. Fake requests are intention-

ally used for implementing the DoS attack by achieving the bandwidth starvation.

Thus, this parameter affects the availability of the cloud server.

If NFake is the number of fake requests and NTotal is the total number of requests sent

by the user in a time interval, then FRR is calculated using equation (6.1).

FRR =
NFake

NTotal

(6.1)

We have evaluated FRR for different number of total requests in different time in-

terval and assessment of FRR is reported in Table 6.1. We are able to identify on an

average of 0.219 FRR at different time interval.

2. Unauthorized Request Rate (URR)

Unauthorized requests are the illegal requests sent by an imposter for stealing or

modifying the contents of a data file stored on Cloud server. This parameter affects

the confidentiality and authorization of cloud data.

If NUnauthorized is the number of unauthorized requests and NTotal is the total number

of requests sent by the user in a time interval, then URR is represented by equa-
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Table 6.1: Assessment of Fake Request Rate

NTotal NFake FRR
100 21 0.21
200 38 0.19
300 66 0.22
400 92 0.23
500 120 0.24
600 126 0.21
700 175 0.25
800 176 0.22
900 171 0.19

1000 230 0.23

Table 6.2: Assessment of Unauthorized Request Rate

NTotal NUnauthorized URR
100 19 0.19
200 22 0.11
300 51 0.17
400 64 0.16
500 65 0.13
600 72 0.12
700 98 0.14
800 144 0.18
900 135 0.15

1000 165 0.17

tion (6.2).

URR =
NUnauthorized

NTotal

(6.2)

We have computed URR for different number of total requests in different time inter-

val and assessment of URR is reported in Table 6.2. We observe an average of 0.152

URR at different time interval.

3. Resource Affection Rate (RAR)

Resource Affection Rate (RAR) is the measurement of the affected resources with

respect to the total number of resources accessed by a user at a time interval. This

parameter affects the reliability of the cloud data.

If NAffected is the number of affected resources and NTotal is the total number of
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Table 6.3: Assessment of Resource Affection Rate

NTotal NAffected RAR
100 9 0.09
200 20 0.10
300 24 0.08
400 44 0.11
500 75 0.15
600 72 0.12
700 91 0.13
800 88 0.11
900 108 0.12

1000 111 0.11

resources accessed in a time interval by a user, then RAR is computed by equa-

tion (6.3).

RAR =
NAffected

NTotal

(6.3)

Assessment of RAR for different values is given in Table 6.3. From Table 6.3, we

can see that RAR varies from 0.08 to 0.15 for different number of total request.

6.1.2.2 SLA Parameters

SLA parameters evaluate the successful agreement between the cloud user and CSPs at the

time of service agreement. It also judges the requirements of cloud user that are fulfilled by

CSPs. These parameters observe the ability of CSP for providing services to the user.

1. Turn Around Efficiency (TAE)

We assume that R1, R2.......Rk are the cloud resources available for end users. Turn

Around Efficiency (TAE) is the ratio of the total number of submitted job by a user

for the resource Rk and the number of the successfully completed job using Rk. If

Nk(Rk) is the total number of jobs submitted for resource Rk and Sk(Rk) is the

actual number of jobs successfully completed using resource Rk, then Turn Around

Efficiency (TAE) of resource Rk is calculated using equation (6.4).

TAE(Rk) =
Sk(Rk)

Nk(Rk)
(6.4)
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Table 6.4: Assessment of Turn Around Efficiency

Nk(Rk) Sk(Rk) TAE(Rk)

40 33 0.83
60 54 0.90
64 58 0.91
70 60 0.86
75 67 0.89
80 75 0.94
86 79 0.92
90 85 0.94
95 90 0.95

100 95 0.95

To measure TAE, we consider different sets of random jobs for particular resources

and examine the number of successfully completed jobs from the submitted jobs.

Results for a particular resource are reported in Table 6.4. We observe that TAE

varies between 0.83 to 0.95.

2. Resource Availability (RA)

If the cloud resources are affected by malicious attackers then they are not available

for executing the jobs. Nk(Rk) denotes the number of jobs assigned to each Rk in a

duration of time T . If Ak(Rk) represents the number of jobs accepted by Rk, then

RA of Rk is represented by equation (6.5).

RA(Rk) =
Ak(Rk)

Nk(Rk)
(6.5)

To evaluate RA, we utilize the earlier sets of random jobs and check whether a par-

ticular resource is allocated for those jobs or not. RAs for different sets of jobs are

given in Table 6.5. We achieve an average of 0.945 RA.

3. Successful Transaction Rate (STR)

It defines the rate of successfully completed jobs assigned to a resource Rk. We

assume that Ak(Rk) is the number of jobs accepted for execution by Rk. Sk(Rk) is

the number of jobs successfully completed by the Rk over the period T . The STR
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Table 6.5: Assessment of Resource Availability

Nk(Rk) Ak(Rk) RA(Rk)

40 36 0.90
60 56 0.93
64 60 0.94
70 64 0.91
75 70 0.93
80 78 0.98
86 80 0.93
90 87 0.97
95 93 0.98
100 98 0.98

Table 6.6: Assessment of Successful Transaction Rate

Ak(Rk) Sk(Rk) STR(Rk)

36 33 0.92
56 54 0.96
60 58 0.97
64 60 0.94
70 67 0.96
78 75 0.96
80 79 0.99
87 85 0.98
93 90 0.97
98 95 0.97

for Rk is calculated using equation (6.6).

STR(Rk) =
Sk(Rk)

Ak(Rk)
(6.6)

Here, we also consider the same sets of random jobs assigned to a particular resource

and find out the successfully completed job for that resource. The results are reported

in Table 6.6. An average of 0.96 STR is achieved in this experiment.

4. Integrity Preservation (IP)

It defines Integrity Preservation (IP ) of jobs assigned to a resource Rk. We assume

that Ck(Rk) is the number of jobs preserved the integrity of a total number of jobs

Dk(Rk) assigned to a resource Rk over a time period T . The IP for Rk is evaluated
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Table 6.7: Assessment of Integrity Preservation

Ck(Rk) Dk(Rk) IP(Rk)

26 27 0.96
33 33 1.00
45 45 1.00
46 47 0.98
53 53 1.00
57 57 1.00
61 62 0.98
65 65 1.00
76 77 0.99
85 85 1.00

by equation (6.7).

IP (Rk) =
Ck(Rk)

Dk(Rk)
(6.7)

In this experiment, we consider different sets of jobs for a particular resource and

check whether successfully completed jobs preserved the integrity or not. Assessment

of Integrity Preservation for different sets of jobs is given in Table 6.7. We achieve

an average of 0.99 IP for our approach.

6.1.3 Performance Analysis

After evaluating the individual parameter, we compute the overall user and CSP perfor-

mances of the proposed authentication scheme.

• User Performance

Overall user performance is computed as a weighted sum of user’s behaviour param-

eters. W1, W2, and W3 are the weighted values of FRR, URR, and RAR, respec-

tively. Then the User Performance (UP ) at a given time interval is evaluated by equa-

tion (6.8).

UP = [1− ((W1 ∗ FRR) + (W2 ∗ URR) + (W3 ∗RAR))] ∗ 100 (6.8)

We have empirically chosen value for W1, W2, and W3 as W1 = 0.1, W2 = 0.2 and
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Table 6.8: Assessment of User Performance

FRR URR RAR UP
0.21 0.19 0.09 91.40
0.19 0.11 0.10 92.90
0.22 0.17 0.08 92.00
0.23 0.16 0.11 91.20
0.24 0.13 0.15 90.50
0.21 0.12 0.12 91.90
0.25 0.14 0.13 90.80
0.22 0.18 0.11 90.90
0.19 0.15 0.12 91.50
0.23 0.17 0.11 91.00

W3 = 0.3. The assessment of UP at a given time interval is reported in Table 6.8.

We achieve an average of 91.41% user performance at a given time interval for the

proposed system.

We have also computed the Average User Performance (AUP ) for a given set of time

intervals. To evaluate the Average User Performance (AUP ), we use the UP values

for the given time intervals. Let i = 1, 2, . . ., tn be the time intervals for which

AUP is to be measured. The Average User Performance (AUP ) is calculated using

equation (6.9).

AUP =

∑tn
i=1 UPi
tn

(6.9)

We have evaluated AUP with three schedulers, namely FIFO, Capacity, and Fair to

compare the average user performance with some existing techniques. The compar-

ative analysis of AUP with three different schedulers for different methods is shown

in Fig. 6.2. It can be observed that the proposed scheme gives 93.97%, 91.25%, and

94.41% AUP s for FIFO, Capacity, and Fair schedulers, respectively. These are the

highest AUP s among all existing methods.

• CSP Performance

Overall CSP performance for a resource is evaluated based on the individual SLA pa-

rameters. This is computed as a weighted sum of TAE,RA, STR, and IP parameters

as given in equation (6.10). In equation (6.10), Z1, Z2, Z3, and Z4 are the weighted
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Figure 6.2: Comparative Analysis of Average User Performance

values of TAE, RA, STR, and IP , respectively.

CSPP = [(Z1 ∗ TAE) + (Z2 ∗RA) + (Z3 ∗ STR) + (Z4 ∗ IP )] ∗ 100 (6.10)

We have empirically chosen the values of Z1, Z2, Z3, and Z4 as follows: Z1 = 0.1,

Z2 = 0.2, Z3 = 0.3, and Z4 = 0.4. The assessment of CSPP for a given resource is

reported in Table 6.9. We achieve an average of 96.49% of CSP performance.

6.2 Experimental Results of Data Integrity Verification

Methods

In this section, first we present the experimental setup for the DIV methods. Then, the

performance parameters are defined for the analysis of the proposed method. Thereafter,

the performance and security analysis are reported. A comparative study with the existing

methods is also done in this section.
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Table 6.9: Assessment of CSP Performance

TAE(Rk) RA(Rk) STR(Rk) IP(Rk) CSPP
0.83 0.90 0.92 0.96 92.30
0.90 0.93 0.96 1.00 96.40
0.91 0.94 0.97 1.00 97.00
0.86 0.91 0.94 0.98 94.20
0.89 0.93 0.96 1.00 96.30
0.94 0.98 0.96 1.00 97.80
0.92 0.93 0.99 0.98 96.70
0.94 0.97 0.98 1.00 98.20
0.95 0.98 0.97 0.99 97.80
0.95 0.98 0.97 1.00 98.20

6.2.1 Experimental Setup

To measure the performance of our DIV approaches, we have executed a series of exper-

iments on two PCs configured with Intel Core i7-2600S 2.80 GHz and 16 GB RAM. We

establish a cloud setup with Cloudera CDH 5.3.0-0 [95]. To gain the access of file storage

server, we have used Citrix Xen Server 6.2.0 [96]. We have used 1 TB internal hard-disk for

data storage. One PC is used as a TPA group that audits the stored files on behalf of cloud

users.

6.2.2 Parameters

From the performance point of view, we focus on how frequently and efficiently a user can

verify his stored data from CSP without retrieving it. In our scheme, the total number of

verification and the number of challenge blocks required for each verification can be decided

according to user’s requirement. If data are not stored for a long time, user can set a small

number of verification and challenge blocks which reduce the overload of TPA also. We have

consider the following parameters to measure the efficacy of the proposed DIV approaches.

• Probability of Server Misbehaviour Detection: If storage server deletes r file blocks

and the TPA group detects the server misbehaviour after a challenge with c file blocks,

then we compute PX , the probability that at least one of the blocks picked by TPA
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group matches one of the blocks deleted by the server with equation (6.11).

PX = P{X > 1} = 1−P{X = 0} = 1−{n− r
n

.
n− 1− r
n− 1

.
n− 2− r
n− 2

....
n− c+ 1− r
n− c+ 1

}

(6.11)

PX indicates the probability of server misbehaviour detection which depends on the

total number of file blocks n, deleted file blocks r, and challenged file blocks c. X is

a discrete random variable which defines the number of blocks chosen by TPA group

that matches the blocks deleted by the server.

• Accuracy: Accuracy or Classification Rate (AccR) is the percentage of truly verified

blocks (TP + TN ) to the total number of blocks actually given for verification (TP +

FP + TN + FP ).

Acc =
TP + TN

TP + FP + TN + FP
(6.12)

where, TP = True Positives (Correctly verified file blocks for which data has not been

modified and verification result also claims that data has not been modified), FP =

False Positives (Mistakenly verified file blocks for which data has been modified and

verification result claims that data has not been modified), TN = True Negatives (Cor-

rectly verified file blocks for which data has been modified and verification result also

claims data has been modified) and FN = False Negatives (Mistakenly verified file

blocks for which data has not been modified and verification result claims that data

has been modified).

• Detection Rate or Sensitivity: Detection rate or sensitivity (DR) is the measurement

of the fraction of correctly verified file blocks for which data has not been modified. It

is computed as the percentage of true positives over the sum of true positives and false

negatives as given in equation (6.13).

DR =
TP

TP + FN
× 100 (6.13)

where TP represents True Positives, and FN represents False Negatives.

• Availability: Availability measures the availability of verification information from

active namenodes and reverse namenodes while verification is performed. It is calcu-
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lated using equation (6.14). In equation (6.14), Nnodes denotes the number of times

verification information available from namenodes andNverification is the total number

of verification to be performed.

Ava =
Nnode

Nverification

× 100 (6.14)

• Performance: Performance of the proposed DIV methods is measured as a percentage

of successfully verified file blocks. It is calculated using equation (6.15).

Performance =
Number of verified blocks

Total number of blocks submitted for verification
× 100

(6.15)

• Verification Delay: Verification delay is the time taken to verify file blocks. In our

experiment, we computed verification delay (V D) using equation (6.16). In equa-

tion (6.16), Ts is the time-stamp when verification process of the file blocks starts and

Tc is the time-stamp when verification completes.

V D = Tc − Ts (6.16)

• Verification Overhead: Verification overhead is the time taken to complete the veri-

fication of file blocks from the time of submission. In our experiment, we computed

verification overhead (V O) using equation (6.17). In equation (6.17), Ti is the time-

stamp when verification requests of file blocks are sent and Tc is the time-stamp when

verification process completes. This also includes the verification delay.

V O = Ti − Ts (6.17)

6.2.3 Performance Analysis of DIV Methods

We have analyzed the performance of the DIV methods with respect to the parameters de-

fined above. We have also done a comparative study of some important existing work with

respect to these parameters. To evaluate the performance of different parameters, we use dif-

ferent experimental configuration. The description of experimental configuration and evalu-
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Figure 6.3: Comparative Analysis of Probability of Server Misbehaviour Detec-
tion for DIV Methods

ated results corresponding to each parameters are given below.

• Probability of Server Misbehaviour Detection: To compute probability of server

misbehaviour detection, we use a file of size 1 TB. The file is divided into n blocks

(n = 16384) and stored into different CSPs. We consider the size of the block as 64

MB. To perform the data integrity check we use 164 challenge blocks (c). To calculate

Px, we check how many random blocks are required to perform the verification of

the challenged blocks without any server misbehaviour. The results of probability of

server misbehaviour detection (Px) for both DIV methods are reported in Fig. 6.3. We

achieve Px of 0.93 and 0.95 for our proposed DIV method 1 and DIV method 2, re-

spectively. From Fig. 6.3, we can observe that both the proposed methods give higher

Px values than the existing methods. We achieve better results because algebraic sig-

nature and PHC properties provide unique tag value for verification which requires

less number of operations at the time of verification as compared to the existing meth-

ods.

• Accuracy and Sensitivity: To calculate the accuracy and sensitivity, we deliberately

modify the content of some stored file blocks. We have chosen 100, 200, 300, 400,

and 500 random file blocks for verification and examine the verification results for

true positives, false positives, true negatives, and false negatives. The evaluated re-

sults for DIV method 1 and DIV method 2 are reported in Table 6.10 and Table 6.10,

respectively. We achieve average accuracy of 95% and 92.76% for different set of
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Table 6.10: Accuracy Assessment of Our DIV Method 1

Total
Sample

True
Positives

True
Negatives

False
Positives

False
Negatives

Accuracy
(%)

Sensitivity
(%)

100 65 28 2 5 93.00 92.86
200 128 63 4 5 95.50 96.24
300 198 87 8 7 95.00 96.59
400 287 93 13 7 95.00 97.62
500 389 93 10 8 96.4 97.98

Table 6.11: Parameters Assessment of Our DIV Method 2

Total
Sample

True
Positives

True
Negatives

False
Positives

False
Negatives

Accuracy
%

Sensitivity
(%)

100 67 23 5 6 90.00 91.78
200 131 51 9 9 91.00 93.57
300 197 81 10 12 92.67 94.26
400 291 92 12 5 95.75 98.31
500 383 89 16 12 94.4 96.96

verification blocks in DIV method 1 and DIV method 2, respectively. We also achieve

average sensitivity of 96.26% and 94.86% in DIV method 1 and DIV method 2, re-

spectively.

Further, we have compared the average accuracy of the proposed DIV methods with

some important existing works. The comparative results are presented in Fig. 6.4.

From Fig. 6.4, we can observe that both the proposed methods outperform the existing

methods.

• Availability: We use active namenodes and reserve namenodes for the verification

of data integrity. Active namenodes have the information of data blocks where they

have been stored. When the CSP is not able to access the active namenodes, then

unavailability of data blocks is occurred. Due to unavailability of active namenodes,

reserve namenodes are assigned for the verification process. To check the availability

of namenodes, we consider 820 queried blocks to verify 1 TB file. In DIV method

1, active namenodes are available on an average 93.12 % at the time of verification

process, while reserve namenodes are available on an average of 97.78%. Similarly, in

DIV method 2, active namenodes and reverse namenodes are available on an average

of 92.45% and 96.89%, respectively. The availability results of the proposed methods
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Figure 6.4: Comparative Results of Accuracy Parameter for DIV Methods

along with the comparative analysis of different methods are shown in Fig. 6.5. It

is evident from Fig. 6.5 that active namenodes and reverse namenodes are available

maximum number of times than the existing methods.

• Performance: We use three different scheduler FIFO, Capacity, and Fair for verifica-

tion process to calculate the performance. These schedulers are used for verification

scheduling of data blocks in active and reserve namenodes. The performances of DIV

method 1 with FIFO, Capacity, and Fair schedulers are 92%, 93.76%, and 95.56%,

respectively. Similarly, the performances of DIV method 2 are 91.78%, 93.23%, and

95.27% for FIFO, Capacity, and Fair schedulers, respectively. From the comparative

performances analysis of different methods as given in Fig. 6.6, we observed that both

the proposed methods outperform the existing methods with all type of schedulers.

• Verification Delay: We have considered different set of queried file blocks of size

100 to 1000 to compute verification delay. We measure the average verification delay

for each set of queried blocks, and the results for proposed DIV methods are reported
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Figure 6.5: Comparative Results of Availability Parameter for DIV Methods
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Figure 6.6: Performance Comparison of DIV Methods
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Figure 6.7: Verification Delay for the Proposed DIV Methods

in Figure 6.7. We observe that DIV method 2 completes verification tasks with less

verification delay than the DIV method 1.

• Verification Overhead: We have evaluated the verification overhead of the same set

of queried file blocks which are used to compute the verification delay. Verification

overhead is the time taken to complete and verify file blocks at the time of submis-

sion. To calculate the verification overhead, we need two time stamp values, first when

verification requests of file blocks are sent, and second, when verification process com-

pletes. The difference of these values is called as verification overhead. Comparative

analysis of two proposed DIV methods is given in Figure 6.8 and Fig. 6.9 for 95% ,

99% , and all blocks, respectively.

Further, we have analyzed the ratio of queried blocks (challenged blocks) and the total

number of verified blocks by varying the different parameters.

First, we vary the size of the stored files from 128 GB to 1 TB. These files are divided

into a number of blocks of size 64 MB and stored into different CSPs. We measure the

ratio between queried blocks and the total number of blocks for our both DIV methods. We

have also measured the same for some existing DIV approaches. Figure 6.10 shows the

comparative results for different file sizes. We achieve the ratio of 23.87% and 22.75% for

our proposed DIV method 1 and DIV method 2, respectively. We can observe that this ratio

is very less than the existing methods.
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Figure 6.8: Verification Overhead for the Proposed DIV Method 1
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Figure 6.9: Verification Overhead for the Proposed DIV Method 2
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Figure 6.11: Comparative Results of the Ratio of Queried Blocks and the Total
Number of Verified Blocks for Different Detection Probabilities

Next, we vary the probability of server misbehaviour detection from 0.75 to 0.90. We

measure the ratio between queried blocks and the total number of blocks for our both DIV

methods and also compare with some existing DIV approaches. Figure 6.11 shows the com-

parative study with different probability of server misbehaviour. We achieve the ratio of

31.56% and 29.32% for our proposed DIV method 1 and DIV method 2, respectively. We

can observe that this ratio is very less than the existing methods.

We change audit frequency from 80Hz to 95Hz. We measure the ratio between queried

blocks and the total number of blocks for our both DIV methods and also compare with some

existing DIV approaches. Figure 6.12 shows the comparative study with different probability
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Figure 6.13: Comparative Results of the Ratio of Queried Blocks and the Total
Number of Verified Blocks for Different Sampling Ratio

of server misbehaviour. We achieve the ratio of 50.89% and 49.32% for our proposed DIV

method 1 and DIV method 2, respectively. We can observe that this ratio is less than the

existing methods.

Finally, we vary sampling ratio from 0.35 to 0.20 and measure the ratio between queried

blocks and the total number of blocks for our both DIV methods and also compare with some

existing DIV approaches. Figure 6.13 shows the comparative study with different probability

of server misbehaviour. We achieve the ratio of 42.4% and 43.56% for our proposed DIV

method 1 and DIV method 2, respectively. We can observe that this ratio is less than the

existing methods.
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6.3 Experiment Results of DDoS Attack Prevention

Method

We have executed several experiments to measure the performance of the proposed DDoS

attack prevention method. In this section, first, we define different parameters to evaluate the

efficiency of the method. Next, we set a test plan to execute our proposed scheme. After that,

we introduce a hybrid test model of Agent Handler (AH) model [101], Internet Relay Chat

(IRC) Mmodel [101] and Web-based Model [101]. Finally, we detect the prominent DDoS

attack and report the result for Cloud Environment.

6.3.1 Parameters

1. Detection Rate (DR) or Sensitivity

Detection Rate or Sensitivity is the measurement fraction of attack pattern that is

correctly detected or selected attack packets. It is the ratio of true positives to the sum

of true positives and false negatives.

(DR) = Sensitivity =
True Positives

True Positives+ False Negatives
=

TP
TP + FN

(6.18)

Where TP = True Positives (Correctly selected) and FN = False Negatives (Mistak-

enly Rejected).

2. Specificity

Specificity is the measurement fraction of attack pattern that have correctly rejected.

It is the ratio of true negatives to the sum of true negatives and false positives.

Specificity =
True Negatives

True Negatives+ False Positives
=

TN
TN + FP

(6.19)

Where TN = True Negatives (Correctly Rejected) and FP = False Positives (Mistak-
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enly Selected).

3. False Alarm Rate

False Alarm Rate is the measurement fraction of attack pattern that is mistakenly se-

lected. It is the ratio of false positives to the sum of true negatives and false positives.

False AlarmRate = (1−Specificity) =
False Positives

True Negatives+ False Positives
=

FP
TN + FP

(6.20)

Where TN = True Negatives (Correctly Rejected) and FP = False Positives (Mistak-

enly Selected).

4. Accuracy

Accuracy or Classification Rate (CR) is the ratio of true classified events(TP + TN )

to the total number of actually occurred events (TP + FP + TN + FP ).

Accuracy = Classification Rate(CR) =
TP + TN

TP + FP + TN + FP
× 100 (6.21)

Where, TP = True Positives (Correctly selected), FP = False Positives (Mistakenly

Selected), TN = True Negatives (Correctly Rejected) and FN = False Negatives (Mis-

takenly Rejected).

6.3.2 Test Plan

We have designed to test our scheme with the following plan and configuration.

1. A web-site is used to test, which is hosted on Cloud server. For this purpose, we used

a commercial web-site “http://www.healthcont.com/,” which is hosted on Amazon

AWS.

2. Backtrack tools are used to perform the attacks on this web-site.

3. One machine is configured as a TPA. It works as “ Cloud Warrior" private cloud that

is implemented using Cloudera CDH 5.3.0-0 [95].

4. TPA collects the log of servers. In this log, we analyze and monitor the packet traffic
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for various services. There are lots of TCP and UDP ports available for different cloud

services. We choose TCP port no. 445, 6886, 16888, 11740, 23791,23830, 23980,

and 23981 because we found the huge amount of traffic on these port. Similarly,

We also analyzed the UDP packet traffic on UDP port no. 53, 1863, 13347, 20284,

20339, 23981, 31327, 40971, and 42847.

5. We also include the comparison based on different performance and security param-

eters for this proposed technique with other methods.

6.3.3 Test Model

Our test model is based on the hybrid test model of AH, IRC, and web-based model, which

observed the Botnet and Darknet domain of IP addresses in Cloud environment. A bot is a

software application that executes and runs the automated tasks over the Internet. Bots per-

form tasks faster from the human being in both the ways; simple and structurally repetitive.

A botnet is composed of a group of Bots, which are the programs operating in an automated

way, also commonly refer to the hosts that compromised by any means of malware.

Darknet is a set area of unused IP addresses. In Darknet, there is no application service

like web and mail service. Thus, the user is not able to transfer packets to the Darknet except

some misconfigured packets. If the discovery methods is based on round robin or random

schedule, then few packets are transferred towards the Darknet. It is possible in scan attack

in which attacker transmits packets to the vulnerable system. We consider that each packet

transmits to the Darknet is an illegal packet. So, the Darknet is effective criteria to explore

the scan attack.

Observation Period: At the current time, we use 7/24 Darknet traffic. Our observation

to this network area is from 1 November, 2016 to 30 November, 2016.

Our observation on date 30 November, 2016 is described in following Table 6.12.

All details of supporting test model have given in Figure 6.14.

1. With the help of the observation of Botnet and Darknet, an attacker can initiate any

DDoS flood attack and generate service unavailability on the site of Cloud Service

Provider (CSP).
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Table 6.12: The Number of Arrival Packets on Date 30 November, 2016

Time Number of Arrival Packets
13:45:03 - 13:50:57 69
13:50:58 - 13:55:59 49
13:56:00 - 14:01:23 87
14:01:24 - 14:05:30 127
14:05:31 - 14:10:30 161
14:10:31 - 14:15:30 47
14:15:31 - 14:20:30 120
14:20:31 - 14:25:30 173
14:25:31 - 14:30:30 165
14:30:31 - 14:35:30 67
14:35:31 - 14:40:30 79
14:40:31 - 14:45:30 61

Figure 6.14: Test Model of DDoS Attack Prevention
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2. Due to this reason, Cloud users are unable to get services.

3. After service unavailability, Cloud users forward all packets log details to CW, who

is a trusted TPA for packet trace-back.

4. It detects the reason and source of attack also in case of DNS and IP spoofing. We

efficiently use DNS cache probing for this purpose. It is a well known fact that the

most of the network services are used DNS names for identification of their servers.

So, DNS resolution is one of the pre-requisite steps to connect server from any client.

In DNS cache probing, for each request of DNS name of interest, we examine at

regular intervals the cache(s) of the DNS resolver(s) for the network(s) of interest

and observe cache hits. For each cache probe, a cooperative resolver reports a hit if it

is in the cache or miss otherwise. A cache hit is successful if at least one client made

a request for that entry; otherwise it is flushed out. We can efficiently estimate the

probes that reveal the sequence of start and end times in the resolver servers. At this

time, a direct result sends the combined queries from all clients to the resolver server.

With a time to live (TTL) entry for a DNS S, we estimate the aggregate rate γ as

follows: we probe the cache resolver at the rate of one probe per TTL. For this, we

capture the sequence of start and end times in the resolver cache and for probe p,

cache probe time is Tp, resolver return time Tl until the cached entry is expired. Thus,

for a TTL, the most recent start time (refresh time) Tr can be calculated with the help

of following equation 6.22:

Tr = Tp − (TTL− Tl) (6.22)

5. Finally, CW notifies exact details of the attack to the CSP.

6.3.4 Port Analysis

We observe the packet traffic pattern on the TCP port numbers 445, 6886, 16888, 11740,

23791, 23830, 23980, and 23981. We also analyze the UDP packet traffic pattern on UDP

port numbers 53, 1863, 13347, 20284, 20339, 23981, 31327, 40971, and 42847. We have

chosen these specific ports because the most of the services and web traffic are available
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Figure 6.15: Rate of Packets in Different Destination Port (a) TCP (b) UDP

through these ports.

We provide the rate of detected packets in different destination ports in Figure 6.15. The

top values of both the graphs represent the vulnerability to attack. Thus, an attacker attempts

to exploit this vulnerability and expands the infection. We consider each packet has the

certain intention to reach into Darknet area when it has many collaborated s-IPs and the

same size of packets.

Currently, in our method, the value of threshold λ set manually for detection of collabo-

rative behaviour. Thus, we manually discover the collaborative behaviour of attack from its

packet. The number of detected behaviour of the collaborative packet is 1,078 on TCP and

4,674 on UDP. Thus, the cut rate for used traffic data is 96.56% for TCP and 90.54% for

UDP. Using this cut rates we succeeded in reducing many packets.

The maximum execution time for TCP is 117 [milliseconds] and UDP is 25 [millisec-

onds]. Similarly, average execution time is 109 [milliseconds] and UDP is 16 [milliseconds].

We analyze this traffic pattern in Darknet area. We also need to take care of scale of collabo-

rative behaviour and transmission time of packet on the group of s-IPs and number of d-IPs

in the Darknet.

Before the attacks, a threshold has been kept for assessment of the packets. After reach-

ing this threshold, all packets assumed as under attack. A depletion threshold value measures

the highest and average value of packets under attack.

To calibrate the Threshold or Tolerance Factor z, we calculate the probability (p) for each
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Figure 6.16: Traffic Behavior (a) Before Attack (b) After Attack

source (or destination) address (port) xi as follows:

p(xi) =
Number of packets with xi as a source (or destination) address (Port)

Total Number of Packets
(6.23)

We accumulate this probability for the total number of source (or destination) address

(port) as the packet traffic behavior. We observe this packet traffic behavior before and under

the traffic. Figure 6.16 shows the traffic behavior under this conditions.

6.3.5 Performance Analysis

The best option to analyze the performance of any method is observing the performance pa-

rameters. We have observed different performance parameters of our approach. Table 6.13

describes the parameter assessment of our approach. It demonstrates that when the threshold

value λ and the number of total sample increases, then the sensitivity, specificity, and accu-

racy also increases. Only the false alarm rate have decreased because the number of false

positives came down for the total number of samples and the threshold value λ.
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Table 6.13: Parameters Assessment of Our Approach

Total True True False False Sensi- Speci- False Accuracy
Sample Posi- Nega- Posi- Nega- tivity ficity Alarm (%)

tives tives tives tives (%) (%) Rate (%)
100 63 26 5 6 91.30 83.87 16.13 89.00
200 123 59 9 9 93.18 86.76 13.24 91.00
300 193 83 11 13 93.69 88.30 11.70 92.00
400 287 93 13 7 97.69 87.74 12.26 95.00
500 383 89 16 12 96.96 84.76 15.24 94.40
600 452 118 19 11 97.62 86.13 13.87 95.00
700 492 183 15 10 98.01 92.42 7.58 96.43
800 557 217 17 9 98.41 92.74 7.27 96.75
900 617 248 21 14 97.78 92.19 7.81 96.11

1000 713 261 10 16 97.81 96.31 3.69 97.40

6.4 Summary

This chapter presents experimental results for our proposed approaches. We have evaluated

the proposed authentication scheme with respect to user behaviour and SLA parameters. We

achieve on an average of 0.22 FRR, 0.15 URR, and 0.15 RAR for user behaviour param-

eters and 0.91 TAE, 0.94 RA, 0.96 STR, and 0.99 IP for SLA parameters, respectively.

Further, comparative study of existing approaches shows that proposed authentication ap-

proach outperforms others with respect to user performances. Our proposed DIV methods

are evaluated with different efficiency parameters. Our methods achieve probability of server

misbehaviour detection up to 0.95. This is the highest probability of server misbehaviour de-

tection amongst existing methods. We also obtain the highest accuracy and availability in

our proposed methods in comparison to existing methods. Moreover, the analysis of our

methods by varying different parameters shows that the proposed DIV methods always per-

form better than the existing methods. Finally, we have prepared a test plan for DDoS attack

prevention method. We have analyzed data packet rates at different ports and defined 96.56%

and 90.54% of cut rate for TCP and UDP packets. We have also experimented the proposed

method with respect to different accuracy parameters. We observed on an average 96.24%

of sensitivity, 89.12% specificity, and 94.31% accuracy for our proposed method.
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Chapter 7

Conclusion and Future Work

The main objective of our research is to explore efficient methods to address three main

security issues in cloud environment. The outcomes of our research are discussed in Chap-

ter 3 to 6 in this thesis. In this chapter, we summarize some salient features of our research

contributions. Section 7.1 enlightens over efficient authentication mechanism in cloud en-

vironment. In section 7.2, we discuss the important features of the proposed data integrity

verification methods. We also manifest over the proposed DDoS attack prevention methods

in section 7.3. Finally, we give some future research directions in this area of research in

section 7.4.

7.1 Effective Authentication

We propose a novel hierarchical authentication mechanism based on user identities. Multi-

ple users can authenticate with multiple CSPs simultaneously. For this purpose, we maintain

a hierarchy of users’ identities to generate secret keys for different users. The secret key

generation task is delegated to the secret key generator (SKG). The SKG is responsible for

the selection of identities at different hierarchical levels and the secure transmission of the

secret keys. It also preserves information on the various public parameters corresponding to

different CSPs. The secret key generation process goes through a set of hierarchical levels.

At each level of hierarchy, an intermediate secret key is generated using a bi-linear pairing

between the user identity of that level and the intermediate secret key of the previous level.

Further, a set of public parameters are used for effective authentication of multiple cloud
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Table 7.1: Assessment of User’s Performance

FRR URR RAR UP
0.21 0.19 0.09 91.4
0.19 0.11 0.10 92.9
0.22 0.17 0.08 92
0.23 0.16 0.11 91.2
0.24 0.13 0.15 90.5
0.21 0.12 0.12 91.9
0.25 0.14 0.13 90.8
0.22 0.18 0.11 90.9
0.19 0.15 0.12 91.5
0.23 0.165 0.111 91.37

users with different cloud servers. We measured User Performance (UP) as a weighted sum

of Fake Request Rate (FRR), Unauthorized Request Rate (URR), and Resource Affection

Rate (RAR) parameters using Eq. 7.1 where w1, w2, and w3 represent the weights corre-

sponding to the respective parameters. The experimental results are reported in Table 7.1.

We achieve an average user performance of 91.2% for the proposed authentication system as

reported in Table 7.1 .

UP = [1− ((w1 × FRR) + (w2 × URR) + (w3 ×RAR))] ∗ 100 (7.1)

We also evaluate CSP Performance (CSPP) as a weighted sum of Turn around Efficiency

(TE), Resource Availability (RA), Successful Transaction Rate (STR), and Integrity Preser-

vation (IP) using Eq. 7.2 z1, z2, z3, and z4 represent the weights corresponding to the respec-

tive parameters, and the results are reported in Table 7.2. From Table 7.2, we can see that an

average CSP performance of 93 % is achieved in our proposed authentication scheme.

CSPP = [(z1 ∗ TAE) + (z2 ∗RA) + (z3 ∗ STR) + (z4 ∗ IP )] ∗ 100 (7.2)

Moreover, testing under different attacks reveals that the proposed authentication mech-

anism is robust and resilient under such attacks.
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Table 7.2: Assessment of CSP Performance

TE(Rk) RA(Rk) STR(Rk) IP(Rk) CSPP
0.76 0.90 0.917 0.963 91.63
0.84 0.933 0.964 1.000 94.57
0.41 0.914 0.938 0.979 89.68
0.56 0.938 0.967 1.000 93.37
0.54 0.933 0.957 1.000 92.77
0.59 0.975 0.962 1.000 94.26
0.68 0.931 0.986 0.984 94.36
0.71 0.967 0.977 1.000 95.75
0.75 0.978 0.968 0.987 95.58
0.78 0.98 0.969 1.000 96.47

7.2 Data Integrity Verification

In this technique, we propose a public audit structure to provide a privacy preserving audit

protocol for verification of cloud data. We explore two approaches for data integrity veri-

fication. In the first approach, Combinatorial Batch Codes (CBC), homomorphic tag, and

algebraic signature are used for data auditing. This approach operates in two phases. First,

users’ data are stored into CSPs with the help of a TPA group. At the time of data storing,

the CSP generates homomorphic tags which help the TPA to verify users’ data without dis-

closing any information of the stored data in the second phase. In the second phase, the TPA

group performs a challenge operation with the CSP storage servers to perform data integrity

verification on behalf of cloud users, and the CSP generates proof for this challenge opera-

tion. Finally, the proof verification for data auditing is done by the TPA group and the results

are notified to the cloud users.

In our second approach, we use the Paillier homomorphic cryptography system for data

auditing. Here, a cloud user generates encryption and decryption keys, and encrypts the user

data with a multi-power RSA algorithm. This encrypted data is stored into the CSP through

the TPA. At the time of verification, CSP performs an assessment process and returns the

encrypted responses to the TPA. The TPA decrypts the encrypted responses and verifies the

decrypted responses with an assessed file to check whether data integrity is preserved or not.

Finally, the TPA forwards the verification results to the cloud user.
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Table 7.3: Accuracy Assessment of Our DIV Method 1

Total
Sample

True
Positives

True
Negatives

False
Positives

False
Negatives

Accuracy
(%)

100 65 28 2 5 93
200 128 63 4 5 95.5
300 198 87 8 7 95
400 287 93 13 7 95
500 389 93 10 8 96.4

The accuracy figures of the proposed approaches with respect to other existing ap-

proaches are reported in Table 7.3 and Table 7.4. We achieve an average accuracy of 95%

and 92.76% for CBC based and Paillier homomorphic cryptography system based data in-

tegrity verification methods, respectively. Further, both the approaches support dynamic data

operations with adaptable and useful batch auditing through which various audit sessions for

multiple users can be handled simultaneously.

7.3 DDoS Attack Preservation

We propose an effective TPA based trace-back approach for observation of all kinds of pack-

ets that reach cloud servers. TPA is used to filter out malicious traffic from legitimate traffic.

It also identifies the actual source of DDoS with an accurate prediction model using a trace-

back method. It includes three components, namely Internet, front-end server, virtual private

cloud. TPA uses the Weibull probability distribution for detecting the source of the TCP

flood, the UDP flood, and the ICMP flood attacks. We also provide a service model for

fault analysis of each virtual machine to prevent DDoS attacks. We have analyzed the packet

Table 7.4: Parameters Assessment of Our DIV Method 2

Total
Sample

True
Positives

True
Negatives

False
Positives

False
Negatives

Accuracy
%

100 67 23 5 6 90
200 131 51 9 9 91
300 197 81 10 12 92.67
400 291 92 12 5 95.75
500 383 89 16 12 94.4

122



CHAPTER 7. CONCLUSION AND FUTURE WORK

traffic pattern on different TCP and UDP ports and evaluated our proposed method with re-

spect to different parameters. The results obtained with our model are shown in Fig. 7.1. It

is evident from Fig. 7.1 that the proposed model achieves high sensitivity, specificity, and

accuracy with a low false alarm rate.

Sensitivity Specifity False Alarm RateAccuracy

97.81 96.31 3.69 97.4

97.81 96.31

3.69

97.4

0

20

40

60

80

100

Sensitivity Specifity False Alarm Rate Accuracy

Figure 7.1: Results of the proposed TPA based DDoS Attack Prevention Method
with Respect to Different Parameters

7.4 Future Research Direction

Though, we have made significant improvement to solve the security issues in cloud envi-

ronment, this thesis also delivers various future pathways for research. Some of them are

indicated as below.

1. In efficient authentication scheme, one limitation of our approach is that there is a

trade-off between the number of hierarchy and time taken to generate secret key.

This part can be explored more to generate secret key with less time.

2. We have investigated bi-linear pairing to generate secret key which is dependent on

the previous intermediate key. In future, this dependency can be removed using other

key generation methods.

3. The proposed authentication scheme does not define any access control mechanism

based on user’s roles. We can explore this research avenue in near future.
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4. In the proposed DIV methods, we have investigated trusted TPA based method. How-

ever, end user may not trust on TPA for data integrity verification. Hence, there is a

scope to explore DIV methods for un-trusted TPAs.

5. Our proposed DIV methods can successfully handle dynamic data operations. How-

ever, one limitation of our methods is that it can not handle these operations simulta-

neously. We will explore the possibility to perform multiple dynamic data operations

simultaneously in future.

6. Both DIV methods are tested on simulation environment with limited size of data. In

future, we can test our methods with real cloud environment with large size of data.

7. In our proposed DDoS attack detection method, we use packet trace back method.

Sometimes, this method may not detect the source of DDoS attack accurately due to

different IP hiding techniques. We will also investigate this issue in our future work.

8. We have collected less data packets to analyse the traffic pattern. We have to explore

more to analyse DDoS attack pattern with a large number of data packets in near

future.
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