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Preface 

 

This report on “Adversarial Attacks On Audio" is prepared under the guidance of Dr. 

Puneet Gupta, Assistant Professor. 

Through this project we have aimed to demonstrate targeted adversarial attacks on audio. We 

have covered every aspect of the project from prerequisites and preparations needed to set up 

the environment for the project to how to actually improve the quality of the attack. 

We have tried to the best of our abilities and knowledge to explain the content in a clear 

manner while tried not to include any unnecessary details and have added tables and figures 

to make it more illustrative to help understand the concepts very easily. 
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Abstract 

We know that neural networks are vulnerable where we provide slightly different input and 

classified by the neural network as an incorrect target. As of now image domain has been 

studied most extensively in contrast to audio domain where it is much more difficult to deal 

with because it is very easy for humans to detect perturbations, and they do not work when 

we play it over the air while in the case of images it is relatively easy to create illusions to the 

eye. We then construct an audio attack that is targeted on automatic speech recognition 

(which is open-source not proprietary like Siri Or Cortana) in which the output is what we 

want. We can easily produce another waveform from any audio waveform that sounds 

similar to the original one and produces any output sentence we choose. White box iterative 

optimization based attack is done on the open-source Mozilla‟s implementation of 

DeepSpeech automatic speech recognition, and show that it works perfectly. And finally, we 

make the noise introduced in the generated audio imperceptible through the application of 

psychoacoustics. 
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Chapter 1 

Introduction 

 

As the use of neural networks continues to grow, it is critical to examine their behaviour in adversarial 

settings. Existing work on adversarial examples has focused largely on the space of images, be it image 

classification, image segmentation, face detection, etc. There has been comparatively little study on the space 

of audio, where the most common use is performing automatic speech recognition. In automatic speech 

recognition, a neural network is given an audio waveform x and perform the speech-to-text transform that 

gives the transcription y of the phrase being spoken. Constructing targeted adversarial examples on speech 

recognition has proven difficult. Hidden and inaudible voice commands are targeted attacks, but require 

synthesizing new audio and cannot modify existing audio (analogous to the observation that neural networks 

can make high confidence predictions for unrecognizable images). In Fig. 1. a noise is added to an audio 

sample which fools the neural network to produce different output which is the required target phrase.  

 

 

Chapter 2 

 

Figure. 1.  Illustration of our attack: given any waveform, adding a small perturbation 

makes the result transcribe as any desired target phrase. [1]. 
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Chapter 2 

Background 

 

A differentiable parameterized function f(•) used in a neural network that has parameters that can be easily 

updated by standard techniques like gradient descent which can be used to learn any function. We represent 

audio as an N-dimensional vector x. Each element xi is a signed 16-bit value, sampled at 16KHz. To reduce 

the input dimensionality, the Mel-Frequency Cepstrum (MFC) transform is often used as a preprocessing 

step [5]. The Mel-Frequency Cepstrum (MFC) is used to split the waveform in 50 frames per second. Further 

it maps each frame into its corresponding frequency range. Standard classification of neural networks take a 

single input and produces a probability distribution as output over all labels. But, for speech-to-text (ASR) 

systems, there are numerous possible labels, which makes it computationally very difficult for enumeration 

on all the possible phrases. Connectionist Temporal Classification (CTC) [7] is a process of training a neural 

network which is sequence-to-sequence that is when we do not know the alignment between the input and 

output sequences. We have used DeepSpeech [6] which internally uses CTC as the inputs are the voice of a 

person and the sentences which are arranged in a non-aligned fashion, in which we don‟t know the exact 

location of each word in the audio. 

2.1 Psychoacoustics 

Psychoacoustic is a phenomenon where the louder tone played masks (hides) the milder tone nearby. We will 

not hear a milder tone for sometime when a louder tone is being played at the same time. Here we are talking 

in terms of frequency. Since by using CTC as our loss function, we could not minimize the perturbation we 

used an additional frequency masking threshold we minimize the distortion so that the audio generated is 

imperceptible to noise. In Fig. 2. the tone with higher decibel hides the softer tone nearby for a few seconds. 

Here the louder tone is called as the masking tone and the tone under the curve mentioned in Fig. 2. is 

inaudible due to the masking effect. 
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Figure. 2. Illustration of the concept of psychoacoustics. (Reference: 

https://users.ece.utexas.edu/~ryerraballi/MSB/pdfs/M4L4.pdf). 



16 
 

Chapter 3 

Problem Description And The Proposed Solution 

 

Given any audio signal x, and any target phrase y, Another audio signal can be produced such that the input 

is x0 = x + δ in such a manner that x and x0 sound familiar and also C(x0) = y where C(.) is an output function 

for any given audio. Success is only reported when the output exactly matches the target phrase. To quantify 

the introduced distortion, we measure it in Decibels (dB). 

  dB(x) = max 20 • log10(xi).                      …(i)                        

where x is the audio input vector and  dB level is compared with original waveform x with the distortion δ. 

So we can formulate this as follows: 

           dBx(δ) = dB( δ) − dB(x)                              …(ii) 

This problem is finally constructed as an optimization problem of which the formulas are mentioned below: 

minimize dBx(δ) 

  such that C(x + δ) = t                              

x + δ ℇ [−M, M]                                         …(iii) 

Here, M signifies the maximum permissible value (2
15

 in our case). Since the constraint C(x + δ) = t is non-

linear, we cannot use standard techniques like gradient descent. It is shown in [3] have shown that we can 

reformulate the problem in equation (iii) as: 

         minimize dBx(δ) + c • l (x + δ, t)                …(iv) 

where l is the CTC-loss function. We use Adam optimizer [4] to solve this minimization problem where we 

use a learning rate as 10,  and the maximum number iterations done are 5,000. We can easily find it‟s 

implementation in an open-source library known as Tensorflow, it is also available in multiple programming 

languages according to user‟s need. 
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Chapter 4 

Frequency Masking and Psychoacoustic Model 

 

In order to make the attack imperceptible, we will use the psychoacoustic model with frequency masking 

techniques. This will help us significantly in reducing the noise in output audio after the attack. Frequency 

masking refers to a process where the louder tone called “masker” mask the softer tone around it. The 

following steps are used to compute the frequency masking threshold: 

● Identify the masker (i.e. the louder parts of audio). 

● In order to compute the frequency masking threshold we need to compute normalized PSD [2] as the 

audio signals change rapidly over time [8]. In Fig. 3. the same has been implemented by passing the 

audio and the corresponding window size which finally returns PSD and psd_max. 

 

 

● Ensure that there must be a local maximum in the spectrum of PSD. 

● PSD should also have its peak amplitude lower than 0.5 Bark (a psychoacoustically-motivated 

frequency scale) [2]. 

● After that, two-slope spread function is used to approximate the masking threshold [2]. In Fig. 4. the 

same has been implemented in python where the function is returning the masking threshold the 

individual maskers. 

Figure. 3. Code Snippet for Normalized PSD 
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● Finally, we compute the global masking threshold by combining each of the individual masking 

threshold and threshold in quiet via addition. In the following Fig. 5. the function is returning 

individual masking threshold for each window size where theta_xs is the masking threshold. 

 

 

After adding δ as a perturbation to the input audio x, δ will be masked out by the raw audio if the normalized 

PSD p’δ(k) is below the frequency masking threshold of the original waveform and hence it will be 

inaudible to humans. 

 

 

Figure. 4. Code Snippet for Two Slope Method 

Figure. 5. Code Snippet for Generating Threshold 
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Chapter 5 

Challenges Faced 

 

While working on this topic, we faced the following challenges: 

● Limited resources (e.g. less ram and lower GPU) made it difficult for us to run the code for larger 

iterations like 1000. 

● Understanding the relationship between psychoacoustics model and adversarial attacks. 

● Very less documentation on psychoacoustics model made it difficult for us to implement. 

5.1 Google Colab Cloud Platform (https://colab.research.google.com/) 

As mentioned above, we were facing problems due to the limited resources of our local computer. We used 

Google Colab to overcome this problem. 

● It provides us with 12 GBs of RAM and over 300 GBs of disk space with Tesla K80 GPU which 

significantly improve the performance and speed of execution of the codebase. 

● We were able to run our code for a larger number of iterations without any problem. 

● As can be seen in Fig. 6. the interface of Google colab jupyter notebook is quite user friendly. The 

welcome page explains the working and settings needed to set up the environment. While in Fig. 7. 

we can see the code execution in action after setting up the environment (i.e. selecting the GPU, 

connecting to the ram, etc.). It executes the code in chunks and any piece of a code block can be 

inserted anywhere between any two blocks. 

 

 Figure. 6. Interface of Google Colab Jupyter Notebook 

(Landing Page). 
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 Figure. 7. Interface of Google Colab Jupyter Notebook 

(while running the code having selected the GPU) 
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Chapter 6 

Experiments Performed 

 

As we can see here, we have generated audio files corresponding to the target phrase, “this is a test”, we had 

gradually increased the number of iterations and noted down the results and plot the graph for the same. The 

distortion introduced in the original audio waveform is minimized in each step so that it resembles the same 

to the human ear. In Fig. 8. the command for executing the code for 10 iterations is shown, it takes as the 

argument the target phrase, number of iterations, the original audio sample and the pre-trained model for 

Deepspeech taken from Mozilla foundation. As the execution of the code proceeds, it first decodes what is 

being spoken in the audio sample as can be seen in the Fig. 9. the first line reads "without the dataset the 

article is useless" and after that it reports the progress of the attack in terms of ctc-loss at each iteration. 

Similar to Fig. 8. in Fig. 10. only the number of iterations are changed for the experimental process. Upon 

increasing the number of iterations the distortion is minimized to a greater extent. Similar to Fig. 9. the Fig. 

11. reports the ctc-loss after each iteration and the final distortion after a total of 1000 iterations as performed 

above.  

 

   

 

 

Figure. 8. Input command for 10 iterations 

Figure. 9. Output after 10 iterations 
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6.1 For 1000 iteration (with Psychoacoustic) 

Through the discussion with our guide, we reached a conclusion that with the help of frequency masking 

concept of psychoacoustics, we could make our noise imperceptible. Hence, we calculated the threshold 

values accordingly and rescaled the distortion with the same. (Corresponding code for masking, the audio 

files obtained and the attack can be found on our Github repository, https://github.com/vishKurama/audio-

adversarial-attack). In Fig. 12. everything is same as in Fig. 10. except that the mechanism of the attack has 

the principle of psychoacoustics applied and the corresponding output in Fig. 13. can be seen as the final 

distortion is relatively less than that was originally present however small. 

 

 

Figure. 10. Input command for 1000 

iterations 

Figure. 11. Output after 1000 iterations 

Figure. 12. Input command for 1000 iterations (Psychoacoustic). 
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We are using the matplotlib library of python to plot the graph of obtained audio waveforms after the attack 

to get more visualization of the distortion added, as shown in the Fig. 14. the function takes input the audio 

waveform and produces a graph of it accordingly with amplitude on y-axis, and time on the x-axis. 

 

 

 

 

 

Figure. 13. Output after 1000 iterations (Psychoacoustic). 

Figure. 14. Input and output after plotting graphs 
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Chapter 7 

Results Obtained 

 

In Table. 1. C(x) is the output function of speech to text system which takes input as the audio sample and 

produces text as output before the application of psychoacoustics. As the number of iterations are increased 

from 1 to 1000 C(x) produces output which is similar to the target phrase. For example the output C(x) is 

“that a r tas sisc” after 10
th

 iteration whereas the output C(x) is “this is a test” after 1000 iteration which is 

equal to the target phrase. 

No. of Iterations Original Input (.wav file) Target Phrase C(x) (Output) 

1 Without the dataset the article 

is useless 

This is a test Without the dataset the 

article is useless 

10 Without the dataset the article 

is useless 

This is a test that a r tas sisc 

100 Without the dataset the article 

is useless 

This is a test this is a test 

1000 Without the dataset the article 

is useless 

This is a test this is a test 

 

  

 

7.1  What the graph signifies  

It can be observed that in Fig. 15. when the number of iterations is relatively less, the noise added has 

significantly altered the waveform of the audio. If the waveform is distorted more than a particular point, we 

would have obtained entirely new audio as opposed to the attack we wanted. From x = [2.5,3] denser graph 

is shown in attacked audio which does not resembles the graph of original audio. In Fig. 16. number of 

iterations are increased to 1000. It can also be seen that both original graph and attacked graph of the 

obtained waveform closely resembles to each other which helps in producing better results. From x = [0,3] 

graph of attacked audio and original audio are almost identical. In Fig. 17. the graphs of the original audio 

and attacked audio after 100 iterations are compared after applying psychoacoustics where it can be observed 

that noise has been added after all high amplitudes (According to psychoacoustic model). A denser graph can 

be observed at x = 1.5. 

Table. 1. Comparison between output when input and target phrase is same and the number 

of iterations is increased. 
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Figure. 15. Waveforms of original (left) and after 100 iterations of attack (right) on the audio sample. 

(Before the psychoacoustics). 

Figure. 16. Comparison between original (left) and 1000 iterations after the attack (right) on the 

audio (Before the psychoacoustics frequency masking). 
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Figure. 17. Waveforms of original (left) and after 100 iterations (right) of attack 

(Psychoacoustics). 
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Conclusion 

We have shown that the targeted audio adversarial examples works perfectly on the automatic speech 

recognition (ASR) systems. We can easily convert any audio waveform to any target phrase by adding a very 

minimal amount of noise which are in the end an optimization problem. In order to make the attack 

imperceptible to human ears, we had used the properties of the psychoacoustic model, which basically hides 

the noise near the louder tones in the input audio. We henceforth have successfully constructed imperceptible 

adversarial examples for few chosen samples by utilizing psychoacoustic principle of frequency masking. 
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