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PREFACE 

 
This report on “Machine Learning Under Constrained Environment” is prepared under the 

guidance of Dr. I.A. Palani and Dr. Abhishek Srivastava. Through this report, we propose a novel 

approach that addresses the problem of real-time and accurate prediction on resource-scarce 

devices along with development of a self-energized part. In algorithm side, we did two stage 

compression, using a probability difference approach and K-Means Clustering followed by 

shifting of clusters and the machine learning model is implemented using Python. Our approach 

provides several orders lower storage and prediction complexity. For the self-energized part we 

developed a vertical axis wind turbine. One of the practical applications of the presented work is 

forest fire prediction, Client-Server data transfer using Arduino IDE is also established.  

We have tried to the best of our abilities and knowledge to explain the content in a lucid manner. 

We have also added and figures and working code(s) to make it more illustrative. 
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Abstract 

 

Several real-world applications require real-time prediction on resource-scarce devices 

such as an Internet of Things (IOT) sensor. Such applications demand prediction models 

with small storage and computational complexity that do not compromise significantly on 

accuracy. Our approach is inspired by k-Nearest Neighbor (k-NN) but has several orders 

lower storage and prediction complexity. A probability difference based approach is 

presented, to eliminate non-representative points from the dataset. Using k-Means 

Clustering, a new set of prototypes are formed for the nearest neighbor classifier. These 

prototype locations are optimized through an iterative shifting process. With these steps, 

we get a modified training set with the minimum and optimal number of prototypes. 

Experiments show the efficiency of this approach on various datasets. For the self-

energized part, we developed and tested several models. Models were prepared using 

additive manufacturing. 
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CHAPTER 1 

INTRODUCTION 
 

1.1 Internet-of-things  
 

I.o.T. is a technology which has the potential to provide fast real time, sensor-based responses for 

a variety of applications like wildlife, image-sensing, unmanned missions and so on. Using Artificial 

Intelligence on data collected from I.o.T. sensors opens up an ocean full of possibilities. For example, 

pollution control uses smart sensors which measure ppm, smoke, humidity and various other parameters 

of their machines. Anomaly detection models in airplanes collect vibration rate, rpm, heat etc. from 

sensors implanted which assist pilots in the flying. 

  

Forest fire prediction is one of the major applications of using machine learning algorithms in 

constraint environment. By predicting forest fire, we can control the fire before it spreads in a larger area, 

by which we can reduce the loss of life and environmental resources. To detect the forest fire, we capture 

four main components of the environment using IoT sensors. We use Humidity, Temperature, Smoke, IR 

sensitivity to predict the forest fire. We have several Arduino UNO devices (with 2kB RAM) installed at 

several close locations in the forest to predict the forest fire. We can perform the real-time prediction on 

one of these devices. For this, we need to establish communication among these devices, which can be 

done using Wi-Fi modules. 

 

 
1.2 Existing models and k-NN 
 

Existing machine learning in IoT rely on cloud-based predictions where large deep learning models 

are deployed to provide accurate predictions. Models like SVM and Deep Neural Networks requires 

storage of thousands of parameters even at the time of prediction. This is because embedded devices like 

Arduino have limited a processor and storage abilities and are only meant to transmitting data to the cloud.  

 



  

2 
 

This solution doesn’t concerns about issues like bandwidth, latency, privacy, battery and other 

issues. For example, consider a device being implanted in a human brain. This device continuously sends 

how good/bad a tumor is progressing. If we have poor latency over sending to the cloud in the network, 

the responses may be delayed and wrong decisions will be taken. This can be very serious in such a 

scenario.  

 

We use k-NN type or distance-metric algorithm for prediction. K-NN works by assigning an 

unlabeled input to the majority label of its k nearest training inputs. K-NN is very easy to implement on 

tiny devices, and has a very small number of parameters, therefore its avoid overfitting and provides a 

good generalization over the results. 

 
1.3 Rescuing k-NN 
 

A critical issue with k-NN is its slow test-time performance. It has to compute the distances 

between the test input point and all elements in the training set, it’s time complexity becomes O(nd) with 

respect to the data dimensionality d and the training set size n. Similarly, storage complexity is also O(nd), 

as the entire training set needs to be stored. What if we could simply choose some representative data 

points, termed as “prototypes”, out of the training data, train only on this data, and make predictions locally 

on our device, with transferring data to cloud. The question is, how we choose these points.  

 

We can use a probability difference based approach to eliminate non-representative points, ie. the points 

which are not near the boundaries between the classes. If we think of SVM classifier, we are eliminating 

nearly all points which are not hyper vectors. After this, we choose some points thorough K-Means 

clustering as our prototypes. These prototype locations are optimized through an iterative shifting process. 

With these steps, we get a modified training set with the minimum and optimal number of prototypes. 
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CHAPTER 2 

LITERATURE REVIEW 
 

There are various research papers already published on compression algorithm which are used to 

compress the data points but each of them suffer from their individual drawbacks and limitations.  

 

2.1 Background 
 

 
Fig 2.1 Effect of removing inner points 

 
       The Voronoi diagram of a set of objects decomposes space into Voronoi cells, where each object's 

cell consists of all points that are closer to the object than to any other object. The line segments of any 

Voronoi cell are perpendicular bisectors to the line joining two neighboring points. As seen from the figure 

above, if we try to remove a point which has all immediate neighbors of the same class, the outer Voronoi 

boundary (shown in brown) doesn’t change. Removal of such points forms the initial basis for our 

compression.  

Previous works in this field include using tree-like approaches as described above. But these 

approaches are very computationally expensive, especially in larger datasets. Though they find the correct 

points to eliminate, they don’t guarantee the minimal set of points found. 
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2.2 Compression Algorithms 

There are three approaches for compression:  

 

2.2.1 Tree data structures 

Firstly, we will use tree data structures like cover/ball trees which decrease the count of 

computation to measure distance to some logarithmic function in n.  

 

 

 

 

 

In a k-d tree, every non-leaf node can be thought of as a hyperplane that divides the space into 

two half-spaces. Every node in the tree is associated with one of the k dimensions. We choose the 

normal vector of our hyperplane in the direction perpendicular to that dimension's axis. Points to the left 

of this hyperplane are represented by the left subtree of that node and points to the right of the 

hyperplane are represented by the right subtree. Every leaf node is a k-dimensional point is a binary tree. 

 

Even though this process is faster, it still has to store the entire training data. This would cause the 

performance to deteriorate with increase in the data dimension. 

 
  

2.2.2 Large Margin nearest Neighbors (LMNN) 
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2.2.3 SNC and its modifications 

 

 
 
 
 

 
Fig 2.2 Our work shown on 3 classes 
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CHAPTER 3 

OUR APPROACH 
 
3.1 The probability of belongingness 
 
Let’s study our approach on two points. The Softmax probabilities for a particular point X belonging to 

a class ‘j’ is given by:  

                
 

Let’s say probabilities of belongingness of these 2 points to the 2 classes, come out to be:   

○ P1 = [0.5, 0.5] (Relevant)                     P2 = [0.8, 0.2] (Redundant)  

 

 

 The “Relevant” points 

The inner points have a higher probability of belonging to the class it belongs compared to a point 

which is much closer to the margin. 

So relevance order of points will be like: [0.5, 0.5] > [0.6, 0.4] > [0.8, 0.2] and so on. But this ordering 

isn’t always true for >=2 classes. Why?  

Consider for example: P1 = [0.4, 0.3, 0.2, 0.1] and P2 = [0.45, 0.45, 0.05, 0.05]. Obviously, P2 > P1 for 

priority ordering because being more on boundary than P1.  
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3.2 Probability Difference Approach 

Then, we use the difference = [highest probability value - second highest probability], and append those 

points with this “minimum difference value”. This finally forms our basis of ordering. At P2, [0.45 - 

0.45 = 0] and at P1, [0.4 - 0.3 = 0.1], hence P2 will be chosen over P1.  

At every iteration, we append a batch of some points in an empty set based on this ordering. We train our 

model using the same classifier on the points we appended till now, we find the current prediction score 

on all given training points, not only on the points till now. Let the predicted score at this iteration be ‘P’. 

We keep on doing the iterations till: (T – P ≤ ε), where ε is a small number equal to 0.005. 

 

3.3 Which classifier to choose for initial compression? 
 
We use SVM as our classifier for probability difference method. 

Optimization Problem that SVM solves: 

 

 
Here ||w|| is the norm of the vector perpendicular to the two hyperplanes. 

The margin of SVM, is given by:      

Therefore maximizing the margin is same as minimizing the value of ||w||. A hyperplane providing 

maximum margin between two classes would help our probability values to even out well. This 
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motivates us to use SVM as our classifier in hand. Also, using SVM, the probability model is created 

using cross validation, we don’t have to use train_test_split explicitly. 

3.4 Initial Results 

Dataset Category No. of  
training      
examples 

No. of 
features 

No. of 
classes 

Relevant 
points 

Compression 
Ratio 

Accuracy 
degradation 

Breast 
Cancer 

Small-
Medium 

569 30 2 40 569/60 = 
14.22 

0.72% 

MNIST Medium 1797 64 10 200 1797/200 = 9 0.8% 

ISOLET Large 6238 10 26 1000 6238/1000 = 
6.23 

3.9% 

 

Plots of three datasets: 
 

 

 
          Fig 3.1 Plots showing convergence of accuracy as we keep on adding points 

                          ISOLET                   BREAST CANCER 
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CHAPTER 4 

FURTHER COMPRESSION AND 
SHIFTING 
 

On an average, we currently have about 6-15 times average compression on our dataset. 

4.1 Using k-Means Clustering 

We use k-Means clustering on our prototypes of each class individually in our selected ones as 

well as the remaining excluded. The loss function at each iteration step is given by: 

                                 
   Where, 
                              ‘||xi - vj||’ is the Euclidean distance between xi and vj. 
                              ‘ci’ is the number of data points in ith cluster.  
                              ‘c’ is the number of cluster centers. 

 

After the loss function is decreased at each iteration, the new cluster center is given by:  

                                                     

Where, ‘ci’ represents the number of data points in ith cluster. 
 

This further reduces our dataset. The final reduction in our dataset becomes 30-50 times the original 

dataset. 

We now find out the accuracy by fitting 1-kNN on these clusters and predict the labels for complete 

dataset. Our k-NN will use the Minkowski distance metric to fit the clusters. 
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Minkowski distance metric with p=2 (Euclidean): 

 
We see that our accuracy got reduced. We can restore our accuracy by shifting our prototypes.  

 
4.2 Why is there a degradation in Accuracy? 
                   

 
 
Till now, we applied k-Means and got our final cluster centers as prototypes. Note that we applied k-
Means individually on each class. But now take a closer look at what's happening at the boundary now. 
Suppose we have a slightly curvy boundary. Let the class left to boundary be class A and that to the right 
of it be class B. Now, let’s look at what’s happening for a point which is just to the left of this curvy 
(convex-facing to the left). 
 
If we take k nearest neighbors of our point in hand, we see that we get for a cluster centers left, we get 
𝛿(y, y’) = 1, since it’s of the same class. By the same argument, for a cluster centers in the right, we get 
𝛿(y, y’) = 0, since it’s of the opposite class. Therefore, the probability value is high for same class point, 
but low for opposite class. 
 
But for this point (which is on a convex boundary), it should have been the other way around. Hence, 
there’s a misclassification, or in other sense, a degradation in accuracy. 
 
Typically, we have used 2 to 5 clusters in k-Means clustering for every class. This number depends on 
the dataset size and has to be tuned in accordance to the accuracy results. 

 

Restoring our accuracy back 
 
If we try to shift every prototype (k-Means clusters) in the direction which yields highest accuracy, then 

we are done. But how to do that optimally and without interfering the shifting of other prototypes? 

 



  

11 
 

If we look at every feature value of a particular prototype, we notice that it’s independent of any other 

feature values of that prototype. So shifting features individually won’t interfere the shifts of each other, 

hence shifting features one-by-one shifts the whole prototype.  

 

How far should we shift each feature value? 

● We take the standard deviation for all the features across all training points. Then, we divide that 

value by a number, say 50. This number typically may be even smaller, and it depends on how 

large/small is the standard deviation. If it’s larger, our number should be larger and vice versa. 

● Then, we take some points, say 10, on either side of our feature value point at distances being 

multiples of the value we obtained. We try to see, at which of these 20 points, do we get highest 

accuracy after shifting our original feature to this point.  

We take only a few neighboring points on each side because we want to shift a point only when it’s 

possible but in a close proximity. This way, we avoid overlaps and have a better representation of our 

data. 

 

4.3 Why use standard deviation? 
 

Standard Deviation gives an idea about how much spreadness our dataset has. 

 

1. We have used standard deviation as our unit distance for how much to shift our feature value. 

2. Suppose we have a dataset which has min_val = 0 and max_val = 100000, then this (max_val - 

min_val) will be a very large number. Seeing which point to choose will take a lot of time. 

3. Instead, if we have an idea of the spread in that feature direction, we can get that number 

quantitatively as ‘X’ and choose our shifts as X,2X,3X… and so on till 10X in either direction. 

4. It works for any kind of data spread, large or small std_dev. 

 
 

Avoiding overlap of final prototypes 
 
We achieved this by 2 ways: 

1. Firstly, we try to shift a particular feature value only to certain number of steps to the right and 

the left (scaled by their std_dev). This avoids overlapping of multiple prototypes. 
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2. Secondly, we apply shifting individually to each feature value. Features are independent of each 

other and their shifting will cause the whole prototype to shift constructively. 

 

4.4 Shifting Pseudo-Code: 
 

Overall, the algorithm is summarized as a pseudo-code below: 

 

For every prototype: 

     For every feature of that prototype: 

         1. For every 10 neighboring points (scaled to the standard deviation) on either sides of our feature 

point: 

  Find the point on feature line with the highest score/accuracy based on k-NN. 

    2. Shift it to that point. 

Time complexity of the shifting process is very low because the number of prototypes have been 

reduced significantly for the first for loop. 

 

4.5 Final outline of our Approach: 
 

1. On training data, fit SVM classifier, find true accuracy and probabilities. 

2. Apply probability difference method (PDM). 

3. Fit SVM again, on points obtained from above method, predict accuracies on complete training 

data, <=1% less than true accuracy. 

4. We keep those points we obtain from the PDM in the set “New” and the remaining points in 

points in the set “Rem”. 

5. Now fit k-Means clustering individually on each class and individually on both New and Rem. 

6. Obtain the cluster centers as prototypes. 

7. Fit k-NN on these clusters and find accuracy of classification on or complete dataset. 

8. In the above point, by closely inspecting the probability formula, the accuracy decreases, in other 

words, these prototypes are not able to represent our dataset properly, they must be shifted. 

9. Apply shifting approach. 

10. These new prototypes are now our final data points. Whenever we get a new data point, just look 

for its closest ‘k’ points (k = 1/2/3), and assign its class to the majority vote. 



  

13 
 

4.6 Working Code 
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CHAPTER 5 

RESULTS 
 

 
       Fig 5.1 Plots showing results after probability difference and after shifting 
 
 

Dataset No. of 
training 
examples 

Final 
number of 
Samples 
used 

Compression 
ratio before 
clustering 

Compression 
ratio after 
clustering 

Accuracy 
before 
shifting 

Accuracy 
after 
shifting 

Breast 
Cancer 

569 16 14.225 35.56 94.1% 95.8% 

Wine 178 11 8.5 16.52 97.01% 98.87% 

Iris 150 6 4.8 25 90% 96.67% 
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Chapter 6 

Practical Works - Forest Fire 
Prediction 
 

 
                                   Fig 6.1.1 Outline of the forest fire prediction work 

 
6.1 Objective and Proposed Methodology 
 

 
Fig 6.1.2 Objective and proposed methodology 
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Dataset Collection 

         We are capturing 4 components of the climate to predict the forest fire i.e. temperature, 

humidity, smoke, IR sensitivity. 

1) Temperature and Humidity sensor- A capacitive humidity sensor and a thermistor to measure the 

surrounding temperature. 

2) IR Flame sensor- This sensor is specifically designed to respond to 4.3μm light emitted by 

hydrocarbon flames. 

3) Smoke sensor (MQ7) - This gas sensor detects the concentrations of CO in the air and output its 

reading as an analog voltage. 

6.2 Communication between Arduino boards  

We have written the scripts in Arduino IDE to setup a basic Server-Client (2-way) TCP/UDP connection. 

This connection is established where sensors are placed at a distance of few meters, maximum under the 

hotspot’s range. The prediction on these data points could be done locally on any of these devices. We 

also wrote scripts to establish 3-way (Client, Client-Server and Server) connection. Here, the middle 

Arduino device acts as Server during the first part, and then as a Client in the second part.  

 

               
Fig 6.2 Establishing communication between Arduino sensors 
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CHAPTER 7 

SELF-ENERGIZED UNIT 

7.1 SOURCE OF ENERGY IN THE FOREST: 

                                                       Our fire detection units will be deployed in the forest over a large area. 

To power these units we use batteries because wired connections can be complex and can be damaged by 

the animals. Even though the unit itself consumes lower power and can last for a long time, it eventually 

would run empty. When that happens we would have to change the battery of each and every unit in the 

forest. This can cause network breakage between the devices and we could even miss out on fire detection. 

Hence we plan on making an electric generator which utilizes some source of renewable energy from the 

nature. Solar energy is the first choice of renewable source of energy but in our case it is not ideal because 

sunlight would be hindered in a dense forest. So we are looking to use wind energy which could be 

harnessed using a wind turbine. 

 

 

 7.2 WIND TURBINE:  

                                Forest has a lot of different fossil fuels and among which wind is the most available 

one. As it is renewable resource, it can be used in uncountable amount without affecting the nature. To 

access this resource wind turbine is used. Wind turbine is basically axis based turbine and basically two 

types of turbines are available so far, which are vertical and horizontal axis wind turbine. Both of them 

works well on different situations. A lot of research work has to be done in the wind turbine, one of which 

is to increase their efficiency.   

Parameters like angle of attack, tip-speed ratio, and airfoil shape play major role in increasing efficiency. 

As in the forest, we can expect in general turbulent wind for fir angle of attack can be properly defined so 

our main focus will be on to change the airfoil shape.  
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7.2.1 VERTICAL AXIS WIND TURBINE:  

                                         The VAWT is divided again into two groups: Darrius VAWT and Savonius 

VAWT. The significant difference between them is that Savonius VAWT works on the principle of drag 

by pushing it to rotate in the direction of the wind flow and the Darrieus VAWT works on the principle 

of lift which is created due to the varying pressure on either side of the airfoil. The Savonius VAWT 

rotates at lower speed but has a higher torque and the Darrieus VAWT has lower torque but rotates at a 

higher speed than the speed of the wind due to lift. The lower torque is beneficial since it doesn’t induce 

as much as stress so, it can have a longer life. Savonius VAWT can self-start easily but this cannot be said 

for the darrieus VAWT which requires a starting torque to rotate. All of this indicate that the Darrieus 

VAWT is superior to the Savonius VAWT except the self-starting problem for which we will try to find 

a solution for later. 

 

 

 

 

Fig 7.1 Working of VAWT 
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Fig 7.2 Lift generation 

 

 

The blades of the darrieus VAWT have an airfoil shape in order to produce lift. Whenever airfoil and lift 

are mentioned, it is necessary to talk about the angle of attack. In darrieus VAWT the blade’s velocity 

vector always changes direction but it is always tangential. The varying angle of attack is given below 

as:  

                                          

 

Where θ is the azimuthal position and λ is the tip speed ratio.  
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Fig 7.3 Angle of attack at each point 

Where W is the resultant velocity.  

 

                                                           

 

 

The amount of power, P that can be absorbed by a wind turbine:  

                                                                                                       

Where Cp is the power coefficient, ρ is the density of air, A is the swept area of the turbine and v is the 

wind speed. 
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7.2.2 OUR APPROACH 

   We have decided to use darrieus VAWT but it doesn’t self-start in order to bypass 

this problem we decided to use the hybrid of Darrieus and Savonius VAWT design which is the darrieus 

VAWT with J-type blades. This blade utilizes both lift and drag and doesn’t suffer from self-starting 

problems.  

 

 

 

 

    

         Fig 7.4.1 Traditional Hybrid Solution                    Fig 7.4.2 Our proposed design of turbine 
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7.3 Choice of Battery 

 
 

 

 

 

 

         

 
Fig 7.5 Current generation circuit diagram 

 

  All our components require a total current of 80-100 mA and a maximum voltage of 5V. So, we will be 

needing a battery of minimum 5V and a current rating of 1000-2000 mAh. 

 Our generator is not able to produce this amount of potential then we will be needing a boost converter. 

 A boost converter works on the principle of a constant power by increasing the voltage with a decrease in the 

current.  
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CHAPTER 8 

CALCULATIONS AND RESULTS  
8.1 Power Calculations 

The wind turbine works on the principle of converting kinetic energy of the wind to mechanical 

energy. The kinetic energy of any particle is equal to one half its mass times the square of its 

velocity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

K.E=½mv2, m =ρAV 

K E = ½ ρAV3 watts.  

Where, A is swept area of turbine. 

               ρ  is density of air (1.225 kg/m3) 

               V is wind velocity. 

Assuming, P=1 watts. 

Considering turbine efficiency as 25% and generator efficiency 85%, 

Value of P at full efficiency, P = 1/ (0.25*0.85) = 4.7 

P= ½ ρAV3 

For a wind velocity of 6 m/s and density of air is 1.225 kg/m3 

4.7= ½*1.125*A*(6)3 

A= 0.0356 m2. 

A = D*H, where D and H are the diameter and height of the turbine. 

Taking diameter as 16 cm, height of turbine can be calculated as 

 

 
 H=A/D=22.3 cm, D=16 cm 

 The design parameters are :  

                                     1) Height of the blade is 22.3cm 

                                                 2) Connecting rod to shaft is 7.5cm 

                                                 3) 3 Blades 

 We fabricated this using Polylactide (PLA) with the help of additive manufacturing. 

 For all the parts an infill density of 60% was selected. 
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8.2 Design Specification 

 

Wind Rotor Rated Power 0.85W 

 Rated Speed 6.1m/s 

 Rotor Diameter 16 cm 

 Swept Area 356.8 cm2 

 Gear Box Type None 

 Brake Not Required 

Turbine  Blade Type J-Type 

 Blade Number 3 

 Blade Material PLA 

Blade Dimension Length 22.3 cm 

 Radius 20 cm 

 

 

                       

      Fig 8.1 Airfoil shape 
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8.3 Results                             

Wind Speed 

(m/s) 

Minimum 

Voltage 

(V) 

Maximum 

Voltage 

(V) 

Mean Voltage 

(V) 

RPM 

 

3.5 3.48 3.54 3.51 244 

4.3 3.82 3.84 3.83 315 

4.7 3.97 4.07 4.02 356 

5 4.16 4.22 4.19 372 

5.6 4.39 4.46 4.425 397 

6.1 4.68 4.73 4.705 422 

OBSERVATION TABLE 

 

 

 

Fig 8.2.1 Plot showing Voltage vs Wind Speed 
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Fig 8.2.2 Plot showing RPM vs Wind Speed 
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CHAPTER 9 

CONCLUSION AND FUTURE WORKS 

A lot of work that has been done in the field of real-time prediction in IoT devices. Research is still 

going on to optimize the k-NN algorithm and make it faster. As discussed above, each of them suffered 

from their drawbacks. The inference that removing the prototypes with neighbors of same class won’t 

change the Voronoi boundaries was made and these points were removed. Then we used k-Means and 

shifted our cluster centers optimally to get our required prototypes. 

We can now reduce several thousands of data points to hundreds of prototypes while maintain 

comparable accuracy. Therefore, all the real time computations can be done using IOT devices. We will 

create a distributed network of IOT devices to solve the problem of forest fire prediction. Due to 

reduction in number of prototypes, shifting process executes in seconds. But if we have a dataset that 

has a lot of features, we can use PCA (Principal Component Analysis) to reduce the dimensionality of 

our dataset and our future work includes making this as less computationally feasible as possible. 

 

Our J-Shaped VAWT is producing 0.85W and 4.72V which is sufficient to run an Arduino. 

Additionally, we can use boost convertor circuit or buck convertor circuit to meet the need of extra 

voltage and current requirement respectively. The issue with Darrius and Savonius turbine to provide 

starting torque and low lift respectively is been solved by making a hybrid turbine, which involve 

combination of Savonius and Darrius design. We can further enhance performance by improving the 

airfoil shape. In particular for forest situation, cage can be made to prevent outside debris. 
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Datasets Used 

1. https :// archive . ics . uci . edu / ml / datasets / isolet 

2. https :// archive . ics . uci . edu / ml / datasets / glass + identification 

3. Sklearn Breast_Cancer Dataset 

4. Sklearn Load_digits Dataset 

5. Sklearn Wine Dataset.  

6. Sklearn Iris Dataset. 

 

 

 

 


