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Preface 

This report on “Attacking Semantic Segmentation Models” is prepared under the guidance of Dr.              

Puneet Gupta. 

I have tried to present the detailed concept of different methods to attack Neural Networks. This                

report is the explanation of all the Attack techniques and is shown diagrammatically. As well as                

the algorithm for generating adversarial attack is present on our GitHub profile. For better              

understanding and visualization of our concept, we have added pictures. We have gone through              

step by step procedure for generating the final output. To conclude the report, a comparison of                

our work with the existing method is included. 
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Abstract  
Attacking Semantic Segmentation Models 

Deep Learning has won almost all the recent competitions on image classifications and by now               

performs better than humans at recognizing objects in an image. In fact, self-driving car research is                

no longer available to only large companies. Startups are entering the market thanks to how cheap                

and powerful deep learning is for such systems. Even after the huge success of deep neural                

networks, their applications are limited because these networks can be fooled by adversarial             

examples. 

Semantic segmentation is a fundamental building block of machine learning consisting of three             

basic steps of object detection, shape recognition, and classification. It is the most crucial part of                

autonomous driving, web security, image detection, and other computer vision task, but in contrast              

to image classification tasks, only very limited studies are available for attacking semantic             

segmentation networks. The existing semantic segmentation attacks use cross-entropy as the loss            

function. However, the success of the attack is generally measured using Intersection-Over- Union             

(IoU), which is non-differentiable. This gap between performance measure and loss function gave             

us the motivation of using a neural network as an approximation of IoU function. Then instead of                 

using cross-entropy, this surrogate loss function can be used in any attack. Experiments and some               

results on VOC2012 (publicly available dataset) using state-of-the-art semantic segmentation          

network architectures are mentioned in this report. 
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Chapter 1 

Introduction 

1.1 Semantic Segmentation 
Image segmentation is a computer vision process in which we label specific pixels of an image                

based on content in it. The goal of semantic image segmentation is to give a class to each pixel of                    

an image with a respective class of which they belong. As shown in Fig 1 each pixel is labelled                   

as a bicycle, person or background. Semantic segmentation is a fundamental building block of              

machine learning consisting of three basic stages of object detection, shape recognition, and             

classification. It is the most crucial part of autonomous driving, web security, image detection,              

and other computer vision tasks. 

 
Fig 1. Semantic segmentation example [1] 

 
1.2 Adversarial Attack 
An adversarial attack consists of subtle modifications in a given image in such a way that the                 

changes are almost unrecognizable from a human eye. This new modified image is called an               

adversarial image, and when fed into a classifier is misclassified, whereas the original one              

correctly classified. A hypothetical example is shown in Fig 2 where a is fed into an image                 

classifier network. For original image is predicting that image contains a fish with very high               

confidence of 90%, but a generated adversarial example incorrectly predicts it to be a cat. 
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Fig 2. Adversarial attack example [2] 

 

Mathematically, the generation of an adversarial example x’ for an input image x can be               
modelled as an optimization problem.  
 

 

where l and l’ denote the label of x and x’. [3] 

 

1.2.1 Real-World Adversarial Example 

● We can now generate an adversarial eyeglass that when printed and used with a real               

eyeglass frame can fool face recognition models. As shown in Fig 3 a researcher              

designed an adversarial frame and now using a frame of this kind any person can classify                

himself as Milla Jovovich, an American actress [4]. This powerful technique can be used              

to generate a frame for any targeted person to fool any face recognition model. Criminal               

identification, advertising, facial biometrics and systems of this kind are vulnerable to            

this attack.  
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Fig 3. Example of a random person pretending to be Milla Jovovich using the eyeglass 

frame [4] 
 

● A custom specially designed printed license plate as shown in Fig 4 can be made so that                 

it can be incorrectly classified by any existing traffic speed camera even when it looks               

perfectly normal. If we put perturbation on a certain position in the number plate then               

any automatic toll camera system or number license-plate recognition system which           

detects the vehicle can be fooled. Since the technique used for generation is a black-box               

attack,  it will fool almost all LPR systems. 

 
Fig 4. Example of custom number plate with perturbation to confuse any LPR traffic 

camera system. 
 

● An adversarial stop sign carefully generated can always be misclassified as a speed limit              

sign or any targeted sign, even when viewed from different angles while travelling [5]. A               

successful adversarial example of this where stop sign gets classified as speed limit 45 is               

shown in Fig 5 The exploitation of this type of attack can cause severe accidents and a                 

lot of security issues. For example, any criminal person can stop any person’s car by               

using a special kind of sticker on a traffic sign and can execute dangerous criminal               

activities. 
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Fig 5. Example of a stop sign with physical perturbation applied to fool classifier of 
self-driving cars which classifies it to speed limit 45 sign [5]. 

 
1.3 IoU 
Intersection over Union (IOU) is a parameter for evaluation or measurement of the accuracy of               

object detection on a particular dataset. Intuitively IoU is easy to understand, a score of zero                

means no overlap of predicted result and ground truth. A score of one means the exact match of                  

prediction and ground truth We frequently see this evaluation metric used in semantic             

segmentation, object detection, and other computer vision tasks. Mathematical and pictorial           

definition of IoU as shown in Fig 6.  

 

Fig 6. Mathematical and pictorial definition of IoU [6]. 
 

 

1.4. Cause of Adversarial Examples 

 

The reason for the existence of adversarial examples is still not completely clear. Initially,              

researchers believed the reason is the over-fitting or under-regularization of the model which             

leads to the insufficient generalization ability of any neural network models shown in [7]. Then,               

others considered that adversarial examples exist because of the extreme nonlinearity of the             

neural networks as shown in [8]. However, a researcher added slight perturbations to the input to                

a linear model that had enough dimensions and demonstrated that model effectiveness of             
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defending from adversarial attacks was not necessarily improved. He believes that the reason for              

existence for adversarial examples is the linear nature in high dimensional space. So,             

perturbation for one-dimension of each input will not affect the overall prediction of the              

classifier, while small perturbations to all-dimensions of the inputs will lead to very significant              

change as shown in [9]. 
 

1.5 Need of Defense 
Since adversarial examples exist for artificial intelligence systems, these vulnerabilities limit the            

applications and expansion of neural networks in sensitive security fields. The result of an attack               

on real-world applications can be very severe. For example, if someone modifies the traffic sign               

so that any modern autonomous vehicles misclassify, it can produce accidents. Another example             

is the illegal or unsuitable content can be altered in such a way that it is untraceable by the                   

content governance algorithms used by any tool or software. Therefore, to improve the             

correctness of deep neural networks against adversarial attacks it is a very important step in the                

further advancement of the neural networks. 
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Chapter 2 

Literature Survey 

In this section, we review the techniques for attacking deep neural networks for semantic              

segmentation. Literature survey provided a basic foundation and analysis of knowledge on the             

topic. It illustrates how the proposed research is relevant to earlier research and increases              

statistical knowledge in the research area. Unlike image classification, there are very few             

researches are available on attacking semantic segmentation networks. Hence it increases the            

need for more research on this topic. 

 

2.1 I-FGSM 

An adversarial example image can be computed using the I-FGSM (iterative fast gradient sign              

method) method by adding a pixel-wide perturbation (noise) of small magnitude in the direction              

the same as the gradient. This perturbation is calculated iteratively, thus is efficient in terms of                

accuracy: 

 
 

where x is the given input (clean) image, xadv is the perturbed adversarial image, J is the                 

classification loss function, ytrue is the actual label for the input image x . These iterative               

techniques take the gradient of magnitude α = ε / T instead of a direct single-step. One-shot                 

methods like FGSM have lower accuracy in comparison to the iterative methods like I-FGSM in               

white-box attacks [10]. 

 
2.2 DAG Attack 

DAG attack proposed a custom loss function, by calculating a valid set of correctly predicted               

target labels, called active target sets for each iteration. A large variety of adversarial examples               

can be generated using dense adversary generation (DAG). It also is true to various other deep                
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networks for segmentation and detection. It generates an adversarial perturbation (noise) given            

an input image and the recognition targets, which can easily confuse as many targets as possible                

[11]. 

 
 

  
 
 
  
 
 
 
 

Fig 7.1 Example of object detection using Faster-RCNN on original image [11]. 
 
 
 
 
 
 
 
Fig 7.2 Example of object detection by Faster-RCNN on perturbation adversarial example [11]. 

 

 

2.3 BIM Attack 

This basic iterative method presents a simple idea to generate adversarial noise. The goal is to search                 

for a small δ so that F(X + δ) = y’. The method aims to solve the following objective function: 

 
where c is responsible for the regularization of the distortion, and  ||δ||p  is the Lp norm  that  specifies 

||Xadv − X||p < δ. The optimization aims to cause a misclassification from y to y ’ while minimizing                  

the perturbation to x. 

 
Fig 8. BIM Attack example on the digital and physical world [12].  
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Since the physical world challenges are not been considered by BIM. As per the above image, it is                  

very unlikely that an attacker will directly feed a generated adversarial example (a digital image) to                

the classifier. Anyhow, there is a chance that a digital image can be printed by the adversary as a                   

virtual physical object, which is then captured by the camera of the target system (for example an                 

autonomous driving car) and digitized into a new image (referred to as “physical image”). This               

physical adversarial example image is the actual input of the classifier. Since the adversary has very                

limited control over the internal parts of the system, different angles of the picture or even non-linear                 

response functions of the camera can affect the attack success rate. 

 

2.4 MLAttack 
MLAttack is basically a gradient-based iterative attack where we calculate the gradients iteratively to              

minimize the loss functions. Then we update the given input image according to these calculated               

gradients. The input image is changed in such a way that the labels of the generated adversarial                 

example image display the labels of the target image. It is based on the assumption that when the                  

actual gradients are masked by a semantic segmentation network, we can still get some significant               

gradient data by comparing the response of the intermediate layer source and target images. It               

involves the following three-stages: layer selection, gradient calculation, and generating adversarial           

example. In the first stage, only those intermediate layers are selected, which gives useful gradient               

information. Then the loss function is defined for each selected intermediate layer in the next stage.                

The gradient is calculated using each loss and ultimately consolidated. At last, using the consolidated               

gradient, this adversarial attack is performed in the final stage [13]. Some of the results of this                 

experiment are shown in Fig 9. 
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Fig 9. Segmentation result before and after the MLAttack [13]. 
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Chapter 3 

Our Approach 

3.1 Objective and Motivation 
Using approximate IoU loss function to generate adversarial examples with more accuracy on             

any state of the art deep learning architectures for semantic segmentation. Semantic            

segmentation task is a basic building block of machine learning consisting of three basic steps of                

object detection, shape recognition, and classification. It is a very important component of             

autonomous driving, web security, image detection, and other computer vision tasks. So our             

main focus is to understand techniques to generate adversarial examples on state-of-the-art            

semantic segmentation models and to contribute to the same if possible. 

3.2 Observations 
The following observations were made during this literature survey: 

● The loss function used to attack neural networks is the cross-entropy loss.  

 
where yi is the ground truth, y i’ is the predicted score, c is the total classes, and N is the                    

number of pixels. 

● Success is generally measured using Intersection-Over- Union (IoU), which is          
non-differentiable. 

 
where TP., FP., and FN refer to the counts of true positive, false positive and false                

negative respectively. 

This gap between performance measure and loss function might result in a fall in              
performance, which has also been studied by a few recent efforts. So a method can be designed                 
which will automatically learn a surrogate loss function, which can be used in place of               
cross-entropy loss. Since we have to maximize IoU, we can define a lossIou = IoU . Dataset                
processed to the format: D = { Confusion-Matrix, lossIou}  , for approximating loss function. 
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3.3 Neural Network Architecture 
To get an approximate IoU loss function, we used a simple multilayer perceptron network. The               

architecture information is shown in Fig 10. It has a total of 159,775 trainable parameters. This                

trained model can be used to attack any segmentation model. For experiments, we used DeepLab               

v3 to generate adversarial examples with different configurations. DeepLab v3 [14] is among the              

best state-of-art deep learning models for semantic image segmentation, where it assigns            

semantic labels (e.g., person, car, dog, cat and so on) to every pixel in the input image. Images                  

for this experiment are taken from PASCAL VOC 2012 [15] dataset having 1464 images for               

training and 1449 images for validation of dimension 513*513*3. The complete neural            

architecture after combining with our trained approximate IoU loss function is shown in Fig 11.               

After training of approximate IoU model for 20 iterations, the mean absolute error is 0.06 and the                 

mean square error is 0.008. The results of this regression task after training are shown in Fig 12.  

 

 
Fig 10. The neural network architecture of our IoU approximation model. 
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Fig 11. Complete neural network architecture after combining our trained IoU approximate 
model to generate adversarial examples in this experiment. 

 

3.4 Results 

3.4.1 IoU approximation model result 
Training IoU approximation model is a regression task, so the mean square error was used as the                 

loss function. The success of this method is measured using the mean absolute error and mean                

square error. After training for 20 iterations, the mean absolute error is 0.06 and the mean square                 

error is 0.008 as shown in figure 12(a) and 12(b) respectively. We can clearly see that the error is                   

decreasing with more iterations 

 

      (a)            (b) 
Fig 12. IoU approximation model results: (a)  Plot of mean absolute error with the number of 

iterations (b) Plot of mean square error with the number of iterations. 
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3.4.2 Adversarial examples for semantic segmentation 
After using approximate IoU function as loss function and changing input image while keeping              

weights constant during backpropagation result as shown in Fig 13 for epsilon=5/255 and in Fig               

14 for epsilon=10/255. For comparison standard result from I-FGSM attack is also shown. IoU              

of prediction and initial segmentation is calculated and shown.  

 

 

  
    

 
 

 (a)                                                                                     (b) 

                             IOU = 0.9012    
 

  
    

 
 
 

 (c)                                                                                     (d) 

                               IOU = 0.9019 
 
  
 
 
 
 

    

 
 

 

 

 (e)                                                                                     (f) 
 

Fig 13. Results of Adversarial examples for semantic segmentation for ϵ = 5/255: (a) original               
image (b) segmentation of original image (c) adversarial image generated using cross-entropy            
loss (d) segmentation of the corresponding image (e) adversarial image generated using            
approx. IoU loss (f) segmentation of the corresponding image. 
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 (a)                                                                                     (b) 
   
                 IOU = 0.89169 
 
 
 
  

 

 
 
 
 

 (c)                                                                                     (d) 

 
               IOU = 0.911515 
 
 
  

 

       

 

 
 (e)                                                                                     (f) 

 
Fig 14. Results of Adversarial examples for semantic segmentation for ϵ = 10/255. (a)              
original image (b) segmentation of the original image (c) adversarial image generated using             
cross-entropy loss (d) segmentation of the corresponding image (e) adversarial image           
generated using approx. IoU loss (f) segmentation of the corresponding image. 
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3.4.3 Adversarial examples for object detection 

  

  
(a)  

 

     
 (b)                                                                                     (c) 

 

     
 (d)                                                                                     (e) 

 
Fig 15. Object detection result: (a) original image (b) adversarial image generated using             
cross-entropy for ε = 5/255 (c) adversarial image generated using IoU for ε = 5/255 (d)                
adversarial image generated using cross-entropy for ε = 10/255 (e) adversarial image generated             
using IoU for ε = 10/255 
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Chapter 4 

Conclusions and Future Work 

In this report, we have tried to provide a systematic, categorical and comprehensive overview of               

the recent works and researches related to adversarial attacks. We have established one really              

good, and intuitive method of using approximate IoU loss function to generate adversarial             

examples. We started with basic IoU approximation using a simple neural network and solved              

the problem of non-differentiability. The proposed attack has successfully produced the           

adversarial examples to trick the well known semantic segmentation network (Deeplab v3) and             

made them predict the incorrect segment. We have cross verified our attack image on one object                

detection technique and it worked excellent there too. This trained approximate model can also              

be used with any attack technique to produce adversarial examples. The current findings suggest              

that a custom approximate IoU loss function could outperform basic adversarial attacks for             

semantic segmentation, given that approximate neural network is trained very well.  

 

In the future, we will improve the results by improving the approximate IoU loss function by                

increasing training data or changing the hyperparameter of the neural network. Alternatively,            

implementing an ensemble method by combining both the loss functions will further improve             

results. We will work on the optimization of our work and also try to develop support for                 

different deep learning semantic segmentation neural network models. Moreover, the current           

attack technique can also be used for targeted attacks. 
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