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ABSTRACT
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Most of the work in the present thesis is concerned with the class of functions analytic

and univalent in the unit disk with the standard normalization. The theory of univalent

functions builds a relation between analytic structure and geometric behaviour of complex

function theory.

In Chapter 1 we give a short literature survey of univalent function theory and state

some main results of this thesis. This chapter also provides basic definitions, properties

and some results which are useful in later chapters.

Chapter 2 deals with the area problem which extends the Yamashita’s extremal

problem for the class of normalized analytic univalent functions defined in the unit disk.

We determine the area of the image of the subdisk of radius r, 0 < r ≤ 1, under a function

z/f when f varies over the class of normalized analytic univalent functions in the unit

disk with quasiconformal extension to the entire complex plane. Further, we construct

a new function which is an extremal function for the above area problem and also an

extension of the Koebe function z/(1− z)2.

In addition to the above, the area problems are also studied in Chapter 3. In this

chapter, we estimate areas of images of the subdisks of radius r, 0 < r ≤ 1, under non-

vanishing analytic functions of the form (z/f)µ, µ > 0, in principal powers, when f ranges

over certain classes of analytic and univalent functions in the unit disk. We found that

most of the estimations are sharp in nature by constructing some extremal functions.



Chapter 4 focuses on coefficient problems for univalent functions. We consider the

family of all analytic and univalent functions in the unit disk of the form f(z) = z +

a2z
2 + a3z

3 + · · · . We determine the difference of the moduli of successive coefficients,

that is
∣∣|an+1| − |an|

∣∣, for f belonging to the family of γ-spirallike functions of order α.

Our particular results include the case of starlike and convex functions of order α and

other related class of functions.

Chapter 5 is devoted to the family of all meromorphic functions g having a simple

pole at the origin and locally univalent in the puncture disk D0 := {z ∈ C : 0 < |z| < 1}.

We obtain a sufficient condition for g to be meromorphically convex of order α, 0 ≤ α < 1,

in terms of the fact that the absolute value of the well-known Schwarzian derivative of g

is bounded above by a smallest positive root of a non-linear equation. We also consider

a family of functions f of the form f(z) = z + a2z
2 + a3z

3 + · · · analytic and locally

univalent in the unit disk, and show that f is belonging to a family of functions convex in

one direction if Schwarzian derivative of f is bounded above by a small positive constant

depending on the second coefficient a2. In particular, we show that such functions f are

also contained in the starlike and close-to-convex family.

Finally, in Chapter 6 we consider a family of analytic functions f defined on the

unit disk so that the values of zf ′/f lie on a parabolic region in the right-half plane. A

subfamily of this family is constructed by considering a sufficient condition for functions

to be in the original family in terms of the Taylor coefficients of z/f . The main objective

of this chapter is to find a best approximation of non-vanishing analytic functions of the

form z/f by functions z/g with members g from the above said subfamily. A technique

for solving a semi-infinite quadratic programming problem has been used to calculate the

best approximation.
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CHAPTER 1

INTRODUCTION

Geometric Function Theory is a classical area of complex analysis to study geometric

properties of analytic functions. In some sense, it is about study of relationships between

the geometries of various domains in the complex plane. Theory of univalent functions is

one of the most interesting topics of Geometric Function Theory which was originated by

Koebe [39] in 1907. From the introduction of the Bieberbach conjecture in 1916, until its

proof given by de Branges in 1985, a lot of methods and concepts have been developed in

the field of univalent function theory.

One of the classical problems in univalent function theory is to consider the class of

functions f for which the area of the image of the disks of radius r centered at origin under

f is bounded. We consider such type of area problems for certain analytic functions f ,

for which the problem was not studied before.

The univalency of an analytic function is an important problem in geometric func-

tion theory, and there are many necessary and sufficient conditions for univalency in the

literature. Bieberbach’s conjecture is one of the most popular necessary conditions for

the class of univalent functions. On the other hand, the problem of estimating bounds

for successive coefficients is also another interesting necessary condition which was stud-

ied with an idea to solve the Bieberbach conjecture. We investigate similar problem for

certain subclasses of univalent functions, as the problem is still open for the whole class

of univalent analytic functions. Such investigations sometimes may lead to a new tech-

nique to deal the main open problem or related problems. The study of necessary and

sufficient conditions for functions to be univalent in terms of Schwarzian derivative are

also attracted by a number of mathematicians. Similarly, we also find some sufficient

conditions for f when Schwarzian derivative is bounded by a small constant.

If a function is not univalent, then, in practical problems, it is of interest to find a best

approximation of it by a univalent function. We intend to compute best approximations

of non-vanishing analytic functions of the form z/f in a parabolic region.



In this chapter, we discuss preliminary results and definitions along with a brief de-

scription of the work explained in the later chapters. These include meromorphic func-

tions, univalent functions, basic properties of several subclasses of univalent functions,

several well known interesting problems on univalent functions, and some main results of

the thesis. This chapter also defines the objective of the thesis.

The following section deals with basic literature on analytic univalent functions in the

unit disk and importance of considering subclasses of univalent functions.

1.1. Analytic univalent functions

A domain is an open connected set in the complex plan C. An analytic function F

is said to be univalent (or one-one) in a domain D ⊂ C if it never takes the same value

twice: F (z1) 6= F (z2) for all z1 6= z2 in D. An analytic function F is said to be locally

univalent at a point z0 if it is univalent in some neighborhood of z0. As an application

of Rouche’s Theorem (see [96, p. 198]), it is well-known that if F is analytic on D, then

F ′(z0) 6= 0 if and only if F is locally univalent at z0. An analytic univalent function F

defined in the unit disk D := {z : |z| < 1} has the Taylor series expansion of the form

(1.1) F (z) = A0 + A1z + A2z
2 + · · · .

Since univalent functions don’t possess zero derivatives, F ′(0) = A1 6= 0. So we can divide

by A1 and rewrite (1.1) as

(1.2) f(z) :=
F (z)− A0

A1

= z + a2z
2 + a3z

3 + · · · ,

where an = An/A1. We observe that if F is univalent then so is f and vice versa.

Thus studying functions of the form (1.2) is sufficient to study general functions of the

form (1.1). To normalize an analytic function we use the most usual set of conditions

f(0) = 0, f ′(0) = 1, however, other normalizations may also be possible.

The well known Riemann Mapping Theorem was formulated by Riemann in his

Ph.D. thesis in 1851 with an incomplete proof. The first complete proof was given by

Carathéodory in 1912. The Riemann Mapping Theorem states that for every simply con-

nected domain (i.e. a domain whose complement is connected in the extended complex

plane) D  C, there is an analytic univalent function f : D → D such that f is onto.
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Therefore, statements about univalent functions in arbitrary simply connected domains

D can be translated into statements about univalent functions in D. For this reason,

mathematicians working in this field prefer to study univalent functions in detail in the

unit disk. Hence, the unit disk is usually considered as a standard domain for the theory

of univalent functions.

Let us denote the family of all analytic functions f defined in D of the form (1.2) by

A. The family of all univalent functions f ∈ A is denoted by S. That is,

S = {f : D→ C | f is analytic univalent, f(0) = 0, and f ′(0) = 1}.

The Koebe function is an important example for the class S and is defined for z ∈ D by

k(z) :=
z

(1− z)2
=
∞∑
n=1

nzn.

It maps D onto the entire plane excluding the part of the negative real axis (−∞,−1/4].

The Koebe function and its rotations are solutions to many extremal problems for the

class S.

The study of the family S became popular when the Bieberbach conjecture [15] was

first posed in 1916 which states that the Taylor coefficients an of functions f ∈ S which

are of the form (1.2) satisfy the inequality |an| ≤ n and furthermore, equality could only

occur if f is some rotation of the Koebe function, i.e. if f(z) = kθ(z) = e−iθk(eiθz).

For n = 2, the proof of |a2| ≤ 2 was given in 1916 by Biebarbach himself. In 1923

Löwner [48] proved |a3| ≤ 3 using parametric representation of slit mappings, and in

the intervening years it was also proved for n = 4, 5, and 6. In 1925, Littlewood [46]

proved that |an| < e · n for n ≥ 2, and this result was refined by Bazilevic [12] in 1951

to be |an| < (e · n)/2 + 1.51, n ≥ 2. Biebarbach’s conjecture has been attracted by

many mathematicians and has inspired to develop important new methods in geometric

function theory. One way to encounter this conjecture is to analyze it for some special

univalent functions which generate certain subclasses of S. The Bieberbach conjecture

was remained as a challenge to all mathematicians until it was solved by de Branges [16]

in 1985. Since then, the conjecture is known as the de Branges Theorem. In the sequel,

there are several intresting results proved in the literature to attempt the Bieberbach

conjecture. We refer to the standard books [21,24,26,73] for more details about this.

3



Closely related to the class S is the class Σ. By Σ, we denote the class of functions

of the form

(1.3) g(z) = z + b0 +
b1

z
+ · · · = z + b0 +

∞∑
n=1

bnz
−n

that are analytic and univalent in the domain Ω := {z : |z| > 1}, except for simple pole at

infinity with residue 1. The class Σ′ denotes the collection of functions g in Σ such that

g(z) 6= 0 in Ω. It is easy to verify that each f ∈ S is associated with a function g ∈ Σ′

through the relation g(z) = {f(1/z)}−1, which gives

g(z) = z − a2 + (a22 − a3)
1

z
+ · · · for z ∈ Ω .

So, there exists a one-to-one correspondence between S and Σ′ (see [21, p 28]). Using a

simple geometric argument, Gronwall [28] in 1914 proved the classical area theorem which

says that the coefficients of g ∈ Σ satisfy the sharp inequality

(1.4)
∞∑
n=1

n|bn|2 ≤ 1.

The first three coefficients of g ∈ Σ satisfy the inequalities |b1| ≤ 1, |b2| ≤ 2/3 and

|b3| ≤ 1/2 + e−6. For the class Σ, the problem of finding the bounds of bn for n ≥ 4 are

still open.

In the following section, we recall certain well-known classes of functions that will

help in relating the classes of functions on which our problems are studied.

1.2. Some special subclasses of univalent functions

In this section, we consider some special subclasses of univalent functions defined by

simple geometric properties. These classes can more often be characterized by simple

mathematical inequalities. A domain D ⊂ C is said to be starlike with respect to a point

z0 ∈ D if the line segment joining z0 to every other point z ∈ D lies entirely in D. A

function f ∈ A is called starlike if f(D) is a starlike domain with respect to origin. The

class of univalent starlike functions is denoted by S∗. This class obeys a very nice analytic

characterization that f ∈ S∗ if and only if

Re

(zf ′(z)

f(z)

)
> 0 for z ∈ D.

4



In 1920, Nevanlinna [58] first proved the Bieberbach conjecture for starlike functions.

A domain D ⊂ C is said to be convex if the line segment joining any two arbitrary

points of D lies entirely in D; that is, if it is starlike with respect to each points of D.

A function f ∈ A is said to be convex in D if f(D) is a convex domain. The class of all

univalent convex functions is denoted by C. Analytically, a function f ∈ C if and only if

Re

(
1 +

zf ′′(z)

f ′(z)

)
> 0 for z ∈ D.

Every convex function is evidently starlike. Thus C ( S∗ ( S. From the above strict

inclusion relations, it is evident that there are functions in S which neither belong to

S∗ nor belong to C. However, there is another close analytic connection between convex

and starlike functions. Alexander [6] in 1915 first observed that f ∈ C if and only if

zf ′ ∈ S∗. This is named as the Alexander Theorem. Note that if l(z) = z/(1 − z) then

zl′(z) = k(z) and l ∈ C whereas k ∈ S∗ \ C. The function l(z) maps D onto the half-plane

Re{w} > −1/2. The function l plays the role of extremal function for many problems

in the class C. For f ∈ C of the form (1.2) we have the sharp inequality |an| ≤ 1 for all

n ∈ N which was proved by Löwner [47] in 1917.

Natural generalizations of S∗ and C are respectively the so-called the class of starlike

functions of order α and convex functions of order α. These classes were generated by

Robertson [84] in 1936. A function f ∈ A is said to be starlike of order α, denoted by

S∗(α) for 0 ≤ α < 1, if

Re
(zf ′(z)

f(z)

)
> α for z ∈ D.

In particular, we have S∗(0) = S∗. The class S∗(α) is meaningful even if α < 0, although

the univalency may be destroyed in this situation.

A function f ∈ A is called convex of order α, denoted by C(α), if, for some 0 ≤ α < 1,

zf ′(z) belongs to S∗(α); i.e.

(1.5) Re

(
1 +

zf ′′(z)

f ′(z)

)
> α for z ∈ D.

Clearly, if α = 0, C(0) = C. Recall that the class S∗(1/2) contains the class C given by

Marx [51] and Strhohäcker [95] (see also [54, p. 57]).

There is a beautiful and simple sufficient condition for univalency due to Nashiro [59]

(1934 − 35) and Warschawski [98] (1935), and then onward the result is known as the

Nashiro-Warschawski Theorem. This says, if a function h is analytic in a convex domain

5



D and Re(eiθh′(z)) > 0, then h is univalent in D, see also [21]. Let f be a function in A.

We say that f is close-to-convex on D if there exists a real number θ ∈ (−π/2, π/2) and

a convex function g on D such that

(1.6) Re

(
eiθ
f ′(z)

g′(z)

)
> 0 for z ∈ D.

In fact it is an equivalent statement of Nashiro-Warschawski Theorem. Note that the

condition Re(f ′/g′) > 0 is equivalent to Re(h′) > 0, if we take h(w) = f(g−1(w)) where

w lies in a convex domain D. Using Alexander’s Theorem, we can replace (1.6) by the

requirement that

Re

(
eiθ
zf ′(z)

p(z)

)
> 0 for z ∈ D,

here p is a starlike function in the unit disk. We denote the class of close-to-convex

functions by K. Obviously C ⊂ S∗ ⊂ K ⊂ S. Let f ∈ A be locally univalent. Then,

according to Kaplan’s Theorem [36], it follows that f is close-to-convex if and only if for

each r (0 < r < 1) and for each pair of real numbers θ1 and θ2 with θ1 < θ2,∫ θ2

θ1

Re

(
1 +

zf ′′(z)

f ′(z)

)
dθ > −π, z = reiθ.

The notion of starlike domains and starlike functions can be extended by us-

ing logarithmic spirals instead of line segments. A logarithmic γ-spiral (or γ-spiral),

γ ∈ (−π/2, π/2), is a curve in the complex plane given by

w(t) = w0e
−teiγ for t ∈ R,

where w0 ∈ C \ {0}. A domain D containing the origin is said to be γ-spirallike with

|γ| < π/2 if for all point w0 6= 0 in D, the arc of the γ-spiral joining w0 to the origin

lies entirely in D. Such a domain is simply connected. A function f ∈ S is said to

be γ-spirallike if f(D) is a γ-spirallike domain. We use Sγ to denote the subclass of

S consisting of γ-spirallike functions and they do not necessarily belong to the starlike

family S∗. Obviously S0 = S∗. Analytically, a γ-spirallike function f is characterized by

the relation

Re

(
e−iγ

zf ′(z)

f(z)

)
> 0 for z ∈ D.

The class Sγ was first introduced by Špaček [94] (see also [21]). It is easy to see that the

function k(z) = z(1− z)−2e
iγ cos γ belongs to the class Sγ.
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There is one natural generalization of γ-spirallike functions which leads to a useful

criterion for univalency. The family Sγ(α) of γ-spirallike functions of order α is defined

by

(1.7) Sγ(α) :=

{
f ∈ A : Re

(
e−iγ

zf ′(z)

f(z)

)
> α cos γ, z ∈ D

}
,

where 0 ≤ α < 1 and γ ∈ (−π/2, π/2). Each function in Sγ(α) is univalent in D

(see [45]). Clearly, Sγ(α) ⊂ Sγ(0) ⊂ S whenever 0 ≤ α < 1. Moreover, S0(α) =: S∗(α).

More literature on spirallike functions can be found in [4, 45].

For two analytic functions f and g in D, we say that f is subordinate to g if f(z) =

g(w(z)), |z| < 1, for some analytic function w in D with w(0) = 0 and |w(z)| < 1. We

express this symbolically by f ≺ g. Note that if g is univalent then the condition f ≺ g is

equivalent to the conditions f(0) = g(0) and {f(z) : |z| < r < 1} ⊂ {g(z) : |z| < r < 1}.

We consider the following generalization of γ-spirallike functions. For normalized

analytic functions f in D, we consider the class

S∗(A,B) =

{
f ∈ A :

zf ′(z)

f(z)
≺

1 + Az

1 +Bz
, z ∈ D

}
for −1 ≤ B ≤ 0, A ∈ C and A 6= B. Geometrically, when f ∈ S∗(A,B), we mean

that the values of zf ′/f lie on the disk of radius (|B − A|r)/(1 − B2r2) with center

(1 − ABr2)/(1 − B2r2) for |z| = r < 1. The class S∗(A,B) was initially considered by

Janowski [33] for the restriction −1 ≤ B < A ≤ 1 and further extensively studied in the

literature (see for instance [78,82]). Note that for 0 ≤ α < 1 we have

S∗(1− 2α,−1) = S∗(α) and S∗((1− α)e2iγ − α,−1) = Sγ(α),

where γ ∈ (−π/2, π/2).

We also consider the family Sp(α), −1 ≤ α ≤ 1, studied in [88], associated with

parabolic regions:

(1.8) Sp(α) =

{
f ∈ S :

∣∣∣∣zf ′(z)

f(z)
− 1

∣∣∣∣ ≤ Re
zf ′(z)

f(z)
− α, z ∈ D

}
.

In the notation Sp, the set S comes from schlicht and the symbol p, not a parameter, comes

from parabolic. Geometrically, f ∈ Sp(α) if and only if the function zf ′(z)/f(z), z ∈ D,
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satisfy the parabolic inequality

(Im(zf ′(z)/f(z)))2 ≤ (1− α)[2Re(zf ′(z)/f(z))− (1 + α)].

Clearly, if −1 ≤ α ≤ 1 then Sp(α) ⊂ S∗. This is the reason, we can call a function

f ∈ Sp(α) as a parabolic starlike function of order α. Note that if α < −1, then the family

Sp(α) must contain non-univalent functions, see [88]. Setting Sp := Sp(0), the family of

parabolic starlike functions. It is appropriate to state that the family Sp is connected to

another family of functions, namely, the family of uniformly convex functions. Indeed,

due to [49, Theorem 2] and [89, Theorem 1], the family Sp consists of functions f = zF ′,

where F is uniformly convex, i.e. for every circular arc γ ∈ D centered at ζ the image

arc F (γ) is convex. One can refer to [25, Theorem 1] for an analytic characterization of

uniformly convex functions in D and more properties on this and its related families can

be found from the survey [8]. The class Sp has also been studied in [62, 81].

Conformal mappings play extremely important role in complex analysis, as well as in

many areas of physics and engineering. The class of conformal mappings turned out to

be too restrictive for some problems. For instance, Liouvilles theorem says that the only

conformal mappings in Rn, n ≥ 3, are the Mobius transformations. Hence, the theory

of conformal mappings in plane does not directly generalize to the higher dimensions.

Thus, a natural generalization of conformal mapping is introduced, namely, quasiconfor-

mal mapping. We provide the definition of quasiconformal mappings and some classes of

functions associated with this in the next section.

1.3. Quasiconformal mapping

In response to the classical Grötzsch problem raised in 1928, Ahlfors introduced the

notion so-called “quasiconformal mappings” in 1935. Quasiconformal mappings are noth-

ing but natural generalizations of conformal mappings. There are several equivalent def-

initions of quasiconformal mappings in the literature; see for instance [3, 41]. We adopt

the following definition of Ahlfors. Let K ≥ 1. A C1 homeomorphism f from one region

to another is called K-quasiconformal if Df ≤ K where

(1.9) Df =
|fz|+ |fz|
|fz| − |fz|

and
K − 1

K + 1
= k < 1 ,
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fz = ∂f/∂z and fz = ∂f/∂z. Df is called the dilatation of f at the point z. Note that f

is conformal if and only if Df = 1. Therefore, 1-quasiconformal mappings are nothing but

conformal mappings. For basic properties of quasiconformal mappings, we refer to [41].

Let k be defined as in (1.9). We denote Σ(k) by the class of all functions g ∈ Σ that

admit K-quasiconformal extension to the unit disk D, and Σ0(k) is obtained from Σ(k)

by assuming g(0) = 0. Similarly, let us denote S(k) by the class of all functions f ∈ S

that admit K-quasiconformal extension to the plane. Clearly, f ∈ S(k) if and only if

1/f(1/ζ) ∈ Σ0(k).

Every function defined on D may not be analytic. It may have singularities inside D.

The functions for which poles are the only singularities are of independent interest. Such

functions are important for several reasons. We present such functions briefly in the next

section.

1.4. Meromorphic functions in D with a simple pole

Recall that a function h which is analytic in a region, except possibly at poles, is said

to be meromorphic in that region. Hence, analytic functions are by default meromorphic

without poles. In this thesis, we consider the family of all meromorphic functions h of

the form

h(z) =
1

z
+ b0 + b1z + b2z

2 + · · ·

defined in D. Clearly, h has a simple pole at the origin, and hence it is analytic in the

punctured disk D0 := D \ {0}. Let us denote this family of meromorphic functions by B.

The set of all univalent functions in B is usually denoted by Σ0.

Let us now recall the definition of the Schwarzian derivative. Let h be a meromorphic

function and h′(z) 6= 0 in D (in other words, we say, h is locally univalent in D), then the

Schwarzian derivative of h at z is defined as

Sh(z) =

h′′
h′

′ − 1

2

h′′
h′

2

.

It is appropriate here to recall from texts that Sh = 0 if and only if h is a Möbius

transformation (see for instance, [41, p 51]). A quick observation which can easily be
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verified that

(1.10) h ∈ B ⇐⇒ f = 1/h ∈ A.

A simple computation through (1.10) yields the useful relation

Sh(z) = Sf (z)

for all locally univalent meromorphic functions h ∈ B and f = 1/h ∈ A. Note that if

f ∈ A is univalent then (1.10) leads to the useful coefficient relation |a22−a3| = |Sh(0)|/6;

see [21, p. 263].

The remaining section concerns about the definition of a subclasses of the class B,

namely, the meromorphically starlike and convex functions of order α having simple pole

at z = 0. If h ∈ B satisfies h(z) 6= 0 in D0 and

−Re
(zh′(z)

h(z)

)
> α for z ∈ D, 0 ≤ α < 1,

then h is said to be meromorphically starlike of order α. A function h ∈ B is said to

be meromorphically starlike (of order 0) if and only if complement of h(D0) is starlike

with respect to the origin (see [24, p. 265, Vol. 2]). Note that meromorphically starlike

functions are univalent and hence they lie in the class Σ0. Similarly, if h ∈ B satisfies

h(z) 6= 0 in D0 and

(1.11) −Re
(

1 +
zh′′(z)

h′(z)

)
> α for z ∈ D, 0 ≤ α < 1,

then h is said to be meromorphically convex of order α. If α = 0, the inequality (1.11)

is equivalent to the definition of meromorphically convex functions. That is, h maps D

onto the complement of a convex region [22,60]. In this case, we say h is meromorphically

convex. Note that meromorphically convex functions are also univalent and hence they lie

in the class Σ0. For more geometric properties of these classes, we refer to the standard

books [24,54].

1.5. Outline of the thesis

This thesis consists of seven chapters and each of the remaining chapters presents

solution to a number of problems. In the thesis we consider the following problems:

• Area problem
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• Successive coefficient problem

• Sufficient conditions invloving Schwarzian derivative

• Approximation problem

1.5.1. Area problem

For an analytic function f in D, we denote by ∆(r, f), the area of the image of Dr
under f counting multiplicities. If

f(z) =
∞∑
n=0

anz
n and f ′(z) =

∞∑
n=0

nanz
n−1,

then as an application of the classical Parseval-Gutzmer formula, the Dirichlet integral of

f has the area formula [24, Vol 1, pp. 25-26]

(1.12) ∆(r, f) =

∫ ∫
Dr
|f ′(z)|2dxdy = π

∞∑
n=1

n|an|2r2n.

Estimating the area ∆(r, f) is called the area problem for functions of type f . We call

f the Dirichlet-finite if ∆(1, f) < ∞. In such situation, we call the quantity ∆(1, f) as

Dirichlet-finite area of f(D). The area ∆(r, f) may not be bounded for all f ∈ S as can

be seen from the fact that

∆(r, k) = πr2(r4 + 4r2 + 1)(1− r2)−4 →∞

as r → 1, where k(z) is the classical Koebe function. However, surprisingly, as an appli-

cation of the classical Area Theorem and Bieberbach’s Theorem, Yamashita [99] proved

in 1990 that ∆(r, z/f) is bounded for all f ∈ S. Indeed, he proved that

Theorem A. [99, Theorem 1] We have

max
f∈S

∆

(
r,

z

f(z)

)
= 2πr2(r2 + 2),

for 0 < r ≤ 1. The maximum is attained only for a suitable rotation of the Koebe function.

We also call the problem of type Theorem 1 as Yamashita’s extremal problem for the

class S or area problem for functions of type z/f when f ∈ S. Further, in the same

paper, he stated a conjecture that ∆(r, z/f) ≤ πr2 for all functions f ∈ C. In 2013,

this conjecture was settled in [65]. Indeed, [65] solves the area problem for a wider class,

namely, the class S∗(α) of starlike functions f of order α, 0 ≤ α < 1. Subsequently,
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in 2014, Ponnusamy and Wirths [82] solved Yamashita’s extremal problem for the class

Sγ(α) of γ-spirallike functions of order α. Further, in [78], Yamashita’s extremal problem

for the classes S∗(A, 0) and S∗(A,B) are proved in the following forms:

Theorem B. Let f ∈ S∗(A, 0), 0 < |A| ≤ 1. Then we have

∆

(
r,

z

f(z)

)
≤ π|A|2r20F1(2; |A|2r2).

The inequality becomes equality only for the rotations of kA,0(z) = zeAz.

Theorem C. Let f ∈ S∗(A,B) for −1 ≤ B < 0 and A 6= B. Then we have

∆

(
r,

z

f(z)

)
≤ π|A−B|2r22F1

(A
B
,
A

B
; 2;B2r2

)
,

where the equality holds only for the rotations of kA,B(z) = z(1 +Bz)A/B−1, B 6= 0.

Related work in this direction can also be found in [66, 78, 90]. Our objective is to

extend the extremal problem of Yamashita from the class S to itself with quasiconformal

extension to the whole complex plane and to extend Theorem B and Theorem C for

analytic functions of type (z/f)µ. Being motivated by the above discussion, we establish

Chapter 2 and 3.

Chapter 2 deals with the area problem for functions of type z/f for f in the class S

with quasiconformal extension to the whole complex plane and the motivation to study

such problems comes from a conjecture of Yamashita [99] which is settled in [65]. We are

interested to discuss the following extremal problem of determining the upper bound of

∆(r, z/f) where f ∈ S(k).

Theorem 1.1. For 0 < r ≤ 1, we have

max
f∈S(k)

∆

(
r,

z

f(z)

)
= 2πr2k2(2 + r2).

The maximum is attained only for a suitable rotation of the function
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(1.13) f(z) =


z

1− 2kz + kz2
, for |z| < 1,

zz

z − 2kzz + kz
, for |z| ≥ 1.

Remark 1.2. Observe that Theorem 1.1 is a natural extension of Theorem A. In fact,

for k = 1, Theorem 1.1 is equivalent to Theorem A.

Chapter 3 is again about the area problem. We estimate the areas of images of Dr
under non-vanishing analytic functions of the form (z/f)µ, µ > 0, in principal powers,

when f ranges over certain classes of analytic and univalent functions in D. One of our

results is for the class S∗(A,B) and is of the following form:

Theorem 1.3. Let f ∈ S∗(A,B) for −1 ≤ B < 0 and A 6= B. Then we have

∆

(
r,

( z

f(z)

)µ)
≤ π|A−B|2µ2r22F1

((A
B
− 1

)
µ+ 1,

(A
B
− 1

)
µ+ 1; 2;B2r2

)
.

The inequality becomes equality only for the rotation of kA,B(z) = z(1+Bz)A/B−1, B 6= 0.

1.5.2. Successive Coefficient Problem

In general, the coefficient problem is to determine the size of an in the complex plane.

Recall that one of the popular necessary conditions for a functions f of the form (1.2)

to be in S is the sharp inequality |an| ≤ n for n ≥ 2, which was first conjectured by

Bieberbach in 1916 and proved by de Branges in 1985. On the other hand, the problem

of estimating sharp bound for successive coefficients, namely,
∣∣|an+1| − |an|

∣∣, is also an

interesting necessary condition for a function to be in S. This problem was first studied

by Goluzin [23] with an idea to solve the Bieberbach conjecture. Several results are known

in this direction. For example, Hamilton [29] proved that limn→∞
∣∣|an+1|−|an|

∣∣ ≤ 1. Prior

to this paper, Hayman [30] proved in 1963 that

(1.14)
∣∣|an+1| − |an|

∣∣ ≤ A, n = 1, 2, 3, . . . ,

where A ≥ 1 is an absolute constant, for functions f in S of the form (1.2). Milin [52,53]

found a simpler approach, which led to the bound A ≤ 9 and Ilina [32] improved this to

A ≤ 4.26. It is still an open problem to find the minimal value of A which works for all
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f ∈ S, however, the best known bound as of now is 3.61 which is due to Grinspan [27] (see

also [53]). The fact that A in (1.14) cannot be replaced by 1 may be seen from the work

of [91]. On the other hand, sharp bound is known only for n = 2 (see [21, Theorem 3.11]),

namely

−1 ≤ |a3| − |a2| ≤ 1.029 . . . .

Since Schaeffer and Spencer [91] showed that for each n ≥ 2 there corresponds an odd

function h(z) = z+a3z
3 + · · · in S with all of its coefficients real such that |a2n+1(h)| > 1,

it is also clear that the constant A in (1.14) must be greater than 1 for odd functions in the

class S. Note that for the Koebe function k(z) = z/(1− z)2 and its rotation e−iθk(eiθz),

we have
∣∣|an+1| − |an|

∣∣ = 1 for n ≥ 1.

Concerning the class S∗, Leung [42] (see also [44]) in 1978 has proved that A = 1 for

starlike functions that was first conjectured by Pommerenke in [73]. More precisely, we

have

Theorem D. [42] For every f ∈ S∗ given by (1.2), we have∣∣|an+1| − |an|
∣∣ ≤ 1, n = 1, 2, 3, . . . .

Equality occurs for fixed n only for the function

z

(1− γz)(1− ζz)

for some γ and ζ with |γ| = |ζ| = 1.

We remark that, as an application of the triangular inequality, Theorem D leads to

|an| ≤ n for n ≥ 2 which is the well known coefficient inequality for starlike functions.

This is one of reasons for studying the successive coefficients problem in the univalent

function theory. From the above discussion, we understand the importance of finding

the minimal value of A for functions to be in S. Later, the problem of finding the

minimal value of A was considered for certain other subfamilies of univalent functions

such as convex, close-to-convex, and spirallike functions. Among other things, Hamilton

in [29] has shown some bound for successive coefficients for spirallike functions and for

the class of starlike functions of non-positive order. For convex functions, recently Li and

Sugawa [44] obtained the sharp upper bound which is |an+1| − |an| ≤ 1/(n+ 1) for n ≥ 2,

and for n = 2, 3 sharp lower bounds are 1/2 and 1/3, respectively. For n ≥ 4, it is still
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an open problem to find the best lower bound for convex functions. These information

clearly shows the level of difficulty in determining the bound on the successive coefficients

problem and encourage us to study such problem on other subclasses of S. This leads to

the results presented in Chapter 4.

In Chapter 4 we find successive coefficient bounds for functions f ∈ Sγ(α) which

shows that Theorem D continues to hold for γ-spirallike functions. More generally, as a

generalization and the extension of Leung’s result (Theorem D), we prove the following

result whose proof will be presented in Section 3.3.

Theorem 1.4. For every f ∈ Sγ(α) of the form (1.2),∣∣|an+1| − |an|
∣∣ ≤ exp(−Mα cos γ)

for some constant M > 0 depending on f and n, and for n ≥ 2.

Note that for α = 0, the above theorem extends the result of Leung [42] from starlike

to γ-spirallike functions and hence Theorem 1.4 contains the result of Hamilton [29]. For a

ready reference, we recall it here. However we get his result as a consequence of a general

result with an alternate proof.

Corollary 1.5. Let f ∈ Sγ(0) for some |γ| < π/2, and be of the form (1.2). Then∣∣|an+1| − |an|
∣∣ ≤ 1 for n ≥ 2.

1.5.3. Sufficient condition involving Schwarzian derivative

Recall that the de Branges theorem gives a necessary condition for a function f to be

in S in terms of its Taylor’s coefficient. On the other hand, several important sufficient

conditions for functions to be in S were also introduced by several researchers to generate

its subclasses having interesting geometric properties. In fact, various new families have

been introduced, for example, the family of convex functions, starlike functions, close-

to-convex functions, etc. Later, counterpart of this development for the family Σ0 of

meromorphic univalent functions were also studied extensively. We refer to the standard

books by Duren [21], Goodman [24], Lehto [41], and Pommerenke [74] for the literature

on the topic. Therefore, the study of sufficient conditions for functions to be in S, in

particular, in its subfamilies are important in this context. We mainly deal with such

properties in terms of the well-known Schwarzian derivative of locally univalent functions.
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The study of necessary and sufficient conditions for functions to be univalent, in

particular to be starlike, convex, close-to-convex, in terms of Schwarzian derivatives is

attracted to number of mathematicians. A surprising fact is that most of such necessary

conditions are proved using standard theorems in complex variables, whereas sufficient

conditions are proved through initial value problems of differential equations; see for

instance [21,41]. The conditions of the form

(1.15) |Sh(z)| ≤
C0

(1− |z|2)2
,

for a positive constant C0, have been most popular to many mathematicians. For instance,

Nehari in 1949 first proved that if h is an analytic and locally univalent function in D

satisfying (1.15) with C0 = 2 then h is univalent in D. This condition becomes necessary

when the constant C0 = 6; see [55]. Hille [31] showed that the constant 2 in the sufficient

condition of Nehari is the best possible constant. Related problems are also investigated

in [56,57,72]. Thus, applications of the Schwarzian derivative can be seen in second order

linear differential equations, univalent functions, and also in Teichmüller spaces [21, 74].

Another form of sufficient condition for univalency in terms of Schwarzian derivative,

attracted by many researchers in this field, is

(1.16) |Sh(z)| ≤ 2C1,

for some positive constant C1. Note that if Sh(z) is uniformly bounded in C, then the

Schwarzian derivative is still well defined. Hence the assumption that h is locally univalent

at a point z (or h′(z) 6= 0), in (1.16) is not chosen; see also Tichmarsh [96, p. 198]. If

h ∈ A satisfies (1.16) with C1 = π2/4, then it is proved by Nehari [55] that h is univalent

in D. Gabriel [22] studied a sufficient condition for a function h ∈ A to be starlike in

the form (1.16) for some optimal constant C1. Sufficient condition in the form (1.16) for

convexity of order α is investigated by Chiang in [17]. However, the best possible constant

is not yet known in this case. Kim and Sugawa in [38] obtained a sufficient condition in

the form (1.16) for starlikeness of order α by fixing the second coefficient of the function.

Gabriel modified Nehari’s technique to show univalency and convexity property of

functions h ∈ B and proved the following:
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Theorem E. [22, Theorem 1] If h ∈ B satisfies

(1.17) |Sh(z)| ≤ 2c0 for |z| < 1,

where c0 is the smallest positive root of the equation

2
√
x− tan

√
x = 0,

then h is univalent in the punctured disk and maps the interior of each circle |z| = r < 1

onto the exterior of a convex region. The constant c0 is the largest possible constant

satisfying (1.17).

An analog to this result for meromorphically convex functions of order α is one of our

main results which is stated in Theorem 1.6.

Chapter 5 deals with functions whose Schwarzian derivatives are bounded above by

some constant, that is, functions satisfying (1.16). We obtain some sufficient condition

for starlike, close-to-convex and meromorphically convex functions and one of the main

results is stated in the following form:

Theorem 1.6. Let 0 ≤ α < 1. If h ∈ B satisfies

(1.18) |Sh(z)| ≤ 2cα for |z| < 1,

where cα is the smallest positive root of the equation

(1.19) 2
√
x− (1 + α) tan

√
x = 0

depending on α, then

a. h is meromorphically convex of order α; and

b. the quantity cα is the largest possible constant satisfying (1.18).

In particular, if α = 0, Theorem 1.6 reduces to Theorem E.

1.5.4. Approximation Problem

Intuitively, in one hand, researchers started finding the largest disk Dr ⊂ D (or the

largest r < 1) for which a function f ∈ S also belongs to S∗. Such a number r is known as

the radius of starlikeness in S. Similarly, the radius of convexity was also studied in the

literature (see [21] for the best radii of starlikeness and convexity). In the later periods,

radii problems for several other families of analytic univalent functions were studied by
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several authors (see for instance, [20,62,76,79,85]). On the other hand, if a function f ∈ S

does not belong to S∗ then it is of interest to find a best approximation of f by a function

g ∈ S∗. This problem was first considered in 2012 by Pascu and Pascu [69] connecting

through a measure of the non-univalency of an analytic function. In the same paper, they

derived a method for constructing the best starlike univalent approximations of analytic

functions, suitable for both practical problems and numerical implementation. However,

the problem of constructing the best starlike univalent approximations of analytic func-

tions was handled by considering the sufficient condition
∑∞

n=2 n|an| ≤ 1 for a function

f ∈ A to be in S∗. In general, sufficient conditions for functions to be in a particular

family are helpful to generate functions in that family. In a similar way, in [37,70], Pascu

and his co-authors have respectively studied locally univalent approximations and convex

approximations of analytic functions.

To generate functions in a particular family, the best way is to look for suitable suffi-

cient conditions for functions to be in that family. In this context, we recall the following

sufficient conditions for functions in the family Sp(α). For the sake of simplification we

use the notation

(1.20) A(n, α) =
2n+ 1− α

1− α
, n ≥ 1.

Lemma 1.7. [76] Let z/f be a non-vanishing analytic function in D of the form

(1.21)
z

f(z)
= 1 +

∞∑
n=1

bnz
n, bn ∈ C.

Then the condition
∞∑
n=1

A(n, α)|bn| ≤ 1

is sufficient for f to be in the family Sp(α), where the quantity A(n, α) is defined by (1.20).

Using Lemma 1.7, we now define the following subfamily of Sp(α):

(1.22) Fα =

{
f ∈ S :

z

f(z)
= 1 +

∞∑
n=1

bnz
n and

∞∑
n=1

A(n, α)|bn| ≤ 1, −1 ≤ α ≤ 1

}
.

In order to find the best approximation of an analytic function of type (1.21) by a

function z/g, g ∈ Fα, here we consider a distance between two functions f, g ∈ S using
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the idea of the L2-norm as follows:

d(f, g) :=

(∫
D

∣∣∣∣ z

f(z)
−

z

g(z)

∣∣∣∣2dx dy)1/2

, z = x+ iy.

Note that since z/f and z/g are non-vanishing analytic functions in D, the integral is

well-defined and hence the space (S, d) becomes a metric space. Further, if f ∈ S then

we define a distance from f to Fα in the following form:

(1.23) dα(f,Fα) := inf
g∈Fα

d(f, g).

This measures how far is the function f from being in the family Fα (see Theorem 6.3 for

the details). Note that, if f ∈ Fα then dα(f,Fα) = 0.

Chapter 6 focuses on determining the best approximation of an analytic function in

the family Fα. For this, we introduce and solve a semi-infinite quadratic programming

(Theorem 6.2). With the help of Theorem 6.2, we investigate the following approximation

problem.

Theorem 1.8. Let f ∈ S be a function of the form (1.21) and assume that

lim
n→∞

bn

n2
= 0.

The following two properties hold:

(i) If
∑∞

n=1A(n, α)|bn| ≤ 1 then dα(f,Fα) = 0 and the minimum for the quantity

dα(f,Fα) is attained by the function g = f ∈ Fα.

(ii) If
∑∞

n=1A(n, α)|bn| > 1 then

dα(f,Fα) =

(
π
∑
n∈Ic

|bn|2

n+ 1
+ π

(∑
n∈I A(n, α)|bn| − 1

)2∑
n∈I A

2(n, α)(n+ 1)

)1/2

,

where I = {i1, i2, . . . , iN} and (in)n=1,2,...,|P| is a permutation of the indices in

P = {n ≥ 1 : bn > 0} such that

βin :=
2|bin|(1− α)

(in + 1)(2in + 1− α)
, n = 1, 2, . . . , |P|
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is a non-increasing sequence. The minimum for the quantity dα(f,Fα) is attained

for the function g ∈ Fα, where z/g(z) = 1 +
∑∞

n=1 cnz
n with

cn =


(
|bn| −

A(n, α)(n+ 1)
(∑

m∈I A(m,α)|bm| − 1
)

∑
m∈I A

2(m,α)(m+ 1)

)
ei arg bn , n ∈ I;

0, n ∈ Ic.

Finally, Chapter 7 deals with concluding remarks and provides some direction for

future study.

20



CHAPTER 2

AREA PROBLEM FOR UNIVALENT FUNCTIONS WITH

QUASICONFORMAL EXTENSION

In this chapter1, we extend the problem of Yamashita to the functions belonging to

the family S having quasiconformal extension to the entire complex plane. We observe

that the modified Koebe function studied in [40] does not play an extremal role in our

investigation. However, we construct a new function which also extends the Koebe func-

tion z/(1− z)2 to the K-quasiconformal setting and show that it plays the extremal role

in our problem. Section 2.2 is devoted to the comparison of the areas obtained in Section

2.1 for our extremal function with the modified Koebe function.

2.1. Preliminaries and proof of the main result

We remark that if f ∈ S then z/f is non-vanishing and hence, f ∈ S may be expressed

as

f(z) =
z

Ff (z)
, where Ff (z) = 1 +

∑∞
n=1 cnz

n, z ∈ D.

Yamashita in [99] considered the area problem for functions of type Ff for f ∈ S, and

proved that the area of Ff (Dr) is bounded (see Theorem A).

Area theorem is so important in the theory of univalent functions which says that

the function g ∈ Σ satisfies the sharp inequality (1.4). Lehto [40] generalized the area

theorem by assuming the additional hypothesis that g admits a quasiconformal extension

to the closed unit disk, where the resultant inequality is sharp. For updated research

work related to the area theorem, readers can refer to [14,18]. To consider the Yamashita

problem for functions in S having quasiconformal extension to the entire complex plane,

the following theorem of Lehto [40] is useful.

1This chapter forms by the paper S. Agrawal, V. Arora, M. R. Mohapatra, and S. K. Sahoo in Bull.

Iranian Math. Soc., 45 (2019), no. 4, 1061-1069.



Theorem F. Let g ∈ Σ(k) be of the form (1.3). Then

(2.1)
∞∑
n=1

n|bn|2 ≤ k2.

The equality holds for the function

g(z) =
1

z
+ a0 + a1z, z ∈ D,

with |a1| = k. Moreover, its k-quasiconformal extension is given by setting

g(z) =
1

z
+ a0 +

a1

z
, z ∈ Ω.

We also need an immediate consequence of Theorem F, proved by Lehto in the same

paper, which gives the sharp bound for second coefficient of functions in S having qua-

siconformal extension to the plane. The consequence is stated as follows, which provides

the sharp bound of the second coefficient of f ∈ S(k). Note that the definition of S(k) is

provided in Section 1.3 of Chapter 1.

Theorem G. [40, Corollary 3] For a function f ∈ S(k) of the form (1.2) with f(∞) =∞,

we have |a2| ≤ 2k.

Using Theorem F and Theorem G, we now prove our main result.

2.1.1. Proof of Theorem 1.1

Let f ∈ S(k) be of the form (1.2). Then

1

f(1
z
)

= z − a2 + (a22 − a3)
1

z
+ . . . = z + b1 +

b2
z

+ . . . (say).

Substituting 1/z by z and multiplying z, we obtain

Ff (z) =
z

f(z)
= 1− a2z + (a22 − a3)z2 + . . . = 1 + b1z + b2z

2 + . . .
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It is clear that b1 = −a2. Now, we compute

1

π
∆(r, Ff ) =

∞∑
n=1

n|bn|2r2n

= |b1|2r2 +
∞∑
n=2

n|bn|2r2n

= | − a2|2r2 + 2r4
∞∑
n=1

n+ 1

2
|bn+1|2r2n−2.

Using the estimate for a2 from Theorem G, we obtain

1

π
∆(r, Ff ) ≤ 4r2k2 + 2r4

∞∑
n=1

n|bn+1|2.

Then by Theorem F, we have

1

π
∆(r, Ff ) ≤ 4r2k2 + 2r4k2 = 2r2k2(r2 + 2).

Now, it remains to consider the sharpness part. For |z| < 1, consider the function

f(z) = z/(1 − 2kz + kz2). So, fz = 0. That is, f is conformal in D. Since Ff (z) =

1− 2kz + kz2, by (1.12) we obtain

1

π
∆(r, Ff ) =

∞∑
n=1

n|bn|2r2n = 4r2k2 + 2r4k2 = 2r2k2(r2 + 2).

For |z| ≥ 1, let

f(z) =
zz

z − 2kzz + kz
.

An easy calculation shows that

fz =
z(z − 2kzz + kz)− zz(1− 2kz)

(z − 2kzz + kz)2
=

kz2

(z − 2kzz + kz)2

and

fz =
z(z − 2kzz + kz)− zz(−2kz + k)

(z − 2kzz + kz)2
=

z2

(z − 2kzz + kz)2
.

Thus, |fz/fz| = k.

Both the functions defined in (1.13) agree on the boundary ∂D of D. The proof is

complete. �

Remark 2.1. It is easy to check that for f ∈ S(k), ∆(1, Ff ) ≤ 6πk2 and hence Ff is

Dirichlet finite.
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2.2. Comparison of areas

Recall the modified Koebe function from [40] which is defined by

(2.2) g(z) =



z

(1 + keiφz)2
, for |z| < 1,

zz

(
√
z + keiφ

√
z)2

, for |z| ≥ 1.

A simple computation yields

∆(r, Fg) = 2r2k2(k2r2 + 2)π,

which geometrically describes the area of Fg(D). Note that

2r2k2(k2r2 + 2)π = ∆(r, Fg) < ∆(r, Ff ) = 2r2k2(r2 + 2).

To see the graphical and numerical comparisons of the Dirichlet finites ∆(1, Fg)

and ∆(1, Ff ), we end this section with the following observations (Table 2.1; Figs.

2.1, 2.2, 2.3, 2.4). First we show the graphs of Ff and Fg, where f and g are defined

by (1.13) and (2.2) respectively, for different values of k. Observe that as k → 1 the

graphs of Fg are approaching to those of Ff .

0.8 1.0 1.2 1.4 1.6

-0.4

-0.2

0.0

0.2

0.4

0.8 1.0 1.2 1.4

-0.4

-0.2

0.0

0.2

0.4

Figure 2.1. Graphs of Ff and Fg for k = 0.2

Second, for these choices of k, Table 2.1 compares the area ∆(1, Fg), of the image of

D under Fg, and the area ∆(1, Ff ), of the image of D under Ff .
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Figure 2.2. Graphs of Ff and Fg for k = 0.5
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Figure 2.3. Graphs of Ff and Fg for k = 0.7
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Figure 2.4. Graphs of Ff and Fg for k = 0.9
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k ∆(1, Fg) ∆(1, Ff )

0.2 0.1632π 0.24π

0.5 1.125π 1.5π

0.7 2.4402π 2.94π

0.9 4.5522π 4.86π

1 6π 6π

Table 2.1. Comparison of areas of Ff (D) and Fg(D).
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CHAPTER 3

AREA ESTIMATES OF IMAGES OF DISKS

As we discussed in Chapter 1, Yamashita’s extremal problem (or equivalently area

problem) for functions of type z/f has been studied for several well-known subclasses

of the class S. However, area problems for functions of type (z/f)µ, µ > 0, have not

been considered before although such type of functions are studied in different contexts

in the literature; see for instance [76] and references therein. Considering area problems

for functions of type (z/f)µ, where f is in some subclasses of analytic univalent functions,

is our main objective of this Chapter1.

If f ∈ S then z/f is a non-vanishing analytic function in D. Let µ > 0. Now, we can

write the function (z/f)µ of the form

(3.1)

( z

f(z)

)µ
= 1 +

∞∑
n=1

bnz
n, z ∈ D,

where (z/f)µ represents principal powers. Non-vanishing analytic functions of type (3.1)

were first considered by Goodman in [24, p. 193, Vol. 2] and later by others; see for

instance [76].

3.1. Preliminaries and main results

To state our main results, we need some preparation. Let 2F1(a, b; c; z) denote the

Gaussian hypergeometric function defined by

2F1(a, b; c; z) = 1 +
∞∑
n=1

(a)n(b)n

(c)n

zn

n!
, z ∈ D,

where (a)n denotes the Pochhammer symbol (a)n := a(a + 1) · · · (a + n − 1) for n ∈ N

and a, b, c are complex numbers such that c 6= 0,−1,−2, . . .. According to the well-known

1The results of this chapter will appear in: V. Arora and S.K. Sahoo, Area estimates of images of

disks under analytic functions, submitted



Gauss formula, if Re (c− a− b) > 0 then

(3.2) 2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

<∞.

Similarly, the function 0F1(c; z) is defined as

0F1(c; z) =
∞∑
n=0

1

(c)n

zn

n!
, z ∈ D,

where c is a complex number other than 0,−1,−2, . . ..

For a better clarity in our presentation, we divide this section into several subsections

consisting of different families of functions from A and state main results associated with

those classes of functions.

3.1.1. The class S

Let us start discussing certain basic observations. Considering first the Koebe function

k, we write the series expansion of (z/k)µ to obtain(
z

k(z)

)µ
= (1− z)2µ =

∞∑
n=0

(−2µ)n

n!
zn.

In this situation, the area formula (1.12) for the function of type (z/k)µ simplifies to

∆

(
r,

(
z

k(z)

)µ)
= π

∞∑
n=1

n

((−2µ)n

n!

)2

r2n = πr2
∞∑
n=1

n

((−2µ)n

n!

)2

r2n−2

= πr2
∞∑
n=1

((−2µ)n)2

n!(n− 1)!
r2n−2 = πr2

∞∑
n=0

((−2µ)n+1)
2

n!(n+ 1)!
r2n

= πr2(−2µ)2
∞∑
n=0

((−2µ+ 1)n)2

(1)n(2)n
r2n

= πr2(−2µ)22F1(−2µ+ 1,−2µ+ 1; 2; r2).

Clearly, the case µ = 1 leads to the equality part of Theorem A. This observation motivates

us to investigate the following problem:

Problem 3.1. If f ∈ S with µ > 0, then

∆

(
r,

(
z

f(z)

)µ)
≤ 4πr2µ2

2F1(−2µ+ 1,−2µ+ 1; 2; r2).

Equality holds only for the rotations of the Koebe function k(z) = z/(1− z)2.
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Figure 3.1 and Table 3.1 respectively describe the image domains (z/k)µ(D) for a

couple of particular choices of µ and their respective areas computed numerically.
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Figure 3.1. Images of the unit disk under (z/k)1/6 and (z/k)2/5

Area of (z/k)1/6(D)

(
π

9

)
2F1(2/3, 2/3; 2; 1) ≈ 0.593

Area of (z/k)2/5(D)

(
16π

25

)
2F1(1/5, 1/5; 2; 1) ≈ 2.071

Table 3.1. Dirichlet-finite areas of (z/k)1/6(D) and (z/k)2/5(D)

In this chapter, we deal Problem 3.1 only for the case µ = 1/2 (see Theorem 3.2

stated below whose proof is given in Section 3.3). For the remaining positive values of µ

(i.e. for 0 < µ 6= 1/2), at this moment, we do not have any solutions. Investigation for a

complete solution to this problem may lead to new techniques in this development.

Theorem 3.2. If f ∈ S has the form√√√√ z

f(z)
= 1 +

∞∑
n=1

bnz
n, z ∈ D,

then we have

∆

r,
√√√√ z

f(z)

 ≤ πr2.

The equality holds only for the rotations of the Koebe function.

However, in the following sections, we intend to provide solutions to Problem 3.1 for

certain subclasses of analytic functions other than the class S and see how the areas are

estimated in those classes of functions. We start with the following class.
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3.1.2. The class S∗(A,B)

Recall the definition of S∗(A,B) as

S∗(A,B) =

{
f ∈ A :

zf ′(z)

f(z)
≺

1 + Az

1 +Bz
, z ∈ D

}
,

where −1 ≤ B ≤ 0, A ∈ C and A 6= B. An extremal function belonging to the class

S∗(A,B) is obtained in the following way: let f ∈ S∗(A,B) and we set g(z) = (z/f(z))µ.

Then g is analytic in D, g(0) = 1, g(z) 6= 0 in D and a simplification of the logarithm

derivative obtains

zf ′(z)

f(z)
= 1−

zg′(z)

µg(z)
.

Since f ∈ S∗(A,B), by the definition we write

1−
zg′(z)

µg(z)
≺

1 + Az

1 +Bz
, z ∈ D,

or, equivalently,

zg′(z)

g(z)
≺
µ(B − A)z

1 +Bz
=: p(z) , z ∈ D.

Note that p(0) = 0 and p(z) is clearly convex in D being p(D) a half-plane. Then

( z

f(z)

)µ
= g(z) ≺ exp

(∫ z

0

p(t)

t
dt

)
=

( z

kA,B(z)

)µ
,

which follows from [54, Corollary 3.1d.1, p. 76]. It is a simple exercise to compute that

kA,B(z) =


z(1 +Bz)(A/B−1), for B 6= 0,

zeAz, for B = 0,

and see that kA,B(z) ∈ S∗(A,B). Note that, in most of the situations, the function kA,B

acts as a role of an extremal function for the class S∗(A,B). This can also be seen from

several well-known results on this class of functions available in the literature (see for

instance, [33,77]) and our main results stated below.

Our main objective is to extend Theorem B and Theorem C for analytic functions

of type (z/f)µ defined by (3.1). We also present their consequences resulting to area

problems for functions of type (z/f)µ when f ranges over the classical classes of analytic

functions other than the class S. In this setting, first we state an extension of Theorem B.
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Theorem 3.3. Let f ∈ S∗(A, 0), 0 < µ|A| ≤ 1. Then we have

∆

(
r,

( z

f(z)

)µ)
≤ π|A|2µ2r20F1(2; |A|2µ2r2).

The inequality becomes equality only for the rotation of kA,0(z) = zeAz.

Indeed, we see that µ = 1 brings Theorem 3.3 back to Theorem B. The following

Figure 3.2 and Table 3.2 respectively describe areas of image domains (z/kA,0)
µ(D) for

some A, µ, and their areas computed numerically with the help of Theorem 3.3.
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Figure 3.2. Images of the unit disk under (z/k5/6,0)
2/3 and (z/k(2−3i)/5,0)

2/5

Area of (z/k5/6,0)
2/3(D)

(
25π

81

)
0F1(2; 25/81) ≈ 1.127

Area of (z/k(2−3i)/5,0)
2/5(D)

(
52π

625

)
2F1(2; 52/625) ≈ 0.272

Table 3.2. Dirichlet-finite areas of (z/k5/6,0)
2/3(D) and (z/k(2−3i)/5,0)

2/5(D)

Similarly, the generalization of Theorem C for S∗(A,B) presented in Chapter 1 by

Theorem 1.3. In Figure 3.3 given below, we describe the image domains (z/kA,B)µ(D) for

some choices of A,B and µ, whereas, their areas numerically are given in Table 3.3.
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Figure 3.3. Images of the unit disk under (z/k5/6,−4/5)
1/3 and (z/k(2−3i)/5,−3/5)

3/5

Area of (z/k5/6,−4/5)
1/3(D)

(2401π

8100

)
2F1(23/72, 23/72; 2; 16/25) ≈ 0.970

Area of (z/k(2−3i)/5,−3/5)
3/5(D)

(306π

625

)
2F1(3i/5,−3i/5; 2; 9/25) ≈ 1.647

Table 3.3. Dirichlet-finite areas of (z/k5/6,−4/5)
1/3(D) and (z/k(2−3i)/5,−3/5)

3/5(D)

3.1.3. The class S∗(α)

As noted in Chapter 1, for a given 0 ≤ α < 1, a function f ∈ A is called starlike

of order α, denoted by f ∈ S∗(α), if Re(zf ′(z)/f(z)) > α for z ∈ D. Since S∗(α) =

S∗(1 − 2α,−1), the substitutions A = 1 − 2α and B = −1 bring Theorem 1.3 into the

form

Corollary 3.4. Let f ∈ S∗(α), 0 ≤ α < 1. Then we have

∆

(
r,

( z

f(z)

)µ)
≤ 4πr2µ2(1− α)22F1(2µ(α− 1) + 1, 2µ(α− 1) + 1; 2; r2).

The inequality becomes equality only for the rotation of kα(z) = z/(1− z)2(1−α).

It is now appropriate to remark that when µ = 1, Corollary 3.4 coincides with [65,

Theorem 3]. For some specific choices of α and µ, we here present a figure and a table

respectively describing the image domains (z/kα)µ(D) and their areas.
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Figure 3.4. Images of the unit disk under (z/k1/2)
1/4 and (z/k1/4)

1/3

Area of (z/k1/2)
1/4(D) (π/16)2F1(3/4, 3/4; 2; 1) ≈ 0.424

Area of (z/k1/4)
1/3(D) (π/4)2F1(1/2, 1/2; 2; 1) = 1

Table 3.4. Dirichlet-finite areas of (z/k1/2)
1/4(D) and (z/k1/4)

1/3(D)

3.1.4. The class C

As stated in Chapter 1, f ∈ C are characterized by the condition Re (1 +

zf ′′(z)/f ′(z)) > 0 for z ∈ D. Recall from the literature that the class S∗(1/2) con-

tains the class C of normalized convex univalent functions (see for instance [54, p. 57]).

Thus, if we choose α = 1/2 in Corollary 3.4, as a consequence of it one obtains

Corollary 3.5. Let f ∈ C be of the form (3.1). Then we have

∆

(
r,

( z

f(z)

)µ)
≤ πr2µ2

2F1(1− µ, 1− µ; 2; r2).

The equality holds only for the rotations of the function l(z) = z/(1− z).

Corollary 3.5, for µ = 1, was initially a conjecture raised by Yamashita in 1990

(see [99, p. 439]) and it was settled after twenty three years by Obradović et al. (see [65,

Theorem 2]). However, none of the techniques so far developed are applicable to solve

the area problem for functions of type z/f when f ranges over the class C(α) of convex

functions of order α, 0 ≤ α < 1, that is, f satisfies Re (1 + zf ′′(z)/f ′(z)) > α, z ∈ D.

Figure 3.5 and Table 3.5 describe maximal areas of the domains (z/f)2Dr, r = 1, 0.5,

when f ranges over the class C.
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Figure 3.5. Images of D and D0.5 under (z/l)2

Area of (z/l)2(D) 4π2F1(−1,−1; 2; 1) ≈ 18.850

Area of (z/l)2(D0.5) π2F1(−1,−1; 2; 0.25) ≈ 3.534

Table 3.5. Areas of (z/l(z))2(Dr), r = 1, 0.5

3.1.5. The class Sγ(α)

Recall from Chapter 1 that for α ∈ [0, 1) and γ ∈ (−π/2, π/2), the class Sγ(α)

of γ-spirallike functions of order α is defined by (1.7). Also as noted in Section 1.5.1,

Yamashita’s area problem for functions of type z/f when f ranges over the class Sγ(α)

was proved in [82]. Indeed, by choosing A = (1−α)e2iγ −α and B = −1 in Theorem 1.3,

we have a more general result as follows.

Corollary 3.6. Let f ∈ Sγ(α) for 0 ≤ α < 1 and γ ∈ (−π/2, π/2). Then we have

∆

(
r,

( z

f(z)

)µ)
≤ π|δ|2r22F1(1− δ, 1− δ; 2; r2),

with δ = µ(1− α)(1 + e2iγ) = 2µ(1− α)eiγ cos γ. The inequality becomes equality only for

the rotations of kγ(α)(z) = z/(1− z)2(1−α)e
iγ cos γ.

If one chooses µ = 1, then Corollary 3.6 reduces to [82, Theorem 3].

3.1.6. Dirichlet Finite

We end this section by verifying the cases for which the function (z/f)µ is Dirichlet

finite when f ∈ S∗(A,B). First, recall from Theorem 1.3 that if f ∈ S∗(A,B) for
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−1 ≤ B < 0 and A 6= B, then we have

∆

(
r,

( z

f(z)

)µ)
≤ Eµ,A,B(r),

where Eµ,A,B(r) can be rewritten as

Eµ,A,B(r) = π|A−B|2µ2r2
(

1 +
∞∑
n=1

|((A/B − 1)µ+ 1)n|2

(1)n(2)n
B2nr2n

)
.

We notice that the coefficients of the series are all non-negative with some are in positive

powers. Thus, the function Eµ,A,B(r) is an increasing function of real variable r, 0 < r ≤ 1.

This observation shows that

Eµ,A,B(r) ≤ Eµ,A,B(1) = π|A−B|2µ2
2F1((A/B − 1)µ+ 1, (A/B − 1)µ+ 1; 2;B2).

Now, for B = −1, with the help of (3.2), the last expression becomes

Eµ,A,−1(r) ≤ Eµ,A,−1(1) = π|A+ 1|2µ2
Γ(2µ(1 + ReA))

Γ(1 + (A+ 1)µ)Γ(1 + (A+ 1)µ)
<∞,

if 2µ(1 + ReA) > 0 i.e., if ReA > −1. This implies that if f ∈ S∗(A,−1) then the

function (z/f)µ is Dirichlet finite for ReA > −1. In particular, (z/f)µ is Dirichlet finite

for f ∈ S∗(α), 0 ≤ α < 1, as well as for f ∈ Sγ(α), 0 ≤ α < 1 and −π/2 < γ < π/2.

Similarly, from Theorem 3.3 we have the estimate

Eµ,A,0(r) ≤ Eµ,A,0(1) = π|A|2µ2

∞∑
n=0

1

(1)n(2)n
(|A|µ)2n = π|A|2µ2

0F1(2; |A|2µ2).

3.2. Preliminary Results

Recall the following result (see [24, Theorem 11, p. 193, Vol-2] and also [76]) which

is required for proving Theorem 3.2.

Lemma 3.7. Let µ > 0 and f ∈ S be in the form (3.1). Then we have

∞∑
n=1

(n− µ)|bn|2 ≤ µ.

A refinement of [78, Lemma 3.1] for functions f ∈ S∗(A,B) of the form (3.1) is the

following lemma. This is used to prove Theorem 3.3 and Theorem 1.3.
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Lemma 3.8. Let µ > 0 and f ∈ S∗(A,B), −1 ≤ B ≤ 0 and A 6= B, be of the form (3.1).

Then we have
∞∑
n=1

(n2 − |(B − A)µ−Bn|2)|bn|2 ≤ |B − A|2µ2.

Proof. Let f ∈ S∗(A,B) and setting

g(z) =

( z

f(z)

)µ
= 1 +

∞∑
n=1

bnz
n.

The logarithmic derivative of g(z) leads to

zg′(z)

g(z)
= µ

(
1−

zf ′(z)

f(z)

)
.

Rewrite the above equation and use the definition of S∗(A,B), we obtain

1−
1

µ

zg′(z)

g(z)
=
zf ′(z)

f(z)
≺

1 + Az

1 +Bz
.

Then by the definition of subordination, there exist a function w : D→ D analytic in the

unit disk such that

1

µ

zg′(z)

g(z)
=

(B − A)zw(z)

1 +Bzw(z)
,

and so

(3.3) g′(z) = [(B − A)µg(z)−Bzg′(z)]w(z).

Writing this in series form, we obtain

∞∑
k=1

kbkz
k−1 =

(
(B − A)µ

∞∑
k=0

bkz
k −Bz

∞∑
k=1

kbkz
k−1
)
w(z),

or equivalently,

n∑
k=1

kbkz
k−1 +

∞∑
k=n+1

kbkz
k−1 =

( ∞∑
k=0

(
(B − A)µbk −Bkbk

)
zk
)
w(z).

By Clunie’s method [19] (see also [65]), for any n ∈ N, we derive the inequality

n∑
k=1

k2|bk|2r2k−2 ≤
n−1∑
k=0

|(B − A)µ−Bk|2|bk|2r2k,

for 0 < r ≤ 1. A simplification leads to

n−1∑
k=1

|bk|2(k2 − |(B − A)µ−Bk|2r2)r2k−2 + n2|bn|2r2n−2 ≤ |B − A|2µ2.
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Multiplying by r2, we obtain

(3.4)
n−1∑
k=1

|bk|2(k2 − |(B − A)µ−Bk|2r2)r2k + n2|bn|2r2n ≤ |B − A|2µ2r2.

Allowing r = 1 and n→∞ in (3.4), we obtain our desired inequality.

If we choose A = 1 − 2α and B = −1, as an immediate consequence of Lemma 3.8,

we have a generalized version of [65, Lemma 1] for the functions f ∈ S∗(α) but of the

form (3.1).

Corollary 3.9. If a function f of the form (3.1) with µ > 0 is in S∗(α), 0 ≤ α < 1, we

then have the following inequality

∞∑
n=1

(n− (1− α)µ)|bn|2 ≤ (1− α)µ.

The following lemma plays a crucial role in the proof of Theorem 3.3.

Lemma 3.10. Let f ∈ S∗(A, 0), with 0 < µ|A| ≤ 1. If f is of the form (3.1) and

h(z) = e−Aµz = 1 +
∞∑
n=1

(−1)ncnz
n,

then for any n0 ∈ N we have the valid inequality

(3.5)

n0∑
k=1

k|bk|2r2k ≤
n0∑
k=1

k|ck|2r2k,

for 0 < r ≤ 1.

Proof. First we check that the function h(z) = e−Aµz satisfies the differential equation

h′(z) = −Aµh(z). By comparing with (3.3), we conclude that the equality in (3.4) holds

for bk = (−1)kck when n→∞. Rewrite the equation (3.4) in the form

(3.6)
n−1∑
k=1

|bk|2(k2 − |A0|2r2)r2k + n2|bn|2r2n ≤ |A0|2r2,

where A0 = Aµ. Following the ideas from [78, Lemma 3.2], we devided the remaining

proof into two steps.

Step 1: Cramer’s Rule. We consider the inequalities corresponding to (3.6) for

n = 1, . . . , n0 and multiply the n-th inequality by a factor λn,n0 . Here we are choosing

λn,n0 in such a way that the addition of the left sides of the modified inequalities results
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the left side of (3.5). To find the factors λn,n0 , we obtain the following system of linear

equations

(3.7) k = k2λk,n0 +

n0∑
n=k+1

λn,n0(k
2 − A0

2r2), k = 1, . . . , n0.

The solution of this system is uniquely determined since the matrix of this system is upper

triangular matrix with positive integers as diagonal elements. We can get the solution of

the system (3.7) in the form

λn,n0 =
((n− 1)!)2

(n0!)2
DetAn,n0

using Cramer’s rule, where An,n0 is the (n0 − n+ 1)× (n0 − n+ 1) matrix constructed as

follows:

An,n0 =


n n2 − A0

2r2 · · · n2 − A0
2r2

n+ 1 (n+ 1)2 · · · (n+ 1)2 − A0
2r2

...
...

...
...

n0 0 · · · n2
0

 .
Determinants of these matrices can be obtained by expanding according to Laplace’s

rule with respect to the last row, wherein the first coefficient is n0 and the last one is n2
0.

The rest entries are zeros. This expansion and a little mathematical induction results in

the following formula. If k ≤ n0 − 1, then

λk,n0 = λk,n0−1 −
1

n0

(
1−

A0
2r2

k2

) n0−1∏
m=k+1

(A0
2r2

m2

)
For fixed k ∈ N and n0 ≥ k, we see that the sequence {λk,n0} is strictly decreasing, i.e.

λk,n0 − λk,n0−1 < 0 with

λk = lim
n0→∞

λk,n0 =
1

k
−
(

1−
A0

2r2

k2

) ∞∑
n=k+1

1

n

n−1∏
m=k+1

(A0
2r2

m2

)
.

To prove that λk,n0 > 0 for all n0 ∈ N, 1 ≤ k ≤ n0, it is adequate to show that λk ≥ 0 for

k ∈ N. This will be done in step 2. But before that we want to remarks that the proof

of the said inequality is sufficient for the proof of the theorem, since, as we remarked, for

(3.6) equality holds for bk = (−1)kck.
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Step 2: Positivity of Multipliers. In this step we need to show λk ≥ 0 for k ∈ N,

or equivalently

∞∑
n=k+1

1

n

n−1∏
m=k+1

(A0
2r2

m2

)
≤

1

k

(
1−

A0
2r2

k2

) =
1

k

∞∑
n=0

(A0
2r2

k2

)n

which is indeed easy to prove. This completes the proof of Lemma 3.10.

Lemma 3.11. For −1 ≤ B < 0 and A 6= B let f ∈ S∗(A,B). If f is of the form (3.1)

and

h(z) = (1 +Bz)µ(1−A/B) = 1 +
∞∑
n=1

(−1)ncnz
n,

then for any n0 ∈ N we have the valid inequality

(3.8)

n0∑
k=1

k|bk|2r2k ≤
n0∑
k=1

k|ck|2r2k,

for 0 < r ≤ 1.

Proof. Rewrite the equation (3.4) in the form

(3.9)
n−1∑
k=1

(k2 − |k − φ|2B2r2)|bk|2r2k + n2|bn|2r2n ≤ B2|φ|2r2

where φ = (B−A)µ/B. As the function h(z) = (1 +Bz)µ(1−A/B) satisfies the differential

equation

g′(z) = (B − A)µg(z)−Bzg′(z), z ∈ D,

it is clear from a similar agument as in Lemma 3.10 that, in the inequality (3.9), equality

is attained for bk = (−1)kck.

Rest of the proof is divided into two steps.

Step 1: Cramer’s Rule. We consider the inequalities corresponding to (3.9) for

n = 1, . . . , n0 and multiply the nth coefficient by a factor λn,n0 . These factors are chosen

in such a way that the addition of the left sides of the modified inequalities results the left

side of (3.8). To obtain the factors λn,n0 we get the following system of linear equations

(3.10) k = k2λk,n0 +

n0∑
n=k+1

λn,n0(k
2 − |k − φ|2B2r2), k = 1, . . . , n0.
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Since the matrix of this system is an upper triangular matrix with positive integers

as diagonal elements, the solution of this system is uniquely determined. Cramer’s rule

allows us to write the solution of the system is (3.10) in the form

λn,n0 =
((n− 1)!)2

(n0!)2
DetAn,n0

where An,n0 is the (n0 − n+ 1)× (n0 − n+ 1) matrix constructed as follows:

An,n0 =


n n2 − |n− φ|2B2r2 · · · n2 − |n− φ|2B2r2

n+ 1 (n+ 1)2 · · · (n+ 1)2 − |n+ 1− φ|2B2r2

...
...

...
...

n0 0 · · · n2
0

 .

The evauation of the determinants of these matrices can be done by expanding according

to Laplace’s rule with respect to the last row, wherein the first coefficient is n0 and the

last one is n0
2. The rest of the entries are zeros. This expansion and a mathematical

induction results in the following formula. If k ≤ n0 − 1, then

λk,n0 = λk,n0−1 −
1

n0

(
1−

∣∣∣∣1− φ

k

∣∣∣∣2B2r2
) n0−1∏
m=k+1

∣∣∣∣1− φ

m

∣∣∣∣2B2r2.

Let us use the abbreviation Vk = Vk(A,B, µ) = 1−
∣∣1− φ/k∣∣2B2r2, we get

(3.11) λk,n0 = λk,n0−1 −
1

n0

Vk

n0−1∏
m=k+1

(1− Vm).

Case (i): Suppose that Vk is negative. From the relation (3.11), we see that for fixed

k ∈ N, k ≤ n0 − 1, the sequence {λk,n0} is strictly increasing, i.e.,

λk,n0 − λk,n0−1 > 0

so that

λk,n0 > λk,n0−1 > · · · > λk,k = 1/k > 0,

and thus λk ≥ 0 when n0 →∞ as required.
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Case (ii): Now, we consider that Vk is positive. For fixed k ∈ N, n0 ≥ k, the sequence

{λk,n0} is strictly decreasing, i.e. λk,n0 − λk,n0−1 < 0 with

(3.12) λk = lim
n0→∞

λk,n0 =
1

k
− Vk

∞∑
n=k+1

1

n

n−1∏
m=k+1

(1− Vm).

For all n0 ∈ N, 1 ≤ k ≤ n0, to prove that λk,n0 > 0, it is sufficient to prove λk ≥ 0 for

k ∈ N. This will be completed in Step 2. But before that we want to annotate that the

proof of the said inequality is sufficient for the proof of the theorem, since, as we noted

in the begining of the proof, equality is received for bk = (−1)kck.

Step 2: Positivity of the multipliers. Set as an abbreviation

Sk =
∞∑

n=k+1

1

n

n−1∏
m=k+1

(1− Vk), k ∈ N.

We now prove that

Sk ≤
1

kVk

We see from (3.12) that

λk =
1

k
− Sk + (1− Vk)Sk.

Again set for abbreviation

Tk =
1

k
+ (1− Vk)Sk.

It suffices to show that

(3.13) Tk ≤
1

kVk

To prove (3.13), we use the following inequality and the identity

(3.14)
1

nVn
>

1

(n+ 1)Vn+1

and
1

nVn
=

1

n
+

1− Vn
nVn

which are valid for each n ∈ N. Repeated application of (3.14) for n = k, k + 1, . . . , P

results the inequality

1

kVk
>

P∑
n=k

1

n

n−1∏
m=k

(1− Vm) +

∏P
m=k(1− Vk)
PVP

= Sk,P +Rk,P , for k ≤ P.
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Since Rk,P > 0, taking the limit as P →∞ we obtain

1

kVk
≥ lim

P→∞
Sk,P =

∞∑
n=k

1

n

n−1∏
m=k

(1− Vm),

and we complete the inequality (3.13). This completes the proof of Lemma 3.11.

3.3. Proof of the main results

We begin with the proof of Theorem 3.2

3.3.1. Proof of Theorem 3.2

We first estimate

∞∑
n=1

n|bn|2r2n ≤ r2
∞∑
n=1

n|bn|2

= r2

(
∞∑
n=1

(2n− 1)|bn|2 −
∞∑
n=2

(n− 1)|bn|2
)

≤ r2
∞∑
n=1

(2n− 1)|bn|2

≤ r2,

where the last inequality follows from Lemma 3.7 with µ = 1/2 and hence

∆

r,
√√√√ z

f(z)

 = π
∞∑
n=1

n|bn|2r2n ≤ πr2 = ∆

r,
√√√√ z

k(z)

 ,

completing the proof. �

3.3.2. Proof of Theorem 3.3

Consider the function kA,0(z) = zeAz. It is a simple exercise to compute that

( z

kA,0(z)

)µ
= e−Aµz =

∞∑
n=1

(−1)n
(Aµz)n

n!
.
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It directly follows from the area formula (1.12) that

π−1∆

(
r,

( z

kA,0(z)

)µ)
=
∞∑
n=1

n
|Aµ|2n

(n!)2
r2n

= |A|2µ2r2
∞∑
n=0

1

(1)n(2)n
(|A|µr)2n

= |A|2µ2r20F1(2; |A|2µ2r2),

for µ|A| ≤ 1. Note that from the last identity, it is enough to prove the inequality

∆(r, (z/f)µ) ≤ ∆(r, (z/kA,0)
µ) to conclude the proof. Therefore, we may deduce the

inequality from Lemma 3.10 by letting n0 →∞

∆

(
r,

( z

f(z)

)µ)
= π

∞∑
k=1

k|bk|2r2k ≤ π
∞∑
k=1

k|ck|2r2k = ∆

(
r,

( z

kA,0(z)

)µ)
,

since ck = (Aµ)k/k! in this case. This completes the proof of Theorem 3.3. �

3.3.3. Proof of Theorem 1.3

Consider the function kA,B(z) = z(1 +Bz)A/B−1. An easy computation shows that( z

kA,B(z)

)µ
= (1 +Bz)(1−A/B)µ = 1 +

∞∑
n=1

(−1)ncnz
n =

∞∑
n=1

(−1)n
(γ0)n

n!
Bnzn,

where γ0 = (A/B − 1)µ. Now applying the area formula (1.12) to obtain

π−1∆

(
r,

( z

kA,B(z)

)µ)
=
∞∑
n=1

n
|(γ0)n|2

(n!)2
B2nr2n =

∞∑
n=1

n
(γ0)n(γ0)n

(n!)2
B2nr2n

= |γ0|2B2r2
∞∑
n=0

(γ0 + 1)n(γ0 + 1)n

(1)n(2)n
B2nr2n

= |γ0|2B2r22F1(γ0 + 1, γ0 + 1; 2;B2r2)

= |A−B|2µ2r22F1((A/B − 1)µ+ 1, (A/B − 1)µ+ 1; 2;B2r2).

Note that it is enough to prove the inequality ∆(r, (z/f)µ) ≤ ∆(r, (z/kA,B)µ) to conclude

the proof. Allowing n0 →∞ in Lemma 3.11, we get

∆

(
r,

( z

f(z)

)µ)
= π

∞∑
k=1

k|bk|2r2k ≤ π

∞∑
k=1

k|ck|2r2k = ∆

(
r,

( z

kA,B(z)

)µ)
and the proof of Theorem 1.3 is complete. �
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Though Corollary 3.5 is a direct consequence of Corollary 3.4, we have a direct proof

of this corollary for the case µ = 2 only using the classical Bieberbach theorem for the

second coefficient. For an independent interest, we present it here.

3.3.4. Proof of Corollary 3.5 for µ = 2

It is well known that C ( S∗(1/2). Thus, Corollary 3.9 is also true for f ∈ C with

α = 1/2 and µ = 2. Hence, we obtain

(3.15)
∞∑
n=2

(n− 1)|bn|2 ≤ 1.

We already know that

π−1∆

(
r,

(
z

f(z)

)2)
=
∞∑
n=1

n|bn|2r2n =
∞∑
n=2

2(n− 1)|bn|2r2n +
∞∑
n=1

(2− n)|bn|2r2n.

Since r ≤ 1, this simplifies to

π−1∆

(
r,

(
z

f(z)

)2)
≤ 2r4

∞∑
n=1

(n− 1)|bn|2 −
∞∑
n=1

(n− 2)|bn|2r2n.

By equation (3.15), we have

π−1∆

(
r,

(
z

f(z)

)2)
≤ 2r4 + |b1|2r2 −

∞∑
n=3

(n− 2)|bn|2r2n ≤ 2r4 + |b1|2r2.

Note that for f(z) = z +
∑∞

n=2 anz
n ∈ C satisfying (z/f(z))2 = 1 +

∑∞
n=1 bnz

n, we have

|b1| = 2|a2| ≤ 2 and this implies that

∆

(
r,

(
z

f(z)

)2)
≤ π(2r4 + 4r2) = 4πr2(1 + r2/2) = 4πr22F1(−1,−1; 2; r2).

We now proceed to prove the equality part. It is well-known that l ∈ C and clearly

( z

l(z)

)2

= (1− z)2 = 1− 2z + z2.

This, using the area formula (1.12), gives

∆

(
r,

( z

l(z)

)2)
= π(4r2 + 2r4),

concluding the proof. �
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3.4. Concluding Remarks

In the similar line of Lemma 3.7, Lemma 3.8 and Corollary 3.9, we have certain

necessary conditions for functions to be in some other class of functions in the literature.

Those are recalled in the following two subsections in which we intend to investigate the

area problems for functions of type (z/f)µ, for µ > 0. However, we find that the techniques

used in the above section are not enough to find the sharp area estimates for these classes.

Finding sharp estimates may lead to development of new techniques in function theory.

Therefore, in the following subsections, we present some optimal area estimates using the

available necessary conditions talked above. The sharpness parts remain open.

3.4.1. The class Sp(α)

As noted in Chapter 1, for −1 ≤ α ≤ 1, the class Sp(α), a subclass of the class of

starlike functions of order α, is defined by (1.8). In general, it is not easy to find a function

belonging to the class Sp(α). However, to generate functions in a particular class, the best

way is to collect sufficient conditions for functions to be in that class. For the class Sp(α),

we know that if

(3.16)
∞∑
n=1

[2n+ µ(1− α)]|bn| ≤ µ(1− α)

holds for a non-vanishing analytic function fp of the form (3.1) then fp ∈ Sp(α) (see [76,

Theorem 2]). For constructing an example of a function in Sp(α), for simplicity, we assume

that µ = 1 in (3.16). One can easily verify that the coefficients bn, defined by

bn =


1− α
3− α

, for n = 1,

0, for n ≥ 2,

satisfy (3.16). This gives that

z

fp(z)
= 1 +

(
1− α
3− α

)
z ⇐⇒ fp(z) =

(3− α)z

(3− α) + (1− α)z

and fp ∈ Sp(α). Clearly, by (1.12), one computes that

∆

(
r,

z

fp(z)

)
= πr2

(
1− α
3− α

)2

.

Now, for estimation of area problem, recall the following necessary condition proved

in [76].
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Lemma 3.12. If a function f ∈ Sp(α) is of the form (3.1) with bn ≥ 0, we then have

∞∑
n=1

(2n− µ(1− α))bn ≤ µ(1− α).

Using this, we now prove the following area estimate for functions of type (z/f)µ,

µ > 0, when f ranges over the class Sp(α).

Theorem 3.13. Let f ∈ Sp(α) and have the form (3.1), where µ(1− α) ≤ 1, bn ≥ 0 for

n ≥ 1. Then

∆

(
r,

( z

f(z)

)µ)
≤ πr2µ(1− α).

Proof. Let f ∈ Sp(α). Then we have

(3.17) π−1∆

(
r,

( z

f(z)

)µ)
=
∞∑
n=1

n|bn|2r2n = r2
∞∑
n=1

nb2nr
2n−2 ≤ r2

∞∑
n=1

nb2n.

Now by Lemma 3.12, (2n − µ(1 − α))bn ≤ µ(1 − α) since (2n − µ(1 − α))bn is positive

which can be deduced from the hypothesis. Thus,

bn ≤
µ(1− α)

2n− µ(1− α)
.

Again, since n ≥ 1, using the hypothesis we obtain

µ(1− α)

2n− µ(1− α)
≤ 1

and hence 0 ≤ bn ≤ 1 which gives 0 ≤ nbn ≤ n and n ≤ 2n− µ(1− α). Therefore,

nb2n ≤ (2n− µ(1− α))bn

thus

∞∑
n=1

nb2n ≤
∞∑
n=1

(2n− µ(1− α)bn) ≤ µ(1− α).

Plugging this into the equation (3.17), we obtain the desired inequality.
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3.4.2. The class N

This section deals with the class N of functions f ∈ A which satisfy the condition

|Nf (z)| ≤ 1 for z ∈ D where

Nf (z) = −z3
( z

f(z)

)′′′
+ f ′(z)

( z

f(z)

)2

− 1.

This class was introduced in [63]. It is interesting to observe that the Koebe function

belongs to the class N although functions in N are not necessarily starlike but univalent

in D (see [63]). Indeed, in [63], the following necessary condition was proved.

Lemma 3.14. Let f ∈ N and have the form z/f(z) = 1 +
∑∞

n=1 bnz
n. Then we have

∞∑
n=2

(n− 1)6|bn|2 ≤ 1.

This gives us Yamashita’s extremal problem for the class N which is stated below.

Theorem 3.15. Let f ∈ N has the form z/f(z) = 1 +
∑∞

n=1 bnz
n. Then

∆

(
r,

z

f(z)

)
≤ πr2(4 + 2r2 + r4).

Proof. Suppose f ∈ N . Recall that, for z/f(z) = 1 +
∑∞

n=1 bnz
n we have

π−1∆

(
r,

z

f(z)

)
=
∞∑
n=1

n|bn|2r2n

= |b1|2r2 + 2|b2|2r4 + r6
∞∑
n=3

n|bn|2r2n−6.

Note that f ∈ S and hence |b1| = |a2| ≤ 2. Also, by Lemma 3.14

|b2|2 ≤
∞∑
n=2

(n− 1)6|bn|2 ≤ 1

and
∞∑
n=3

n|bn|2 ≤
∞∑
n=3

(n− 1)6|bn|2 ≤ 1− |b2|2 ≤ 1.

It now follows that

π−1∆

(
r,

z

f(z)

)
≤ 4r2 + 2r4 + r6,

concluding the proof.
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CHAPTER 4

ESTIMATES ON SUCCESSIVE COEFFICIENTS

In this chapter1 our objective is to obtain results related to successive coefficients

for starlike functions of order α, convex functions of order α, spirallike functions and

functions in the close-to-convex family. The chapter is organized as follows. Section 4.1

deals with definition of some classes of functions, statement of some main results and

some well known theorems. In Section 4.2, we state and prove a lemma which will be

used in the proof of our main results in Section 4.3.

4.1. Definitions and results

We consider a family of functions that includes the class of convex functions as a

proper subfamily. For −π/2 < γ < π/2, we say that f ∈ Cγ(α) provided f ∈ A is locally

univalent in D and zf ′(z) belongs to Sγ(α), i.e.

(4.1) Re

{
e−iγ

(
1 +

zf ′′(z)

f ′(z)

)}
> α cos γ, z ∈ D.

We may set Cγ(0) =: Cγ and observe that the class C0(α) =: C(α) consists of the normalized

convex functions of order α. For general values of γ (|γ| < π/2), a function in Cγ(0) need

not be univalent in D. For example, the function f(z) = i(1−z)i− i is known to belong to

Cπ/4\S. Robertson [87] showed that f ∈ Cγ is univalent if 0 < cos γ ≤ 0.2315 · · · . Finally,

Pfaltzgraff [71] has shown that f ∈ Cγ is univalent whenever 0 < cos γ ≤ 1/2. This settles

the improvement of range of γ for which f ∈ Cγ is univalent. On the other hand, in [93]

it was also shown that functions in Cγ which satisfy f ′′(0) = 0 are univalent for all real

values of γ with |γ| < π/2. For a general reference about these special classes we refer

to [24].

1This chapter is based on the paper: V. Arora, S. Ponnusamy, and S. K. Sahoo in Rev. R. Acad.

Cienc. Exactas Fs. Nat. Ser. A Mat., 113 (2019), no. 4, 2969-2979.



Theorem H. [44] For every f ∈ C := C(0) of the form (1.2), the following inequality

holds

|an+1| − |an| ≤
1

n+ 1

for n ≥ 2, and the extremal function is given by

Lφ(z) =
1

eiφ − e−iφ
log

(
1− e−iφz
1− eiφz

)
for φ = π/n, where a principal branch of logarithm is chosen.

A straightforward application of Theorem 1.4 yields the following generalization of

Theorem H for convex functions of order α and also for locally univalent functions that

are not necessarily univalent in the unit disk D.

Corollary 4.1. Suppose that f ∈ Cγ(α) for some α ∈ [0, 1) and −π/2 < γ < π/2. Then

we have

|an+1| − |an| ≤
exp(−Mα cos γ)

n+ 1

for some constant M > 0 depending on f and n. In particular, we have

(1) For f ∈ Cγ(0),

|an+1| − |an| ≤
1

n+ 1
.

(2) For f ∈ C(α) we have

|an+1| − |an| ≤
exp(−Mα)

n+ 1

for some constant M > 0 depending on f and n.

Proof. By the classical Alexander theorem, f(z) = z+
∑∞

n=2 anz
n belongs to Cγ(α) if and

only if zf ′(z) = z +
∑∞

n=2 bnz
n is Sγ(α) and clearly, bn = nan. Thus, by Theorem 1.4, we

have

(n+ 1)|an+1| − n|an| = |bn+1| − |bn| ≤ exp(−Mα cos γ).

This gives,

|an+1| − |an| ≤ |an+1| −
n

n+ 1
|an| ≤

exp(−Mα cos γ)

n+ 1
.

The proof of the corollary is complete.
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We would like to remark that Hamilton generalized Leung’s result to the case of

starlike functions of non-positive order and proved the following:

Theorem I. [29] For a function f ∈ S∗(α) for some α ≤ 0,

∣∣|an+1| − |an|
∣∣ ≤ Γ(1− 2α + n)

Γ(1− 2α)Γ(n+ 1)
.

Equality holds for the function f(z) = z(1− z)2(α−1).

If a locally univalent analytic function f defined in D satisfies

Re

(
1 +

zf ′′(z)

f ′(z)

)
> −1

2
for z ∈ D

then by the Kaplan characterization it follows easily that f is close-to-convex in D, and

hence f is univalent in D. This generates the following subclass of the class of close-to-

convex (univalent) functions:

C(−1/2) :=

{
f ∈ A : Re

(
1 +

zf ′′(z)

f ′(z)

)
> −1

2
for z ∈ D

}
.

This class of functions is also studied recently by the authors in [9], and others in different

contexts; for instance see [1, 43, 80] and references therein. Functions in C(−1/2) are not

necessarily starlike but is convex in some direction as the function

(4.2) f(z) =
z − (z2/2)

(1− z)2

shows. Note that

Re

(
1 +

zf ′′(z)

f ′(z)

)
= Re

1 + 2z

1− z

 > −1

2
for z ∈ D

and thus f ∈ C(−1/2), but not starlike in D.

Remark 4.2. In Theorem 4.3, we see that Theorem D and Corollary 1.5 continue to

hold for functions that are not necessarily starlike but is close-to-convex. At this place it

is worth pointing out that there are functions that are γ-spirallike but not close-to-convex.

It is also equally true that there exist close-to-convex functions but are not γ-spirallike.

Theorem 4.3 is supplementary for this reasoning.

Theorem 4.3. Let f ∈ C(−1/2). Then

|an+1| − |an| ≤ 1.
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The following result is an immediate consequence of Theorem 4.3 which solves the

Robertson conjecture problem for the class C(−1/2). It is worth pointing out that in 1966

Robertson [86] conjectured that the Bieberbach Conjecture could be strengthened to

∣∣n|an| −m|am|∣∣ ≤ |n2 −m2| for all m,n ≥ 2,

however, two years latter Jenkins [34] showed that this inequality fails in the class S.

Theorem 4.4. Let f ∈ C(−1/2). Then for n > m we have

∣∣n|an| −m|am|∣∣ ≤ (n2 −m2) + (n−m)

2
=

(n−m)(n+m+ 1)

2
.

Equality holds for f(z) = (z − (z2/2))/(1− z)2.

4.2. Preliminary result

The following lemma plays a crucial role in the proof of our main results.

Lemma 4.5. Let ϕ(z) = 1 +
∑∞

n=1 cnz
n be analytic in D such that Reϕ(z) > α in D for

some α < 1. Suppose that ψ(z) = eiγ
∑∞

n=1 λncnz
n is analytic in D, where λn ≥ 0 and

Reψ(z) ≤M for some M > 0. Then we have the inequality

cos γ
∞∑
n=1

λn|cn|2 ≤ 2M(1− α).

Proof. Let us first prove the result for α = 0. Consider the identity

4(Reϕ)(Reψ) = (ϕ+ ϕ)(ψ + ψ) = (ϕψ + ϕψ) + (ϕψ + ϕψ)

so that

(4.3) 4

∫
|z|=r

(Reϕ)(Reψ) dθ = 2Re

(∫
|z|=r

ϕ(z)ψ(z) dθ

)
,

since (with z = reiθ)

(4.4)

∫ 2π

0

ϕ(z)ψ(z) dθ =

∫
|z|=r

ϕ(z)ψ(z)
dz

iz
= 0,
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by the Cauchy integral formula and the fact that ψ(0) = 0. Using the power series

representation of ϕ(z) and ψ(z), it follows that (since z = r2/z on |z| = r)∫
|z|=r

ϕ(z)ψ(z) dθ = e−iγ
∫
|z|=r

[
1 +

∞∑
n=1

cnz
n

][
∞∑
n=1

cnλn
r2n

zn

]
dz

iz

= 2πe−iγ
∞∑
n=1

λn|cn|2r2n.(4.5)

By (4.4), (4.5) and the assumption that Reψ(z) ≤M for some M > 0, the identity (4.3)

reduces to

4π cos γ
∞∑
n=1

λn|cn|2r2n = 4

∫ 2π

0

(Reϕ(z))(Reψ(z)) dθ ≤ 4M

∫ 2π

0

Reϕ(z) dθ = 8Mπ,

where we have used the fact that

1

2π

∫ 2π

0

Reϕ(z) dθ =
1

2π

∫ 2π

0

ϕ(z) + ϕ(z)

2
dθ

=
1

4π

[∫
|z|=r

ϕ(z)
dz

iz
+

∫
|z|=r

ϕ(z)
dz

iz

]
=

1

4
(2π + 2π) = 1.

The desired result for the case α = 0 follows by letting r → 1− in the last inequality.

Finally, for the general case, we first observe that Re Φ(z) > 0, where

Φ(z) =
ϕ(z)− α

1− α
= 1 +

∞∑
n=1

dnz
n, dn =

cn
1− α

.

Also, the given condition on ψ gives Re Ψ(z) ≤ M
1−α , where

Ψ(z) = eiγ
∞∑
n=1

λndnz
n =

1

1− α

(
eiγ

∞∑
n=1

λncnz
n

)
=

1

1− α
ψ(z).

Applying the previous arguments for the pair (Φ(z),Ψ(z)), one obtains that

cos γ
∞∑
n=1

λn|dn|2 =
cos γ

(1− α)2

∞∑
n=1

λn|cn|2 ≤
2M

1− α

so that cos γ
∑∞

n=1 λn|cn|2 ≤ 2M(1− α), as desired.

Remark 4.6. We remark that Lemma 4.5 for γ = 0 is obtained by MacGregor [50] (see

also [42] and [21, p.178, Lemma]).
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4.3. Proof of the main results

We begin with the proof of Theorem 1.4

4.3.1. Proof of Theorem 1.4

Let f ∈ Sγ(α). Then by the definition, we may consider ϕ by

1

cos γ

e−iγ zf ′(z)

f(z)
+ i sin γ

 = ϕ(z)

so that

e−iγ

zf ′(z)

f(z)
− 1

 = cos γ (ϕ(z)− 1),

where Re {ϕ(z)} > α and ϕ(z) = 1 +
∑∞

n=1 cnz
n is analytic in D. We may rewrite the last

equation as

(4.6)
f ′(z)

f(z)
−

1

z
= eiγ cos γ

∞∑
n=1

cnz
n−1

which by simple integration gives

(4.7) log

f(z)

z

 = eiγ cos γ
∞∑
n=1

cnz
n

n
,

where we use the principal value of the logarithm such that log 1=0. By the Taylor series

expansion of log(1− ξz) and (4.7), we get

log (1− ξz)
f(z)

z
=
∞∑
n=1

Cn − ξn

n
zn =

∞∑
n=1

αnz
n,(4.8)

where Cn = eiγ cos γ cn and

αn =
Cn − ξn

n
=
eiγ cos γ cn − ξn

n
.

Also, for |ξ| = 1, we have

(1− ξz)
f(z)

z
=
∞∑
n=0

βnz
n, βn = an+1 − ξan.(4.9)

From (4.8) and (4.9), it follows that

exp
( ∞∑
n=1

αnz
n
)

=
∞∑
n=0

βnz
n, β0 = 1.
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Then, by the third Lebedev-Milin inequality (see [21, p. 143]), we have

|βn|2 ≤ exp

{
n∑
k=1

(
k|αk|2 −

1

k

)}
,

or equivalently

(4.10) |an+1 − ξan|2 ≤ exp

{
n∑
k=1

(
|Ck − ξk|2

k
−

1

k

)}
.

Now we consider

ψ(z) = eiγ
n∑
k=1

ckz
k

k
,

and let M be the maximum of Re{ψ(z)} on |z| = 1. Applying Lemma 4.5 with λk = 1/k

for 1 ≤ k ≤ n and λk = 0 for k > n, we obtain

n∑
k=1

(
|Ck − ξk|2

k
−

1

k

)
= cos2 γ

n∑
k=1

|ck|2

k
− 2 cos γ

n∑
k=1

Re(eiγckξ
k
)

k

≤ 2M(1− α) cos γ − 2 cos γ Re{ψ(ξ)}.

Choosing ξ (say ξ0) so that Re{ψ(ξ0)} = M, we see that

n∑
k=1

(
|Ck − ξk0 |2

k
−

1

k

)
≤ 2M(1− α) cos γ − 2M cos γ = −2Mα cos γ.

Hence from (4.10), |an+1 − ξ0an| ≤ exp(−Mα cos γ) for some ξ0 with |ξ0| = 1. Since∣∣|an+1| − |an|
∣∣ ≤ |an+1 − ξ0an| ≤ exp(−Mα cos γ),

the proof of our theorem is complete. �

Here we provide one example that associates to Theorem 1.4.

Example 4.7. Consider the function f(z) := fγ,α(z) = z/(1 − z)β, where β = 2(1 −

α) cos γ. It is easy to check that f ∈ Sγ(α),

f(z) = z +
∞∑
n=2

Γ(n+ β)

Γ(n+ 1)Γ(β)
zn and e−iγ

zf ′(z)

f(z)
= e−iγ + 2(1− α) cos γ

z

1− z
.

Again consider the function

ϕ(z) = e−iγ
zf ′(z)

f(z)
= e−iγ + 2(1− α) cos γ

∞∑
n=1

zn.
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It is clear that Re (ϕ(z)) > α cos γ. Now, if we adopt the proof of Lemma 4.5 and Theorem

1.4 by assuming ψ(z) = 2(1− α)
∑∞

n=1 z
n and γ = 0, then for f ∈ S∗(α) we obtain

∣∣|an+1| − |an|
∣∣ ≤ exp(−αM), M = 2(1− α)(log n+ 1).

4.3.2. Proof of Theorem 4.3

Let f ∈ C(−1/2). Then the function g(z) =
∑∞

n=1 bnz
n = zf ′(z), where bn = nan,

belongs to S∗(−1/2). From Theorem I, we obtain that

(4.11)
∣∣|bn+1| − |bn|

∣∣ =
∣∣(n+ 1)|an+1| − n|an|

∣∣ = (n+ 1)

∣∣∣∣∣∣|an+1| −
n

n+ 1
|an|

∣∣∣∣∣∣ ≤ n+ 1

which implies that

|an+1| − |an| ≤

∣∣∣∣∣∣|an+1| −
n

n+ 1
|an|

∣∣∣∣∣∣ ≤ 1,

and the proof is complete. �

Example 4.8. Consider the function f defined by (4.2), namely,

f(z) =
z − z2/2
(1− z)2

=
∞∑
n=1

n+ 1

2
zn.

It is easy to check that f satisfies the hypothesis of Theorem 4.3. For this function, we

have

|an+1| − |an| =
n+ 2

2
−
n+ 1

2
=

1

2
< 1.

Example 4.9. Consider the function f defined by

f(z) =
z

√
1− z2

=
∞∑
n=1

Γ(n+ 1/2)

πΓ(n+ 1)
z2n+1.

A simple computation shows that f ∈ C(−1/2) and for this function, we see that

|an+1| − |an| =
Γ(n+ 1/2)

πΓ(n+ 1)
< 1,

so the result is compatible with Theorem 4.3.
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4.3.3. Proof of Theorem 4.4

Let f ∈ C(−1/2). Then we have∣∣(k + 1)|ak+1| − k|ak|
∣∣ ≤ k + 1 for k ≥ 1,

by (4.11). Here a1 = 1. Using the triangle inequality, we deduce that for n ≥ m

∣∣|n|an| −m|am|∣∣ =

∣∣∣∣∣
n−1∑
k=m

(k + 1)|ak+1| − k|ak|

∣∣∣∣∣
≤

n−1∑
k=m

∣∣(k + 1)|ak+1| − k|ak|
∣∣

=
n−1∑
k=m

(k + 1) =
(n2 −m2) + (n−m)

2
.

Clearly the equality holds for f ∈ C(−1/2) defined by (4.2) in which the coefficient of zn

is (n+ 1)/2. �
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CHAPTER 5

MEROMORPHIC FUNCTIONS WITH SMALL

SCHWARZIAN DERIVATIVE

The Purpose of this chapter1 is to study the sufficient conditions of the form (1.16)

involving Schwarzian derivative for meromorphically convex functions of order α and for

functions in a family that are convex in one direction, in particular in the starlike and

close-to-convex family.

5.1. Definitions and main results

For β ≥ 3/2, we consider the class Cβ introduced by Shah in [92] as follows:

Cβ =

{
f ∈ A :

−β
2β − 3

< Re
(

1 +
zf ′′(z)

f ′(z)

)
< β, z ∈ D

}
.

This originally follows from a sufficient condition for a function f to be convex in one

direction studied by Umeraza in [97]. Note that the special cases C3/2 and C∞ are con-

tained in the family of starlike and close-to-convex functions respectively (see the detailed

discussion below in this section). It is a natural question to ask for functions belonging to

the family Cβ for all β ≥ 3/2. Such functions can be generated in view of [92, Theorem 12],

which says that for all functions f ∈ A satisfying

β

3− 2β
< Re

(zf ′(z)

f(z)

)
< β,

the Alexander transform of f belongs to the family Cβ, β ≥ 3/2.

Chiang proved the following sufficient condition for convex functions of order α in

terms of small Schwarzian derivative:

1Results of this chapter are published in: V. Arora, S. K. Sahoo in Stud. Univ. Babeş-Bolyai Math.,

63 (2018), no. 3, 355-370.



Theorem J. [17, Theorem 2] Let f ∈ A and |a2| = η < 1/3. Suppose that

sup
z∈D
|Sf (z)| = 2δ,

where δ = δ(η) satisfies the inequality

6η + 5δ(1 + η)eδ/2 < 2.

Then f is convex of order

2− 6η − 5(1 + η)δeδ/2

2− 2η − (1 + η)δeδ/2
.

Our aim in this section is to state results similar to Theorem J for certain functions

convex in one direction, in particular, for functions in the family of starlike and close-to-

convex functions.

We now state our second main result which provides a sufficient condition for functions

to be in Cβ with respect to its small Schwarzian derivative.

Theorem 5.1. For β ≥ 3/2, set

φ(β) = min

β − 1

β + 1
,

6(β − 1)

2(7β − 9)

 and ψ(β) = max

β + 3

β + 1
,
11β − 15

7β − 9

 .

Let f ∈ A and |a2| = η < φ(β). Suppose that

sup
z∈D
|Sf (z)| = 2δ,

where δ = δ(η) satisfies the inequality

(5.1) 2η + ψ(β)δ(1 + η)eδ/2 < 2φ(β).

Then f ∈ Cβ. In particular, f is convex in one direction.

Recall the sufficient condition for starlike functions f ∈ A from [75, (16)] which tells

us that

Re
(

1 +
zf ′′(z)

f ′(z)

)
<

3

2
=⇒

∣∣∣zf ′(z)

f(z)
− 2

3

∣∣∣ < 2

3
.

This generates the following subclass of the class of starlike functions:

C3/2 :=

{
f ∈ A : Re

(
1 +

zf ′′(z)

f ′(z)

)
<

3

2

}
.

This particular class of functions is also studied in different contexts in [77].

The following corollary immediately follows from Theorem 5.1 for the class C3/2.
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Corollary 5.2. Let f ∈ A and |a2| = η < 1/5. Suppose

sup
z∈D
|Sf (z)| = 2δ

where δ = δ(η) satisfies the inequality

(5.2) 10η + 9δ(1 + η)eδ/2 < 2.

Then f ∈ C3/2. In particular, f is starlike.

We next recall what is close-to-convex function followed by a subclass of the class of

close-to-convex functions and then state the corresponding result which is again an easy

consequence of Theorem 5.1.

If a locally univalent analytic function f defined in D satisfies

Re
(

1 +
zf ′′(z)

f ′(z)

)
> −1/2,

then by the Kaplan characterization it follows easily that f is close-to-convex in D (here θ1

and θ2 are chosen as 0 and 2π respectively) and hence f is univalent in D. This generates

the following subclass of the class of close-to-convex (univalent) functions:

C∞ :=

{
f ∈ A : Re

(
1 +

zf ′′(z)

f ′(z)

)
> −1

2

}
.

This class of functions is also studied recently by several authors in different contexts; for

instance see [1, 13,43,80] and references therein.

Now we are ready to state our sufficient condition for functions f to be in C∞ in terms

of their Schwarzian derivatives bounded by small quantity.

Corollary 5.3. Let f ∈ A and |a2| = η < 3/7. Suppose that

sup
z∈D
|Sf (z)| = 2δ

where δ = δ(η) satisfies the inequality

(5.3) 14η + 11δ(1 + η)eδ/2 < 6.

Then f ∈ C∞ and hence f is close-to-convex function.
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5.2. Preliminary results

Connection with a linear differential equation

In this section we study a relationship between Schwarzian derivative of a meromor-

phic function h and solution of a second order linear differential equation depending on

h.

Recall the following lemma from Duren [21, p. 259].

Lemma 5.4. For a given analytic function p(z), a meromorphic function h has the

Schwarzian derivative of the form Sh(z) = 2p(z) if and only if h(z) = w1(z)/w2(z) for any

pair of linearly independent solutions w1(z) and w2(z) of the linear differential equation

(5.4) w′′ + p(z)w = 0.

Note that an example satisfying Lemma 5.4 is described in the proof of Theo-

rem 1.6(b). Assume now that w1(z) and w2(z) satisfy the following conditions:

w1(0) = 1, w2(0) = 0;

w′1(0) = 0, w′2(0) = 1.

Clearly w1(0) and w2(0) are linearly independent since the Wronskian W (w1(0), w2(0)) is

non-vanishing. Recall that

(5.5) h(z) =
w1(z)

w2(z)
=

1

z
+ b0 + b1z + · · · .

Hence, a simple computation on logarithmic derivative of h′(z) leads to

h′′(z)

h′(z)
=
w2(z)w′′1(z)− w1(z)w′′2(z)

w2(z)w′1(z)− w1(z)w′2(z)
− 2

w′2(z)

w2(z)
.

Since w1(z) and w2(z) satisfy (5.4), it follows that

h′′(z)

h′(z)
= −2

w′2(z)

w2(z)
,

and hence we have the relation

(5.6) Re
(

1 +
zh′′(z)

h′(z)

)
= 1− 2Re

(zw′2(z)

w2(z)

)
.
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The Function 2x− (1 + α) tanx.

For 0 ≤ α < 1, we set

r(x) := 2x− (1 + α) tanx.

Derivative test for r(x) tells us that r(x) is decreasing in (arctan(
√

(1− α)/(1 + α)), π/2).

Then the following lemma is useful.

Lemma 5.5. Let β < π/2 be the smallest positive root of r(x) = 2x − (1 + α) tanx = 0

for some α > 0. Then

β ≥ arctan
√

(1− α)/(1 + α)

holds true.

Proof. Given that r(β) = 0 = 2β − (1 + α) tan β. This gives

(5.7) α =
2β

tan β
− 1.

On contrary, suppose that 0 < β < arctan
√

(1− α)/(1 + α) < π/2. This implies

that

tan2 β <
1− α
1 + α

.

Substituting the value of α in (5.7), we obtain

tan2 β <
tan β

β
− 1

equivalently,

sec2 β <
tan β

β
⇐⇒ 2β < sin 2β,

which is a contradiction. Thus, the proof of our lemma is complete.

Let cα be the smallest positive root of the equation (1.19). Since r(
√
cα) = 0, it

follows by Lemma 5.5 that

(5.8) r(x)

 ≥ 0, for 0 ≤ x ≤ √cα;

< 0, for
√
cα < x < π/2.

If we replace x by x
√
c, c > 0, in (5.8), we obtain

(5.9) r(x
√
c) = 2x

√
c− (1 + α) tan(x

√
c) ≥ 0 for 0 ≤ x

√
c ≤ √cα
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and

(5.10) r(x
√
c) = 2x

√
c− (1 + α) tan(x

√
c) < 0 for

√
cα < x

√
c < π/2.

We may have the following two cases when r(x
√
c) is negative.

Case 1: If c ≤ cα, then (5.10) gives that r(x
√
c) is also negative in [1, π/2

√
c).

Case 2: If c > cα, then (5.10) gives that r(x
√
c) is also negative in (

√
cα/c, 1).

In the sequel, we collect the following lemmas to be used in the proof of Theorem 1.6.

Lemma 5.6. A function h ∈ B in the form (5.5) is meromorphically convex of order α

if and only if w2(z) is starlike of order (α + 1)/2.

Proof. Condition (5.6) is equivalent to

−Re
(

1 +
zh′′(z)

h′(z)

)
= −1 + 2Re

(zw′2(z)

w2(z)

)
,

which yields

−Re
(

1 +
zh′′(z)

h′(z)

)
> α ⇐⇒ Re

(zw′2(z)

w2(z)

)
>
α + 1

2
.

Since w2(0) = 0 and w′2(0) = 1, w2(z) is starlike of order (α+ 1)/2. Thus, completing the

proof of our lemma.

Remark 5.7. A simple computation using the identity (5.6) yields

Re
(zw′1(z)

w1(z)

)
=

1

2
+ Re

(zh′(z)

h(z)

)
− 1

2
Re
(

1 +
zh′′(z)

h′(z)

)
.

Therefore, the function w1 is not necessarily starlike when the function h is meromorphi-

cally convex.

Lemma 5.8. For 0 ≤ α < 1, let cα (0 < c ≤ cα) be the root of the equation given by

(1.19). Then we have

(5.11) Re(z
√
c cot(z

√
c)) >

α + 1

2
, |z| < 1.

Proof. Substituting z = x + iy in (5.11), we see that the desired inequality is equivalent

to

2Re
(√

c(x+ iy)
cos(
√
c(x+ iy))

sin(
√
c(x+ iy))

)
> α + 1.
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This is, using the basic identities 2Rew = w + w, cos(iy) = cosh(y), and sin(iy) =

i sinh(y), we see that it is equivalent to proving

2x
√
c sin(

√
cx) cos(

√
cx) + 2y

√
c sinh(

√
cy) cosh(

√
cy)

> (1 + α)(sin2(
√
cx) + sinh2(

√
cy)).

So, it suffices to prove the inequality

(5.12)
sin(
√
cx) cos(

√
cx)[2

√
cx− (1 + α) tan(

√
cx)]

> sinh(
√
cy) cosh(

√
cy)[(1 + α) tanh(

√
cy)− 2y

√
cy]

for 0 < c ≤ cα and x2+y2 < 1. First consider the points x, y in the first quadrant. Then we

see that sin(
√
cx), cos(

√
cx), sinh(

√
cy) and cosh(

√
cy) are all positive since c < cα < π2/4.

Also 2x
√
c − (1 + α) tan(

√
cx) is positive which follows from (5.9). On the other hand,

(1 + α) tanh(
√
cy) − 2(

√
cy) is non-positive because f(y) = (1 + α) tanh(

√
cy) − 2(

√
cy)

is decreasing, hence for y ≥ 0 we obtain

f(y) = (1 + α) tanh(
√
cy)− 2

√
cy ≤ 0.

Hence, the inequality (5.12) holds true in the first quadrant. Now if we replace x by −x

and y by −y then the inequality (5.12) remains same in all the other quadrants of D. The

desired inequality thus follows.

The following results of Gabriel are also useful.

Lemma 5.9. [22, Lemma 4.1] If w(z) satisfies (5.4) with w(0) = 0 and w′(0) = 1, then

for 0 < ρ ≤ r < 1 and for a fixed θ ∈ [0, 2π], we have

(5.13)

|w(reiθ)|2Re
(reiθw′(reiθ)

w(reiθ)

)
= r

∫ r

0

|w′(ρeθ)|2dρ− r
∫ r

0

Re(ρ2e2iθp(ρeiθ))
|w(ρeiθ)|2

ρ2
dρ.

Lemma 5.10. [22, Lemma 4.2] Let y(ρ) and y′(ρ) be continuous real functions of ρ for

0 ≤ ρ < 1. For small values of ρ let y(ρ) = O(ρ). Then

(5.14) r

∫ r

0

[y′(ρ)]2dρ− cr
∫ r

0

[y2(ρ)]dρ− r
√
c cot(r

√
c) · y2(r) ≥ 0

for 0 < r < 1 and c > 0. Equality holds for

y(ρ) = c−1/2 sin(ρ
√
c), c > 0.
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5.3. Proof of the main results

5.3.1. Proof of Theorem 1.6

Given that h ∈ B satisfies (1.18) and cα is the smallest positive root of the equation

(1.19). A simple computation yields

α =
2
√
cα − tan

√
cα

tan
√
cα

.

Differentiating α with respect to cα, we obtain

dα

dcα
=

tan
√
cα −

√
cα sec2

√
cα

√
cα tan2√cα

.

Since tanx− x sec2 x ≤ 0 is equivalent to sin 2x ≤ 2x, which is always true for all x ∈ R,

it follows that cα increases if and only if α decreases.

Now we proceed for completing the proof of (a) and (b).

a. In this part we prove that h is meromorphically convex of order α, 0 ≤ α < 1, that

is h satisfies (1.11).

Set Sh(z) = 2p(z) for a given analytic function p(z). Then by (1.18), it follows

that |p(z)| ≤ cα, and hence we have

Re(z2p(z)) ≤ cα|z|2 for |z| < 1.

By Lemma 5.4, the function has the form h(z) = w1(z)/w2(z) for any pair of

linearly independent solutions w1(z) and w2(z) of the linear differential equation

(5.4). Clearly, the particular solution w2(z) satisfies the hypothesis of Lemma 5.9.

Since Re(z2p(z)) ≤ cα|z|2 holds, (5.13) implies

(5.15) |w2(re
iθ)|2Re

(reiθw′2(reiθ)
w2(reiθ)

)
≥ r

∫ r

0

|w′2(ρeiθ)|2dρ− rcα
∫ r

0

|w2(ρe
iθ)|2dρ,

for 0 < ρ ≤ r < 1 and for some fixed θ.

Putting w2(ρe
iθ) = u2(ρ, θ) + iv2(ρ, θ). For a constant ray θ, w2 will become

a function of ρ only. Note that u2(ρ) and v2(ρ) satisfies the hypothesis of Lemma

5.10. We obtain the following two inequalities after substituting u2(ρ) and v2(ρ) in

(5.14) and replacing c by cα

(5.16) r

∫ r

0

[u′2(ρ)]2dρ− cαr
∫ r

0

[u22(ρ)]dρ−
√
cαr cot(

√
cαr) · u22(r) ≥ 0,
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and

(5.17) r

∫ r

0

[v′2(ρ)]2dρ− cαr
∫ r

0

[v22(ρ)]dρ−
√
cαr cot(

√
cαr) · v22(r) ≥ 0.

Since w2(ρe
iθ) = u2(ρ, θ) + iv2(ρ, θ), addition of (5.16) and (5.17) leads to

(5.18) r

∫ r

0

|w′2(ρeiθ)|2dρ− rcα
∫ r

0

|w2(ρe
iθ)|2dρ ≥

√
cαr cot(

√
cαr)|w2|2.

Comparing (5.15) with (5.18), we obtain

|w2(re
iθ)|2Re

(zw′2(reiθ)
w2(reiθ)

)
≥
√
cαr cot(

√
cαr)|w2(re

iθ)|2,

that is,

(5.19) Re
(zw′2(z)

w2(z)

)
≥
√
cαr cot(

√
cαr) for |z| = r < 1.

It follows from Lemma 5.8 that

(5.20)
√
cαr cot(

√
cαr) = Re(

√
cαr cot(

√
cαr)) >

α + 1

2
.

Comparison of (5.19) with (5.20) yields

Re
(zw′2(z)

w2(z)

)
>
α + 1

2
,

and hence it follows from Lemma 5.6 that h is meromorphically convex of order α.

b. We prove that the quantity cα is the largest possible constant satisfying (1.18), i.e.

we can not replace cα by a larger quantity. We prove this by contradiction. If we

replace cα by a larger number c = cα+ ε for some ε > 0, then we observe that there

exists a function h ∈ B satisfying

(5.21) |Sh(z)| ≤ 2(cα + ε), |z| < 1,

but h is not meromorphically convex of order α. For this, we consider the function

h(z) =
w1(z)

w2(z)
, |z| < 1,

with the two linearly independent solutions

w1(z) = cos(
√
cz) and w2(z) =

sin(
√
cz)

√
c
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of the differential equation w′′ + cw = 0. Clearly, by a simple computation, the

function h(z) =
√
c cot(

√
cz) satisfies Sh(z) = 2c. It remains to show that this

function h is not meromorphically convex of order α, equivalently, by definition,

we prove that

−Re
(

1 +
z0h
′′(z0)

h′(z0)

)
≤ α

for some z0 ∈ D. By Lemma 5.6, it is equivalently to proving

(5.22) Re
(z0w′2(z0)
w2(z0)

)
= Re

(√cz0 cos(
√
cz0)

sin(
√
cz0)

)
≤
α + 1

2
.

for some non-zero z0 ∈ D, since for z0 = 0 the relation (5.22) contradicts to the

assumption α < 1. Substituting 0 6= z0 = x0 + iy0 ∈ D in (5.22) and simplifying,

we obtain

2x0
√
c sin(

√
cx0) cos(

√
cx0) + 2y0

√
c sinh(

√
cy0) cosh(

√
cy0)

≤ (1 + α)(sin2(
√
cx0) + sinh2(

√
cy0)),

or

sin(
√
cx0) cos(

√
cx0)[2x0

√
c− (1 + α) tan(

√
cx0)]

≤ sinh(
√
cy0) cosh(

√
cy0)[(1 + α) tanh(

√
cy0)− 2(

√
cy0)],

for 0 < c = cα + ε and x20 + y20 < 1. Choose y0 = 0. Then to obtain our desired

inequality, we have to find x0 ∈ (−1, 1), x0 6= 0, such that

(5.23) sin(
√
cx0) cos(

√
cx0)[2x0

√
c− (1 + α) tan(

√
cx0)] ≤ 0

holds. Now, we see that sin(
√
cx0) and cos(

√
cx0) are positive in (0, π/2

√
c), and

2x0
√
c− (1 + α) tan(

√
cx0) is negative in (

√
cα/
√
c, π/2

√
c), where the latter part

follows by (5.10). Therefore, (5.23) holds true for some x0 in the intersection

(0, π/2
√
c) ∩ (

√
cα/
√
c, 1) ⊂ (0, 1),

since cα < c. This completes the proof of our first main theorem. �

In the following example, we construct a function meromorphically convex of order α

satisfies the hypothesis of Theorem 1.6.
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Example 5.11. For a constant c > 0, consider the function h defined by

h(z) =
w1(z)

w2(z)
=
√
c cot(

√
cz),

where w1(z) = cos(
√
cz) and w2(z) = (1/

√
c) sin(

√
cz) that satisfy the differential equation

w′′ + 2cw = 0.

By Lemma 5.4, it follows that Sh(z) = 2c. Now, for any such constant c ≤ cα, where cα

is the smallest positive root of the equation (1.19), one clearly sees that

|Sh(z)| ≤ 2cα.

Next, by comparing with Lemma 5.8, we see that

Re
(zw′2(z)

w2(z)

)
= Re(z

√
c cot(

√
cz)) >

1 + α

2
.

This is equivalent to saying that h is meromorphically convex of order α, by Lemma 5.6.

Thus, Theorem 1.6 is satisfied by the function h(z) =
√
c cot(

√
cz).

5.3.2. Proof of Theorem 5.1

We adopt the idea from the proof of [17, Theorem 2]. Suppose that u(z) and v(z) are

two linearly independent solutions of the differential equation (5.4) with Sf (z) = 2p(z),

where u(0) = v′(0) = 0 and u′(0) = v(0) = 1. Then by a similar analysis as in the proof

of [17, Theorem 2], we obtain

f(z) =
u(z)

cu(z) + v(z)
,

where c = −a2. An easy computation yields

(5.24) 1 +
zf ′′(z)

f ′(z)
= 1− 2z

cu′(z) + v′(z)

cu(z) + v(z)
.

Now, by the hypothesis, it is easy to see that

φ(β) = min

β − 1

β + 1
,

6(β − 1)

2(7β − 9)

 < 1 and ψ(β) = max

β + 3

β + 1
,
11β − 15

7β − 9

 > 1.

Also, we note that

2η + (1 + η)δeδ/2 < 2η + ψ(β)δ(1 + η)eδ/2 < 2φ(β) < 2
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follows from the assumption (5.1). Hence η + (1 + η)δeδ/2/2 < 1. Now [17, (13)] also

satisfied by our hypothesis. Thus, it follows from the similar argument as in the proof

of [17, Theorem 2] that

∣∣∣cu′(z) + v′(z)

cu(z) + v(z)

∣∣∣ ≤ 2(η + (1 + η)δeδ/2)

2− 2η − (1 + η)δeδ/2
,

which yields

(5.25) Re
(z(cu′(z) + v′(z))

cu(z) + v(z)

)
> −

∣∣∣z(cu′ + v′)

cu+ v

∣∣∣ > − 2(η + (1 + η)δeδ/2)

2− 2η − (1 + η)δeδ/2
,

and

(5.26) Re
(z(cu′(z) + v′(z))

cu(z) + v(z)

)
≤
∣∣∣z(cu′ + v′)

cu+ v

∣∣∣ < 2(η + (1 + η)δeδ/2)

2− 2η − (1 + η)δeδ/2
.

The relations (5.24), (5.25) and (5.26) together lead to

2− 6η − 5(1 + η)δeδ/2

2− 2η − (1 + η)δeδ/2
< Re

(
1 +

zf ′′(z)

f ′(z)

)
<

2 + 2η + 3(1 + η)δeδ/2

2− 2η − (1 + η)δeδ/2
.

The hypothesis (5.1) thus obtains

2 + 2η + 3(1 + η)δeδ/2

2− 2η − (1 + η)δeδ/2
< β

and

2− 6η − 5(1 + η)δeδ/2

2− 2η − (1 + η)δeδ/2
>
− β

2β − 3
,

completing the proof. �

Remark 5.12. The constant φ(β) in the statement of Theorem 5.1 is not sharp. For

instance, the function f(z) =
2z − z2

2(1− z)2
∈ C∞ for which |a2| = 3/2 > 1.

In the following example we construct a function that agree with Theorem 5.1 for

some β ≥ 3/2.

Example 5.13. For any constant c with |c| < 3/7, consider the function f defined by

f(z) =
z

1− cz
, |z| < 1.

We show that f ∈ C5/2 and it satisfies the hypothesis of Theorem 5.1.
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First, we note that f is a Möbius transformation and hence Sf = 0. Therefore, it

trivially satisfies the hypothesis of Theorem 5.1.

Secondly, an easy computation yields

1 +
zf ′′(z)

f ′(z)
=

1 + cz

1− cz
.

From this, we have

Re
(

1 +
zf ′′(z)

f ′(z)

)
=

1− |c|2|z|2

|1− cz|2
.

By the usual triangle inequalities, it follows that

1− |c||z|
1 + |c||z|

≤ 1− |c|2|z|2

|1− cz|2
≤ 1 + |c||z|

1− |c||z|
.

Since |c| < 3/7, for |z| < 1, it is easy to verify that

1 + |c||z|
1− |c||z|

<
5

2
and − 5

4
<

1− |c||z|
1 + |c||z|

hold true. Thus, f ∈ C5/2.
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CHAPTER 6

APPROXIMATION OF ANALYTIC FUNCTIONS

As we discussed about approximation problem in Chapter 1, Section 1.5.4, the purpose

of this chapter1 is to consider non-vanishing analytic functions of the form z/f , f ∈ S,

and study their best approximations by functions z/g when g belongs to the family Fα
defined by (1.22).

Clearly, z/f with f ∈ S has a Taylor series expansion of the form (1.21). Such

forms of non-vanishing analytic functions have been widely studied by many authors for

different purposes. For instance, in 1990, Yamashita [99] proved that the maximal area

of the images of D under non-vanishing analytic functions of the form z/f , f ∈ S, is

bounded. For more research works on non-vanishing analytic functions of the form z/f ,

one can refer to [7, 62, 64,65,76,78].

6.1. Preliminaries

We recall the following result from [69] which describes the L2-norm of an analytic

function f : D → C in terms of the coefficients of the Taylor series of f . This plays an

important role in the proof of our main results.

Lemma 6.1. If f : D→ C is analytic and has series expansion

f(z) =
∞∑
n=0

anz
n, z ∈ D,

then ∫
D
|f(x+ iy)|2dx dy = π

∞∑
n=0

|an|2

n+ 1
.

In the spirit of [37,69,70] we determine the best approximation of an analytic function

of the form z/f , for f ∈ S, by functions belonging to the family Fα. The method is based

1Results of this chapter are based on paper: V. Arora, S. K. Sahoo, and S. Singh, Approximation of

certain non-vanishing analytic functions in a parabolic region, submitted.



on solving a particular quadratic problem with an infinite number of variables using the

classical Karush-Kuhn-Tucker (KKT) conditions.

6.2. Approximation by functions in the family Fα

In this section, we intend to find the best approximation of an analytic function of

the form z/f by a function z/g, where g ∈ Fα. In view of (1.23) and Lemma 6.1, it is

enough to consider the quadratic problem of finding

(6.1) inf
∞∑
n=1

(cn − bn)2

n+ 1
,

where (bn) is a given sequence of non-negative real numbers and the infimum is taken over

all non-negative sequence (cn) of real numbers satisfying

(6.2)
∞∑
n=1

A(n, α)cn ≤ 1,

with A(n, α) as given in (1.20). The following result is our first main result which gives

a solution of the quadratic problem of finding the quantity given by (6.1) satisfying the

condition (6.2):

Theorem 6.2. Let A(n, α) be given by (1.20). If (bn) is a sequence of non-negative real

numbers with
∞∑
n=1

A(n, α)bn > 1

and

lim
n→∞

bn

n2
= 0,

then there exists an integer N ≥ 1 such that the minimum of the quadratic problem (6.1)

and (6.2) is ∑
n∈Ic

b2n

n+ 1
+

(∑
n∈I A(n, α)bn − 1

)2∑
n∈I A

2(n, α)(n+ 1)
,

which is attained for the sequence (cn) given by

(6.3) cn =

 bn − µN
A(n, α)(n+ 1)

2
, n ∈ I;

0, n ∈ Ic,
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where

µN = 2

∑
n∈I A(n, α)bn − 1∑

n∈I A
2(n, α)(n+ 1)

,

I = {i1, i2, . . . , iN} and (in)n=1,2,...,|P| is a permutation of the indices in P = {n ≥ 1 : bn >

0} such that

βin :=
2bin

(in + 1)A(in, α)
, n = 1, 2, . . . , |P|

is a non-increasing sequence. Moreover,

N = min{n ≥ 1 : βin+1 ≤ µin ≤ βin},

where

µin = 2

∑n
m=1A(im, α)bim − 1∑n

m=1A
2(im, α)(im + 1)

.

Proof. Consider the quadratic problem of finding

inf
∞∑
n=1

(bn − cn)2

n+ 1
,

where (bn)n≥1 is a given sequence of non-negative real numbers, and the infimum is taken

over all non-negative sequence (cn)n≥1 of real numbers satisfying
∑∞

n=1A(n, α)cn ≤ 1.

Note that for P = {n ≥ 1 : bn > 0}, the above problem becomes

inf
∞∑
n=1

(bn − cn)2

n+ 1
= inf

∑
n∈P

(bn − cn)2

n+ 1
,

where the infimum is taken over all non-negative sequence (cn)n≥1 of real numbers satis-

fying
∑∞

n=1A(n, α)cn ≤ 1. The following two possibilities arise.

Case 1: If
∑∞

n=1A(n, α)bn ≤ 1. Then the infimum in (1.23) becomes 0 and it attains

for cn = bn, n ≥ 1.

Case 2: If
∑∞

n=1A(n, α)bn > 1. Then the Lagrangian becomes

L =
∞∑
n=1

(bn − cn)2

n+ 1
+ µ

( ∞∑
n=1

A(n, α) cn − 1

)
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with the Karush-Kuhn-Tucker conditions (see [35, 69])

∂L

∂cn
=

2(cn − bn)

n+ 1
+ µA(n, α) ≥ 0, n ≥ 1;(6.4)

∂L

∂µ
=
∞∑
n=1

A(n, α) cn − 1 ≤ 0;(6.5)

cn
∂L

∂cn
= cn

(2(cn − bn)

n+ 1
+ µA(n, α)

)
= 0, n ≥ 1;(6.6)

µ(Ax− b) = µ

( ∞∑
n=1

A(n, α) cn − 1

)
= 0;(6.7)

cn ≥ 0, n ≥ 1;(6.8)

µ ≥ 0.(6.9)

From the equation (6.7), we see that either µ = 0 or
∑∞

n=1A(n, α)cn = 1 holds. If µ = 0,

then from the equation (6.6) we obtain cn = 0 or cn = bn and the equation (6.4) shows

that cn ≥ bn. If cn = 0, then bn ≤ 0. But, by the hypothesis bn ≥ 0. Thus, we conclude

that cn = bn for all n ≥ 1. However, this contradicts (6.5) which can be seen from the

assumption of the case. Thus, in this case we must have µ > 0 and
∑∞

n=1A(n, α)cn = 1.

Now rewrite the above conditions (6.4)-(6.9) as follows:

2(cn − bn)

n+ 1
+ µA(n, α) ≥ 0, n ≥ 1;(6.10)

cn

(2(cn − bn)

n+ 1
+ µA(n, α)

)
= 0, n ≥ 1;(6.11)

∞∑
n=1

A(n, α)cn = 1;(6.12)

cn ≥ 0, n ≥ 1;(6.13)

µ > 0.(6.14)

The equation (6.11) shows that either

cn = 0 or cn = bn −
µA(n, α)(n+ 1)

2
.
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We denote by Ic the set of indices n ≥ 1 for which cn = 0 and

I = {1, 2, 3, . . . } − Ic =

{
n ≥ 1 : cn = bn −

µA(n, α)(n+ 1)

2

}
.

Hence by (6.12), we now obtain

1 =
∞∑
n=1

A(n, α) cn

=
∑
n∈I

A(n, α)

(
bn −

µA(n, α)(n+ 1)

2

)

=
∑
n∈I

A(n, α) bn −
µ

2

∑
n∈I

A2(n, α)(n+ 1).

This simplifies to

(6.15) µ = 2

∑
n∈I A(n, α)bn − 1∑

n∈I A
2(n, α)(n+ 1)

> 0.

Also from the equations (6.10) and (6.13), we have

(6.16) µ ≤ βn for n ∈ I; and µ ≥ βn for n ∈ Ic,

where

βn :=
2bn

(n+ 1)A(n, α)
.

By the hypothesis, we observe that (βn) is a sequence of positive numbers such that

limn→∞ βn = 0. Therefore, we can find a permutation of (in) of the indices in P such

that (βin) is a non-increasing sequence with limn→∞ βin = 0. The set of indices I must

be finite, otherwise if we pass to the limit n→∞ in the first inequality of (6.16) along a

sequence of indices in I, we obtain that µ ≤ 0, contradicting (6.14). Therefore, we can

write I = {i1, i2, i3, . . . , iN} due to finiteness of I.

Claim: N = min{n ≥ 1 : βin+1 ≤ µn ≤ βin} where

µn = 2

∑n
m=1A(im, α)bim − 1∑n

m=1A
2(im, α)(im + 1)

.

In view of the hypothesis

∞∑
n=1

A(n, α)bn =
∞∑
n=1

A(in, α)bin > 1.
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Hence, there exists a smallest integer n0 ≥ 1 such that

n0∑
n=1

A(in, α)bin > 1 and
k∑

n=1

A(in, α)bin ≤ 1

for all k ≤ n0 − 1. Note that for n0 = 1, we have

µ1 = 2
A(i1, α)bi1 − 1

A2(i1, α)(i1 + 1)
≤

2bi1

(i1 + 1)A(i1, α)
= βi1 .

If n0 > 1, then by the choice of n0 we obtain

µn0−1 = 2

∑n0−1
m=1 A(im, α)bim − 1∑n0−1

m=1 A
2(im, α)(im + 1)

≤ 0 ≤
2bin0

(in0 + 1)A(in0 , α)
= βin0 .

Using the mediant inequality

(6.17)
a

b
≤
c

d
=⇒

a

b
≤
a+ c

b+ d
≤
c

d
,

where b, d > 0, it follows that

µn0−1 ≤ µn0

= 2

∑n0−1
m=1 A(im, α)bim − 1 + A(in0 , α)bin0∑n0−1

m=1 A
2(im, α)(im + 1) + A(in0 , α)2(in0 + 1)

≤
2bin0

(in0 + 1)A(in0 , α)
= βin0 .

Thus, we proved that µn0 ≤ βin0 for n0 ≥ 1.

Next we consider the following two cases in order to complete the proof.

Case (i): βin0+1 ≤ µn0 .

Since (βin) is a non-increasing sequence and µn0 ≤ βin0 , it follows that

βin0+1 ≤ µn0 ≤ βin0 ≤ βin , n ∈ {1, 2, . . . , n0},

and

βin ≤ βin0+1 ≤ µn0 ≤ βin0 , n ∈ {n0 + 1, n0 + 2, . . . }.

In this case, we can then choose N = n0 and I = {i1, i2, . . . , in0}.

Case(ii): βin0+1 > µn0 .

Using the observation (6.17), we again have

µn0 ≤ µn0+1 ≤ βin0+1 .
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Then either βin0+2 ≤ µn0+1 or βin0+2 > µn0+1. If βin0+2 ≤ µn0+1, proceeding as in Case (i)

above, we can choose N = n0 + 1 and I = {i1, i2, . . . , in0+1}. If βin0+2 > µn0+1, then from

the observation (6.17) we obtain

µn0 ≤ µn0+1 ≤ µn0+2 ≤ βin0+2 .

Continuing as above, either at some point we can find an integer k ≥ 1 such that

(6.18) βin0+k+1
≤ µn0+k ≤ βin0+k

and then N = n0 + k, or else we have

(6.19) 0 < µn0 ≤ µn0+1 ≤ µn0+2 · · ·µn0+k ≤ βin0+k .

However, since (βin) is a non-increasing sequence of positive real numbers with

limn→∞ βin = 0, the inequalities in (6.19) cannot hold for every k ≥ 0. It follows that we

can always find an integer k for which (6.18) holds.

Now we justify the applicability of the Karush-Kuhn-Tucker conditions for an infinite

(instead of a finite) number of variables cn to find the minimum in the quadratic problem

(6.1) and (6.2). Note that for any integer m ≥ 1, we have

(6.20) inf
∞∑
n=1

(bn − cn)2

n+ 1
≥ inf

m∑
n=1

(bn − cn)2

n+ 1
,

where both the minimum quantities are taken over all non-negative sequence (cn) of real

numbers satisfying
∑∞

n=1A(n, α)cn ≤ 1. Solving the Karush-Kuhn-Tucker conditions as

above for finite dimensional problem of computing the second infimum in (6.20) with∑m
n=1A(n, α)cn ≤ 1, it follows that for m ≥ max{i1, i2, . . . , iN}, the second infimum in

(6.20) is attained for the sequence (cn) given by

cn =

 bn − µN
A(n, α)(n+ 1)

2
, n ∈ I;

0, n ∈ Ic ∩ {1, 2, . . . ,m}.

This argument can be applied for any arbitrary m ≥ max{i1, i2, . . . , iN}. From (6.20), we

obtain

inf
∞∑
n=1

(bn − cn)2

n+ 1
≥

∑
n∈Ic∩{1,...,m}

b2n

n+ 1
+

(∑
n∈I A(n, α)bn − 1

)2∑
n∈I A

2(n, α)(n+ 1)
.

79



Since the above inequality is true for m > max{i1, i2, . . . , iN}, letting m→∞, we obtain

that

inf
∞∑
n=1

(bn − cn)2

n+ 1
≥ lim

m→∞

∑
n∈Ic∩{1,...,m}

b2n

n+ 1
+

(∑
n∈I A(n, α)bn − 1

)2∑
n∈I A

2(n, α)(n+ 1)

=
∑
n∈Ic

b2n

n+ 1
+

(∑
n∈I A(n, α)bn − 1

)2∑
n∈I A

2(n, α)(n+ 1)
.

From the above inequality, it follows that the infimum of the quadratic problem (6.1) and

(6.2) is attained for the sequence (cn) defined by (6.3) and this justifies the use of the

Karush-Kuhn-Tucker conditions in infinite dimensional setting. This completes the proof

of our theorem.

An application of Theorem 6.2 is to determine the best approximation of an analytic

function in the family Fα stated in Chapter 1 (Theorem 1.8).

The family Sp(α) can be characterized in terms of dα(·,Sp(α)) as follows.

Theorem 6.3. For f ∈ S, dα(f,Sp(α)) = 0 iff f ∈ Sp(α).

Proof. If f ∈ Sp(α), then we clearly get dα(f,Sp(α)) = 0. On the other hand, if

dα(f,Sp(α)) = 0, then we can find a sequence of functions (fn)n≥1 in Sp(α) such that

(6.21)

∫
D

∣∣∣∣ z

f(z)
−

z

fn(z)

∣∣∣∣2dx dy < π

n
, n ≥ 1.

Consider the power series expansion of z/f and z/fn of the form

z

f(z)
= 1 +

∞∑
m=1

bmz
m and

z

fn(z)
= 1 +

∞∑
m=1

bn,mz
m.

It follows from Lemma 6.1 and the inequality (6.21) that

(6.22)
∞∑
m=1

|bm − bn,m|2

m+ 1
<

1

n
.

We now proceed to prove that the sequence z/fn converges to z/f uniformly on every

compact subset of D. For any arbitrarily ξ ∈ Dr := {z : |z| < r}, 0 < r < 1, an easy

computation and analysis show that∣∣∣∣ ξ

f(ξ)
−

ξ

fn(ξ)

∣∣∣∣ =

∣∣∣∣ ∞∑
m=1

(bm − bn,m)ξm
∣∣∣∣ ≤ ∞∑

m=1

|bm − bn,m|rm.
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Now using the classical Cauchy-Schwarz inequality and (6.22), we find that∣∣∣∣ ξ

f(ξ)
−

ξ

fn(ξ)

∣∣∣∣ ≤ ( ∞∑
m=1

|bm − bn,m|2

m+ 1

)1/2( ∞∑
m=1

(m+ 1)r2m
)1/2

≤
1
√
n

( ∞∑
m=1

(m+ 1)r2m
)1/2

.

However, the last expression in the above inequality approaches to 0 as n → ∞. This

shows that the sequence z/fn converges to z/f uniformly on Dr for every 0 < r < 1 and

hence the sequence z/fn converges to z/f uniformly on every compact subset of D. Thus,

the sequence fn converges to f uniformly on every compact subset of D. As we know that

fn ∈ Sp(α), it satisfies ∣∣∣∣zf ′n(z)

fn(z)
− 1

∣∣∣∣ ≤ Re
zf ′n(z)

fn(z)
− α, z ∈ D.

Taking the limit n→∞, we conclude that∣∣∣∣zf ′(z)

f(z)
− 1

∣∣∣∣ ≤ Re
zf ′(z)

f(z)
− α, z ∈ D.

Thus f ∈ Sp(α), completing the proof.

6.2.1. Proof of Theorem 1.8

It is easy to check that, if
∑∞

n=1A(n, α)|bn| ≤ 1, then the infimum in (1.23) becomes

0 and it attains for cn = bn, n ≥ 1.

Assume that
∑∞

n=1A(n, α)|bn| > 1. Lemma 6.1 together with the triangle inequality

lead to

dα(f,Fα) = inf
g∈Fα

(∫
D

∣∣∣∣ z

f(z)
−

z

g(z)

∣∣∣∣2dx dy)1/2

=

(
π inf

∞∑
n=0

|bn − cn|2

n+ 1

)1/2

(6.23)

≥
(
π inf

∞∑
n=0

(|bn| − |cn|)2

n+ 1

)1/2

,

where the last two infimum quantities are taken over all sequences (cn)n≥2 of complex

numbers satisfying
∑∞

n=1A(n, α)|cn| ≤ 1.

We now apply Theorem 6.2, by replacing bn with |bn| and by replacing cn with |cn|,

to obtain the last infimum which is attained for the sequence (cn) given by

|cn| =


(
|bn| − A(n, α)(n+ 1)

(∑
m∈I A(m,α)|bm| − 1

)
∑

m∈I A
2(m,α)(m+ 1)

)
, n ∈ I;

0, n ∈ Ic.

81



The equality holds in (6.23) if arg bn = arg cn, i.e. the infimum is attained for the sequence

of complex number cn = |cn|ei arg bn on I and cn = 0 on Ic.

It remains to prove that g ∈ Fα. For this, we consider

∞∑
n=1

A(n, α) |cn| =
∑
n∈I

A(n, α)

(
|bn| − A(n, α)(n+ 1)

(∑
m∈I A(m,α)|bm| − 1

)
∑

m∈I A
2(m,α)(m+ 1)

)
=
∑
n∈I

A(n, α)|bn| −
(∑
m∈I

A(m,α)|bm| − 1

)
= 1.

Hence g ∈ Fα with z/g(z) = 1 +
∑∞

n=1 cnz
n. Further, we have

dα(f,Fα) =

(
π inf

∞∑
n=0

(|bn| − |cn|)2

n+ 1

)1/2

=

(
π
∑
n∈Ic

|bn|2

n+ 1
+ π

(∑
n∈I A(n, α)|bn| − 1

)2∑
n∈I A

2(n, α)(n+ 1)

)1/2

,

and the proof is complete.

Here we provide an example that associates with Theorems 6.2, 6.3, and 1.8.

Example 6.4. Consider the univalent function fa : D→ C defined by

fa(z) =
z

1 + z + az2
,

where a ∈ C is a non-zero constant such that |a| < 1. Then z/fa = 1 + z + az2 =

1 +
∑∞

n=1 bnz
n and b1 = 1, b2 = a, bn = 0 for n ≥ 3. Applying Theorems 6.2 and 1.8 for

an arbitrarily fixed α, −1 ≤ α ≤ 1, we conclude what follows next.

By the choice of a and α, we have (5−α)|a| ≥ 0 > −2. Then Theorem 6.2 gives that

P = {1, 2} and in = n for n ≥ 1. It arises with the following cases:

If |a| ≤ 3(5− α)/(3− α)2, then we have N = 1, I = {i1} = {1}.

If |a| > 3(5 − α)/(3 − α)2, then N = 2, I = {i1, i2} = {1, 2}. A simple computation

gives

dα(fa,Fα) = inf
g∈Fα

d(fa, g) =


(π|a|2

3
+

2π

(3− α)2

)1/2

if |a| ≤
3(5− α)

(3− α)2
;( π(2 + (5− α)|a|)2

2(3− α)2 + 3(5− α)2

)1/2

if |a| >
3(5− α)

(3− α)2
,
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where the infimum is attained for the function g = ga ∈ Fα defined by

z

ga(z)
=



1 +
1− α
3− α

z if |a| ≤
3(5− α)

(3− α)2
;

1 +

(
1−

2(3− α)(2 + (5− α)|a|)
2(3− α)2 + 3(5− α)2

)
z

+

(
|a| −

3(5− α)(2 + (5− α)|a|)
2(3− α)2 + 3(5− α)2

)
ei arg(a)z2 if |a| >

3(5− α)

(3− α)2
.

Fig. 6.1 and Fig. 6.2 describe the images of D under fa and ga for some particular

values of a and α where fa is the given function and ga is the corresponding function for

which the minimum distance is attained.
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Figure 6.1. Images of D under fa and ga for a = 1/4, α = 1/2.
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Figure 6.2. Images of D under fa and ga for a = 1/2, α = −3/4.

6.3. Approximation by functions in the class Uα and P2α

We have seen that a sufficient condition for functions to be in that family played an

important role. In this section, we recall some classes of functions and corresponding

sufficient conditions of the form (1.21). Also, with the help of these sufficient conditions,
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here we generate some subclasses for which the Quadratic problem and approximation

problem can be done. Although we are not much concerned about the proof as it follows

similarly using the idea described in Theorem 6.2 and Theorem 1.8.

A function f ∈ A is said to be in U(α) if

∣∣∣∣f ′(z)

( z

f(z)

)2

− 1

∣∣∣∣ ≤ α, z ∈ D

for some α ≥ 0. Aksentév [5] proved the inclusion U(α) ⊂ S for 0 ≤ α ≤ 1. Many

properties of U(α) and its various generalizations have been investigated in the literature,

we refer for example [7,67,83] and the references therein. The following lemma gives the

coefficient condition for functions in U(α).

Lemma 6.5. [76] Let φ(z) = 1 +
∑∞

n=1 bnz
n be a non-vanishing analytic function in D

satisfying the coefficient condition

∞∑
n=1

(n− 1)|bn| ≤ α.

Then the function f defined by the equation z/f = φ is in U(α).

The above lemma generate the following subclass of the class U(α):

Uα =

{
f ∈ S :

z

f(z)
= 1 +

∞∑
n=1

bnz
n and

∞∑
n=1

(n− 1)|bn| ≤ α, 0 ≤ α ≤ 1

}
⊂ U(α).

Consider the quadratic problem of finding

(6.24) inf
∞∑
n=1

(cn − bn)2

n+ 1
,

where (bn) is a given sequence of non-negative real numbers and the infimum is taken over

all non-negative sequence (cn) of real numbers satisfying

(6.25)
∞∑
n=1

(n− 1)cn

α
≤ 1.

A technique which is adopted in Theorem 6.2 and Theorem 1.8 further leads to the

solution of Quadratic problem and approximation problem for the class Uα presented

below in Theorem 6.6 and Theorem 6.7.
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Theorem 6.6. If (bn) is a sequence of non-negative real numbers with

∞∑
n=1

n− 1

α
bn > 1

and

lim
n→∞

bn

n2
= 0,

then there exists an integer N ≥ 1 such that the minimum of the quadratic problem (6.24)

and (6.25) is ∑
n∈Ic

b2n

n+ 1
+

(∑
n∈I((n− 1)bn/α)− 1

)2∑
n∈I((n− 1)/α)2(n+ 1)

which is attained for the sequence (cn) given by

cn =

 bn −
µN(n− 1)(n+ 1)

2α
, n ∈ I;

0, n ∈ Ic,

where

µN = 2

∑
n∈I((n− 1)/α)bn − 1∑

n∈I((n− 1)/α)2(n+ 1)
,

I = {i1, i2, . . . , iN} and (in)n=1,2,...,|P| is a permutation of the indices in P = {n ≥ 1 : bn >

0} such that

βin :=
2αbin

(in + 1)(in − 1)
, n = 1, 2, . . . , |P|

is a non-increasing sequence. Moreover,

N = min{n ≥ 1 : βin+1 ≤ µin ≤ βin},

where

µin = 2

∑n
m=1((im − 1)/α)bim − 1∑n

m=1((im − 1)/α)2(im + 1)
.

Next, we present an application of Theorem 6.6. Here, we determine the best approx-

imation of analytic function in the subclass Uα.

Theorem 6.7. Let f ∈ S be a function of the form

z

f(z)
= 1 +

∞∑
n=1

bnz
n, z ∈ D,
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and assume that

lim
n→∞

bn

n2
= 0.

If
∑∞

n=1(n − 1)|bn|/α ≤ 1 then dist(z/f,Uα) = 0 and the minimum is attained for the

function g = f ∈ Uα.

If
∑∞

n=1(n− 1)|bn|/α > 1then

dα(f,Uα) =

(
π
∑
n∈Ic

|bn|2

n+ 1
+ π

(∑
n∈I((n− 1)|bn|/α)− 1

)2∑
n∈I((n− 1)/α)2(n+ 1)

)1/2

,

where I is as given in Theorem 6.6 with |bn| instead of bn. The minimum value of

dist(z/f,Uα) is attained for the function z/g(z) = 1 +
∑∞

n=1 cnz
n, g ∈ Uα, where

cn =


(
|bn| −

(n− 1)(n+ 1)

α

∑
m∈I((m− 1)/(α))|bm| − 1∑
m∈I((m− 1)/α)2(m+ 1)

)
ei arg bn , n ∈ I;

0, n ∈ Ic.

The next gives the characterization of Uα and derived by using the same techniques

of Theorem 6.3.

Theorem 6.8. For f ∈ S, dist(z/f,Uα) = 0 iff f ∈ Uα.

In [61], the authors studied the subclass P(2α) of U(α), consisting of functions f for

which ∣∣∣∣( z

f(z)

)′′∣∣∣∣ ≤ 2α, z ∈ D.

Close connections between the classes P(2α) and U(α) is given by P(2α) ⊂ U(α), see [61].

Now, recall the following coefficient conditions for function in P(2α).

Lemma 6.9. [76] Let φ(z) = 1 +
∑∞

n=1 bnz
n be a non-vanishing analytic function in D

and f = z/φ. Then if
∞∑
n=2

n(n− 1)|bn| ≤ 2α

then we have f ∈ P(2α).

We consider the subclass P2α of P(2α) generated via sufficient conditions proved in

Lemma 6.9:

P2α =

{
f ∈ S :

z

f(z)
= 1 +

∞∑
n=1

bnz
n and

∞∑
n=1

n(n− 1)|bn| ≤ 2α, 0 ≤ α ≤ 1

}
⊂ P(2α).
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Consider the problem of finding

(6.26) inf
∞∑
n=1

(cn − bn)2

n+ 1

where (bn) is a given sequence of non-negative real numbers and the infimum is taken over

all non-negative sequence (cn) of real numbers satisfying

(6.27)
∞∑
n=1

n(n− 1)cn

2α
≤ 1.

Theorem 6.10. If (bn) is a sequence of non-negative real numbers with

∞∑
n=1

n(n− 1)

2α
bn > 1

and

lim
n→∞

bn

n3
= 0,

there exists an integer N ≥ 1 such that the minimum of the quadratic problem (6.26) and

(6.27) is ∑
n∈Ic

b2n

n+ 1
+

(∑
n∈I(n(n− 1)bn/2α)− 1

)2∑
n∈I(n(n− 1)/2α)2(n+ 1)

,

which is attained for the sequence (cn) given by

cn =

 bn −
µNn(n− 1)(n+ 1)

4α
, n ∈ I;

0, n ∈ Ic,

where

µN = 2

∑
n∈I(n(n− 1)/2α)bn − 1∑

n∈I(n(n− 1)/2α)2(n+ 1)
,

I = {i1, i2, . . . , iN} and (in)n=1,2,...,|P| is a permutation of the indices in P = {n ≥ 1 : bn >

0} such that

βin :=
4αbin

in(in + 1)(in − 1)
n = 1, 2, . . . , |P|

is a non-increasing sequence. Moreover,

N = min{n ≥ 1 : βin+1 ≤ µin ≤ βin},
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where

µin = 2

∑n
m=1(im(im − 1)/2α)bim − 1∑n

m=1(im(im − 1)/2α)2(im + 1)
.

Theorem 6.11. Let f ∈ S be a function of the form

z

f(z)
= 1 +

∞∑
n=1

bnz
n, z ∈ D,

and assume that

lim
n→∞

bn

n3
= 0.

If
∑∞

n=1 n(n− 1)|bn|/2α ≤ 1 then dist(z/f,P2α) = 0 and the minimum is attained for the

function g = f ∈ P2α.

If
∑∞

n=1 n(n− 1)|bn|/2α > 1 then

dα(f,P2α) =

(
π
∑
n∈Ic

|bn|2

n+ 1
+ π

(∑
n∈I(n(n− 1)|bn|/2α)− 1

)2∑
n∈I(n(n− 1)/2α)2(n+ 1)

)1/2

where I is as given in Theorem 6.10. The minimum value of dist(z/f,P2α) is attained

for the function z/g(z) = 1 +
∑∞

n=1 cnz
n, g ∈ P2α, where

cn =


(
|bn| −

n(n− 1)(n+ 1)

2α

∑
m∈I(m(m− 1)/(2α))|bm| − 1∑
m∈I(m(m− 1)/2α)2(m+ 1)

)
ei arg bn , n ∈ I;

0, n ∈ Ic.

Theorem 6.12. For f ∈ S, dist(z/f,P2α) = 0 iff f ∈ P2α.

The proof being similar to the proof of the characterization of the class Fα (Theorem

6.3) and so we omit the proofs.
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CHAPTER 7

CONCLUSION AND FUTURE DIRECTIONS

Chapter 1 gives a brief introduction to the basic definitions and some concepts of the

theory of analytic-univalent functions. In Chapter 2 and Chapter 3, we are particularly in-

terested to solve area problems. In particular, we study in Chapter 2 about the Yamashita

extremal problem for f ∈ S with quasiconformal extension to the whole complex plane.

Area problems for functions of type (z/f)µ, µ > 0 for f belonging to some subclasses of S

(eg. S∗, S∗(α), C, S∗(A,B)) are considered in Chapter 3. For f ∈ S, the area problem of

type (z/f)µ is solved in this thesis only for µ = 1/2 and for the remaining positive values

of µ (i.e. for 0 < µ 6= 1/2), this problem is still open. Also, one can think to estimate

areas of images of Dr under non-vanishing analytic functions of the form (z/f)µ when f

is in the class S with quasiconformal extension to the whole complex plane.

The problem of finding bounds for successive coefficients i.e.
∣∣|an+1| − |an|

∣∣, proposed

by Goluzin [23] with an idea to solve the Bieberbach conjecture, is still open for the class

S. We discussed this problem in Chapter 4 for some subclasses of S, in particular for

the class of γ-spirallike functions of order α, the classes of starlike and convex functions

of order α, and other related classes of functions, but sharpness of these results remain

open. It would be interesting to see improved version of our results in which the upper

bounds are depending upon an absolute constant M .

The sufficient conditions for functions to be univalent, starlike, close-to-convex

and meromorphically convex functions, in terms of Schwarzian derivatives of the form

|Sh(z)| ≤ 2C1 are considered in Chapter 5. One of our main results on this deals with the

sharpness of a sufficient condition for meromorphic convex functions of order α. Next,

the sufficient conditions for functions in a family that are convex in one direction, in

particular the starlike and close-to-convex family, are not sharp. So, further work in this

direction is possible to prove the sharpness. Also, one can find the necessary conditions

for these subclasses when the absolute value of Schwarzian derivative is bounded by some

constant.



Main purpose of Chapter 6 is to find a best approximation of non-vanishing ana-

lytic functions of the form z/f in a parabolic region using the technique of semi-infinite

quadratic programming problems. We have seen that a sufficient condition for functions

to be in that family played an important role. It would be quite interesting to make

investigations on approximation problems for subfamilies which could be generated out

of sufficient conditions of other type (not necessarily in terms of Taylor’s coefficients) for

several classical families of analytic univalent functions. Such investigations may lead to

introduction of new techniques in the literature.
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[15] Bieberbach L. (1916), Über die Koeffzienten derjenigen Potenzreihen, welche eine

schlichte Abbildung des Einheitskreises vermitteln, S.-B. Preuss. Akad. Wiss., 138,

940–955.

[16] Branges L. de (1985), A proof of the Bieberbach conjecture, Acta Math., 154,

137–152.

[17] Chiang Y. M. (1994), Properties of analytic functions with small Schwarzian de-

rivative, Proc. Amer. Math. Soc., 24, 107–118.

[18] Chichra P. N. (1969), An area theorem for bounded univalent functions, Proc.

Cambridge Philos. Soc., 66, 317–321.

[19] Clunie J. G. (1959), On meromorphic schlicht functions, J. London Math. Soc.,

34, 215–216.

[20] Coonce H. B., Ziegler M. R. (1972), The radius of close-to-convexity of functions

of bounded bounary rotation, Proc. Amer. Math. Soc., 35(1), 207–210.

[21] Duren P. L. (1983), Univalent functions, Springer-Verlag, New York.

[22] Gabriel R. F. (1955), The Schwarzian derivative and convex functions, Proc. Amer.

Math. Soc., 6, 58–66.

[23] Goluzin G. M. (1946), On distortion theorems and coefficients of univalent func-

tions, Mat. Sb., 19 (61), 183–202.

[24] Goodman A. W. (1983), Univalent functions, Vol. 1-2, Mariner.

[25] Goodman A. W. (1991), On uniformly convex functions, Ann. Polon. Math., 56(1),

87–92.

[26] Graham I., Kohr G. (2003), Geometric Function Theory in one and higher dimen-

sions, Marcel Dekker Inc., New York.

[27] Grinspan A. Z. (1976), Improved bounds for the difference of adjacent coefficients

of univalent functions (Russian), Questions in the mordern theory of functions

(Novosibirsk), Sib. Inst. Mat., 38, 41–45.

92



[28] Gronwall T. H. (1914/15), Some remarks on conformal representation, Ann. of

Math., (2) 16, no. 1-4, 72–76.

[29] Hamilton D. H. (1980), On a conjecture of M. S. Robertson., J. London Math.

Soc., 21(2), 265–278.

[30] Hayman W. K. (1963), On successive coefficints of univalent functions, J. London.

Math. Soc., 38, 228–243.

[31] Hille E. (1949), Remarks on a paper by Zeev Nehari, Proc. Amer. Math. Soc., 55,

552–553.

[32] Ilina L. P. (1968), On relative growth of adjacent coefficients of univalent functions,

Math. Notes, 4, 918–922.

[33] Janowski W. (1973), Some extremal problems for certain families of analytic func-

tions, Ann. Polon. Math., 28, 297–326.

[34] Jenkins J. A. (1968), On an inequality considered by Robertson, Proc. Amer. Math.

Soc., 19, 549–550.

[35] Jensen P. A., Bard J. F. (2003), Operations Research-Models and Methods, John

Wiley and Sons.

[36] Kaplan W. (1952), Close-to-convex schlicht functions, Michigan Math. J., 1, 169–

185.

[37] Kargar R., Pascu N. R., Ebadian A. (2017), Locally univalent approximations of

analytic functions, J. Math. Anal. Appl., 453, 1005–1021.

[38] Kim J.-A, Sugawa T., Geometric Properties of functions with small Schwarzian

derivative, Preprint.
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[47] Löwner K. (1917), Untersuchungen über die Verzerrung bei konformen Abbildun-

gen des Einheitskreises |z| < 1, die durch Funktionen mit nicht verschwindender

Ableitung geliefert werden. Ber. Verh. Sächs. Ges. Wiss. Leipzig, 69, 89–106.
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