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Synopsis

Introduction

The strongly interacting deconfined state of quarks and gluons popularly known

as quark-gluon plasma (QGP), was expected to have prevailed shortly after the

Big-Bang. Strong interactions are explained using a quantum field theory known

as Quantum ChromoDynamics (QCD). Since gluons carry ”color” charge, this

gives rise to self-interactions due to which the QCD coupling constant (αs) in-

creases with increase in separation between quarks (r) or decrease in the mo-

mentum transfer (Q) [7]. Confinement and asymptotic freedom are the proper-

ties of QCD. Confinement results in no observation of free quarks and gluons

under normal circumstances whereas, at sufficiently high temperature or pres-

sure, the strength of αs weakens and the quarks and gluons become asymptot-

ically free, i.e. asymptotic freedom. Phase diagram of QCD matter suggests

that at sufficiently high temperature and/or density, the nuclear matter under-

goes a phase transition from hadronic stage to a phase where the quarks and

gluons are no longer confined. One of the major objectives of the relativistic

heavy-ion collision research program is to explore the phase structure of such a

strongly interacting matter. Regions of temperature and baryon density can be

accessed in a particular experiment, depending on the collision energy. Thus,

systems with very small net baryon densities but a rather high temperature are

formed at top Relativistic Heavy Ion Collider (RHIC) and Large Hadron Col-

lider (LHC) energies. Data collected by the experiments at these two collider fa-

cilities have provided conclusive evidence for the formation of strongly coupled

QGP [18]. Compared to this, the QCD phase diagram is much less explored in

the region of high net baryon densities. Hence, the ongoing Beam Energy Scan

(BES) program at RHIC and the upcoming heavy-ion collision experiments at

the Nuclotron-based Ion Collider fAcility (NICA) at the Joint Institute for Nu-

clear Research (Dubna) and at the Facility for Antiproton and Ion Research

(FAIR, Germany) aim at probing the moderate temperature and high baryonic

chemical potential regime of the QCD phase diagram.
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Motivation

As mentioned earlier, QGP is expected to form at high temperature (and low

baryon density) as well as at moderate temperature (and very high baryon den-

sities) regime of the QCD phase diagram. This is enough to motivate one to

explore the nature of such matter at these conditions of temperature and density.

The experiments which perform this study are in huge collaborations and it is

not easy to get the opportunity to explore the physics at both these regimes si-

multaneously. However, running experiments are not the only way to examine

the properties of the produced medium; one can perform the phenomenological

study by confronting the measurements already performed by the experiments

with theoretical models. In this thesis, the attempt has been made to explore

the low as well as high energy regimes of the QCD phase diagram. A Large

Ion Collider Experiment (ALICE) at the LHC is one of the experiments in the

world which is designed to probe such exotic state of QCD matter in heavy-ion

collisions at very low baryon density and high temperatures whereas, there are

several experiments performed over last four decades to probe the baryon rich

matter at low energies at Alternating Gradient Synchrotron (AGS) and Super

Proton Synchrotron (SPS) accelerator facilities.

In order to explore the high temperature regime of the QCD phase dia-

gram, the heavy-flavours, i.e. charm and beauty quarks, are a suitable choice for

investigating the nature of the quark-gluon plasma. Since their masses are large,

they are formed via initial hard scatterings in the early stages of the collision

and therefore, can witness whole evolution of the medium. Heavy-flavours can

be measured via decay products of open heavy-flavour hadrons (hadrons with

single charm or beauty quark) in semi-electronic channels. The electrons orig-

inating from both charm and beauty quark decays are measured using different

analysis techniques in proton-proton collisions where the possibility of produc-

tion of QGP is small. These measurements are very important as a baseline for

the corresponding study in heavy-ion collisions, where the in-medium modifi-

cations of these heavy-flavours due to the presence of medium can be observed.

Mass-dependent energy loss of the quarks in the medium can be performed in
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heavy-ion collisions and the corresponding reference is provided by measuring

electrons coming exclusively from beauty quarks in proton-proton collisions in

this thesis. Since these measurements are performed using the detectors and

different selection criteria, they are suffered from the systematic uncertainties

and it is important to have control over them to achieve a very good precision.

The analysis techniques used to perform these measurements have helped to

reduce the systematic uncertainties with respect to the published results and

other analysis techniques, which is one of the highlights of this thesis. In the

low energy regime of the QCD phase diagram, the comparative study of pub-

lished experimental measurements is performed using different phenomenolog-

ical models. Moreover, apart from heavy-flavours, there are other observables

which can provide some insight into the medium produced in the heavy-ion col-

lisions. Collective flow in central and non-central nuclear collisions is one of

such observables which can lead to some information about the dynamics of the

medium prevailed. In central collisions, transverse as well as longitudinal flow

of the produced particles can reveal information about the collision dynamics

at freeze-out surfaces whereas, in non-central collisions, the anisotropic flow of

those particles provides insight about the thermalisation of the hydrodynamic

driven QCD medium. In the former case, the measurements of light hadrons

and heavy strange hadrons from low energy experiments are confronted with

the blast-wave description within the non-boost-invariant scenario to study the

mass-dependent hierarchy of the kinetic freeze-out parameters such as kinetic

freeze-out temperature (Tkin) and average transverse velocity (βT ) at different

bombarding energies. However, in the latter case, more of a feasibility study us-

ing the Ultra-relativistic Quantum Molecular Dynamics (UrQMD) model [66] is

done which is essential and can provide important predictions useful for the up-

coming experiments at different accelerator facilities such as FAIR and NICA.

Data analysis in high energy nuclear collisions

In this thesis, the data analysis is performed with the data collected by ALICE

detector at the LHC. ALICE consists of several sub-detectors which are based
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on various detection principles according to the nature of particles and their

kinematics. Some of the detectors such as Inner Tracking System (ITS), Time

Projection Chamber (TPC), Time Of Flight (TOF) are used for tracking as well

as particle identifications in these analyses. These analyses are performed in a

special framework of computing Grid resources in ALICE environment.

Electrons from heavy-flavour hadrons in pp collisions

Electrons from charm and beauty quarks are measured using a data-driven tech-

nique known as photonic electron tagging method in pp collisions at
√

s = 7

TeV and 13 TeV with normal (0.5 Tesla) and low (0.2 Tesla) magnetic field (B)

respectively. Electrons are identified using TPC and TOF detectors based on

specific energy loss and time of flight information of the traversing particles, re-

spectively. Moreover, the remaining contamination from hadrons is subtracted

statistically by parameterising the TPC signal in different momentum regions.

The dominant source of background to heavy-flavour electrons is the electrons

originating from the Dalitz decay of light mesons (π0 and η) and conversion of

photons, named as photonic electrons in the text. The electron-positron pairs

from all the final state particles of Dalitz decays are used to estimate the contri-

bution from the photonic electrons in each transverse momentum (pT) bin. For

this purpose, the pools of the electrons with tighter selection criteria to select

the signal and looser selection criteria to allow as much photonic background as

possible, are built. Then the invariant mass distributions of like (e+e+ or e−e−)

and unlike (e+e−) pairs are obtained by ”tagging” electron (positron) from one

pool (inclusive candidates) with the electron (positron) from other pool (asso-

ciated candidates) and contribution below certain pair invariant mass (minv <

0.14 GeV/c) is selected in each transverse momentum (pT) bin. However, due

to the acceptance and the detector limitations, we are not able to get all the

photonic electrons. So, using Monte Carlo (MC) simulations, we estimate the

conditional probability (also called as tagging efficiency) that how much of the

electrons are being ”tagged” within the acceptance out of total produced and the

actual photonic contribution is estimated. Since MC simulations are not able to
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Figure 1. The pT-differential invariant production cross-section (black, circle
symbols) of electrons from semileptonic heavy-flavour hadron decays measured
at mid-rapidity in pp collisions at

√
s = 7 TeV (left plot) and at

√
s = 13 TeV

(right plot) with the FONLL pQCD calculations [48] (upper panel), and the
ratio of the data to the FONLL calculation (lower panels of the plots). The
cross-section at

√
s = 7 TeV is also compared with the previously published

result (blue, square symbols) and shows nice agreement.

reproduce the data well, the transverse momentum distributions of the mothers

of photonic electrons are re-weighted using the measured spectra to calculate the

proper tagging efficiency. The raw heavy-flavour electron spectrum is obtained

by subtracting photonic spectra from the inclusive electron spectrum. This raw

spectra is further corrected for detector effects by estimating tracking and parti-

cle identification (PID) efficiencies of the detectors.

The final invariant production cross-section is then compared with pQCD

(perturbative QCD) calculations, i.e. FONLL (Fixed Order Next-to-Leading

Log Resummation). The measured cross-sections at both
√

s = 7 TeV and

13 TeV show nice agreement with those predictions as shown in Figure 3.28.

Statistical uncertainties are shown as vertical bars whereas, boxes denote the

systematic uncertainties. Moreover, the cross-section at
√

s = 7 TeV is also

compared with previously published measurement which was performed using

the cocktail method [86] and had sizable systematic uncertainties. The photonic

electron tagging method has helped to reduce the systematic uncertainties down

by factor 3 at low pT region. The cross-section at
√

s = 7 TeV is measured

in transverse momentum range 0.5 to 4.0 GeV/c whereas, the one at
√

s = 13
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TeV is measured between 0.2 to 4.0 GeV/c due to the low magnetic field which

allows better reconstruction efficiency at low transverse momentum region.

Electrons from beauty hadrons in pp collisions

Furthermore, the energy loss of the particles in the quark-gluon plasma exhibits

mass dependence which can be tested by measuring beauty quarks alone. The

electrons from beauty quark decays are measured using the DCA (Distance of

Closest Approach to the Primary Vertex) fit method in pp collisions at
√

s = 5.02

TeV. In this method, the DCA distributions (or templates) of electrons from dif-

ferent sources are obtained from MC simulations and are fitted to the measured

inclusive electron DCA spectrum using the maximum likelihood fit approach.

The fit returns four amplitudes for four different electrons sources and the raw

yield of electrons from beauty quarks is obtained. The final invariant produc-

tion cross-section is obtained by correcting raw yield using the tracking and

PID efficiencies. However, due to a very small signal to background ratio and

low tracking and PID efficiencies, the measurement of beauty electrons at low

transverse momentum is difficult. So, the measurement of the cross-section is

restricted down to transverse momentum 2 GeV/c up to 8 GeV/c.

Figure 2. Left: pT-differential cross-section of electrons from beauty hadron
decays and its comparison with the FONLL prediction [48] and its comparison
with the cross-section obtained from scaling

√
s = 7 TeV cross-section using

FONLL. Right: Fraction of electrons of beauty hadron decays to electron from
heavy-flavour hadron decays

The measured cross-section is then compared with FONLL predictions
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and it shows nice agreement. The cross-section is also compared with mea-

sured cross-section at
√

s = 7 TeV [104] scaled to
√

s = 5.02 TeV using the

FONLL predictions and are consistent with each other within the uncertainties

as shown in Figure 4.23 (left plot). Vertical bars are statistical uncertainties

and systematic uncertainties are denoted by boxes. The relative contribution

of beauty quarks to the total heavy-flavour electron contribution is obtained, as

shown in the Figure 4.23 (right plot). The production cross-section of electrons

from heavy-flavour hadron decays in pp collisions at
√

s = 5.02 TeV is used

for the estimation of the fraction which is measured by ALICE with good pre-

cision [63]. This ratio is compared with the central, upper and lower limit of

FONLL predictions. The beauty contribution hints to dominate the total heavy-

flavour electron contribution beyond pT > 4 GeV/c.

Collective flow in low energy nuclear collisions

In this section, we attempt to study the collective properties of the produced

fireball and the freeze-out conditions of the emitted particles in the low energy

heavy-ion collisions which can be used as predictions for the upcoming experi-

ments in different accelerator facilities around the globe. Study of the collective

flow, both isotropic and anisotropic, have been one of the interesting domain

of the relativistic heavy-ion collisions since the start of the heavy-ion program.

In central collisions, the average longitudinal and transverse components of the

isotropic collective flow infer about the properties of collision dynamics at the

freeze-out surface whereas, in non-central collisions, the anisotropic flow coef-

ficients are sensitive to the underlying nuclear equations of state.

Kinetic freeze-out conditions of light and heavy hadrons

At first, the kinetic freeze-out conditions of light/bulk hadrons (π±, K± and p)

are studied in central Au + Au and Pb + Pb collisions, at AGS, SPS and partially

at RHIC BES energies, using a non-boost-invariant version of the blast-wave

model. Due to its simplicity, blast-wave models have been widely used for a
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long time to analyse momentum distribution of the produced hadrons and pro-

vide information about the properties of the matter at kinetic freeze-out. The

main underlying assumption is that the particles in the system produced in the

collisions are locally thermalised (till they are emitted from the medium) and

the system expands collectively with a common radial velocity field undergo-

ing an instantaneous common freeze-out. The assumption of underlying boost-

invariant longitudinal dynamics is reasonable at RHIC and LHC energies; how-

ever, it does not hold good at AGS and SPS energies. Therefore, in order to

describe particle production at these energy domains, the assumption of boost-

invariance must be relaxed. We have thus employed a variant of the blast-wave

model, where the boost-invariance is explicitly broken by introducing a depen-

dence of the transverse size of the fireball on the space-time rapidity (η).

ELab Hadrons ηmax 〈βT 〉 Tkin (MeV) χ2/Ndof
(AGeV)

20 Strange 1.288±0.021 0.4418±0.0032 93.09±0.19 1.9
Light 1.882±0.005 0.5177±0.0011 79.77±0.05 6.5

30 Strange 1.728±0.026 0.4501±0.0029 95.84±0.17 2.2
Light 2.084±0.004 0.5368±0.0011 80.28±0.05 6.7

40 Strange 1.752±0.018 0.4536±0.0026 98.82±0.14 3.7
Light 2.094±0.004 0.5356±0.0009 81.92±0.04 5.5

80 Strange 1.989±0.021 0.4489±0.0022 106.46±0.12 3.6
Light 2.391±0.005 0.5347±0.0012 82.68±0.05 3.8

158 Strange 2.031±0.029 0.4688±0.0016 109.24±0.11 3.4
Light 2.621±0.006 0.538±0.0013 84.11±0.06 4.4

Table 1. Summary of the fit results of heavy strange and light hadrons at
different energies from SPS.

The transverse momentum (pT) spectra for a variety of bulk and rare

hadronic species are analysed within the opted non-boost-invariant blast-wave

model framework, in the beam energy (Elab) range 20 A - 158 A GeV. Following

a linear transverse flow profile, there are three parameters namely Tkin, ηmax and

β 0
T respectively signifying the kinetic freeze-out temperature, width of space-

time rapidity and transverse flow gradient which are common for all hadrons at

a given energy and extracted from the simultaneous fitting of the pT spectra of

selected hadronic species. To explore the effect of longitudinal dynamics, the

xi



available rapidity spectra are also analysed using the extracted parameters from

pT spectra.

Furthermore, identified hadrons over a wide range of masses are analysed

under the same framework to study the mass-dependent hierarchy in kinetic

freeze-out parameters. For this, along with the results from light hadrons (π−

and K±), the pT and rapidity spectra of heavy strange hadrons such as Λ, Λ̄, φ ,

Ξ± and Ω± at different SPS energies and only pT spectra of Charmonia (J/ψ ,

ψ
′
), due to unavailability of their rapidity spectra at top SPS energy (Elab = 158

AGeV) are analysed using the same model. The fit results for heavy strange

and light hadrons at SPS energies are shown in Table 5.3 and displayed in Fig-

ure 5.13. Left plot of the Figure 5.13 shows a higher value of Tkin for heavy
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Figure 3. Left: Kinetic freeze-out temperature (Tkin) for heavy strange and
light hadrons with incident beam energy (Elab). Middle: The (partial) ex-
pansion history of the fireball created in central Pb+Pb collisions at Elab =
158A GeV. The points indicate Tkin and mean transverse collective flow veloc-
ity (〈βT 〉) of the system at the time of charm, heavy strange and light hadron
kinetic freeze-out. Right: Variation of the speed of sound for heavy strange
and light hadrons using a non-conformal solution of Landau hydrodynamical
model with beam energy. The horizontal line at c2

s = 1/3 indicates the ideal
gas limit. Errors are within the marker size.

strange hadrons than the light hadrons indicating early kinetic decoupling of the

former from the medium at all beam energies. We saw a mass-dependent hier-

archy in Tkin and 〈βT 〉, as shown in the middle plot of Figure 5.13. Moreover,

to take a more deeper look into the longitudinal properties of the medium, the

rapidity spectra of heavy strange and light hadrons are analysed using recently

developed non-conformal solution of Landau hydrodynamical model [154]. In

this model, the speed of sound (cs) is a common free parameter which is ex-

tracted from simultaneous fitting and found to be shown similar mass-dependent

xii



hierarchy for heavy strange and light hadrons as shown in the right plot of Fig-

ure 5.13.

Anisotropic flow of charged hadrons

Study of the anisotropic flow coefficients of the bulk particles in the low en-

ergy non-central heavy-ion collisions is also performed. We made an attempt to

address a long-standing issue of probing the equation-of-state of the strongly-

interacting matter, from the measurement of collective flow observables in non-

central heavy-ion collisions. We focus on the flow parameters, namely directed

flow (v1), elliptic flow (v2) and quadrangular flow (v4) at mid-rapidity in semi-

central Au+Au collisions, in the beam energy (Elab) range 6−25A GeV, where

the future FAIR and NICA accelerators would be operated. The UrQMD trans-

port approach coupled with the ideal hydrodynamic expansion for different nu-

clear equations of state is employed for this purpose.
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Figure 4. Top: v2 vs pT for charged hadrons using UrQMD for different EoS
for Elab = 6A and 25A GeV. Bottom: v1 vs yc.m. for charged hadrons using
UrQMD for different EoS for Elab = 6A and 25A GeV
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The elliptic flow parameter, v2 of charged and identified hadrons as a func-

tion of transverse momentum and rapidity, is examined and it is noticed that v2

is always higher in the hydrodynamic scenario when compared with the trans-

port mode of the UrQMD model but fails to differentiate between the partonic

and hadronic degrees of freedom as shown in Figure 6.1. This insensitivity can

be attributed to the small lifetime of the hydrodynamic phase at such low energy

collisions. Constituent quark number scaling of v2 for all the energies and nu-

clear EoS is also studied, and reasonably good scaling of v2 is observed. First

harmonic coefficient of the azimuthal distribution, i.e. v1 is sensitive to the lon-

gitudinal dynamics of the medium and hence it is studied as a function of the

rapidity (yc.m.). The slope of v1 is observed to be sensitive to the hydrodynam-

ical scenario and able to differentiate the pure transport mode from the hydro

mode. However, similar to v2, v1 also shows insensitivity to the partonic and

hadronic degrees of freedom.

Figure 5. On left, Slope (dv1
dy ) at yc.m. ≈ 0 by fitting with polynomials as

a function of beam energy (ELab) for different EoS at midrapidity. On right,
v4/(v2)

2 as a function of beam energy (ELab) for different EoS at midrapidity.

Moreover, the beam energy (ELab) dependence of the slope of the directed

flow (dv1/dy), v2 and v4 of charged hadrons is examined for different equations

of state. The generation of v4 is governed by both the intrinsic v2 and the 4th

order moment of collective flow and therefore, the contribution of v2 to v4 is

simply estimated as v4 = 0.5(v2)
2, within ideal fluid dynamics and in the absence

of any fluctuations. Hence, with the ratio v4/(v2)
2, one can gain some insights

about the dynamics of the collision when studied as a function of beam energy
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(ELab). The ratio is found to be varying between 0.5 to 2 (see right plot of

Figure 6.19) but, given the statistical fluctuations, more conclusive remarks can

be made upon their reduction.

Conclusions and outlook

In this thesis, an attempt is made to explore the properties of the medium that

can be formed in low as well as high energy nuclear collisions. In the context of

high energy collisions, the measurements of electrons from charm and beauty

quarks in proton-proton collisions are performed using the data provided by

ALICE experiment where the matter with very high temperature and almost zero

baryonic chemical potential is believed to be produced. For these measurements,

different analysis techniques are adopted and the results are compared with the

theoretical predictions which show consistency. In the view of ongoing ALICE

detector upgrade, the improved primary vertex and impact parameter resolution,

together with the improved luminosity of the LHC accelerator complex, will

provide a chance to perform the precision measurements. Moreover, the new

measurements of the species such as Λb baryon and B meson would be possible.

In the later part, the focus is shifted to the other end of the QCD phase

diagram, i.e. to study the matter produced in moderate temperature and high net

baryon density regime. The mass-dependent hierarchy in the kinetic freeze-out

parameters of light hadrons, heavy strange hadrons and charmonia produced in

central low energy nuclear collisions are examined in the framework of the non-

boost-invariant blast-wave model. Similar hierarchy in the speed of sound of

light hadrons and heavy strange hadrons is observed when their rapidity spec-

tra are studied using the non-conformal solution of the Landau hydrodynamical

model. For the upcoming experiments at FAIR and NICA accelerator facilities,

these measurements would be useful for a better understanding of the freeze-out

conditions. Moreover, a simulation study of different anisotropic flow coeffi-

cients of charged hadrons in non-central nuclear collision at FAIR energies is

performed using the UrQMD model which will also be very crucial once the

data from experiments at FAIR and NICA will be available.
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Chapter 1

Introduction

In this chapter, a brief introduction to the high energy physics in the context

of this thesis is given. This includes a short overview of the standard model,

the formation of Quark-Gluon Plasma, its evolution and ways to probe it in the

heavy-ion experiments.

1.1 Standard Model

Matter around us is built from elementary particles and interactions among

them. As per the traditional wisdom, there are four fundamental forces that exist

in nature viz. Strong, Electromagnetic, Weak and Gravitational force. The stan-

dard model is a theory which encapsulates these fundamental interactions except

gravitational force. The fundamental particles can be characterized by their in-

trinsic properties such as, spin, baryon number, lepton number, electric and color

charge etc. As shown in Figure 1.1, the particles and their anti-particles can be

broadly classified into two groups, fermions and bosons according to their spin

quantum number. Quarks and leptons are fermions. There are six quarks (up

(u), down (d), strange (s), charm (c), bottom (b) (or beauty) and top (t)) and

their anti-quarks, each with three color (red, green and blue) and their corre-

sponding anti-color charges as an additional quantum number [1, 2]. There are

three generations of quarks (leptons) in which up and down (electrons (e) and

electron neutrino (νe)) being the first generation of quarks (leptons), strange and

charm (muon (µ) and muon neutrino (νµ )) being the second, and top and bot-

tom (tau (τ) and tau neutrino (ντ )) are the third generation of quarks (leptons).

Another category of the particles is bosons which consist of gauge bosons and
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Figure 1.1. Classification of the particles and their interactions included in the
standard model

scalar bosons. Gauge bosons are the force carriers of fundamental forces. W±,

Z bosons govern the weak interactions whereas electromagnetic interactions are

governed by photons. Moreover, gluons are the force carriers of strong forces.

The recently discovered Higgs boson [3, 4] is a scalar boson responsible for

giving the masses to quarks and leptons by interacting with them and itself.

1.2 Quark Gluon Plasma and Relativistic

Heavy-Ion Collisions

Quantum ChromoDynamics (QCD) [5] is a quantum field theory of the strong

interactions. It is developed in close analogy with Quantum ElectroDynamics

(QED). Quarks and gluons are point-like structures and are the basic degrees

of freedom in QCD. Since gluons carry “color” charge, this gives rise to self

interactions which is responsible for the running of the QCD coupling constant

αs(r,Q) with the separation between quarks (r) or the momentum transfer (Q) [6,

7] as shown in Figure 1.2. Under normal circumstances, quarks and gluons are

confined, and therefore, their direct observation is not possible, a phenomenon

known as confinement. However, at the higher temperature or pressure, i.e. at

large momentum transfer or small distance, the strength of αs weakens and the

quarks and gluons become asymptotically free which is known as Asymptotic
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Figure 1.2. Running of QCD coupling constant as a function of momentum
transfer (Q) [8].

freedom. Confinement and Asymptotic freedom are the two unique properties of

the QCD.

The strongly interacting state of deconfined quarks and gluons, popularly

known as Quark-Gluon Plasma (QGP), was expected to have prevailed just af-

ter the Big-Bang. Exploration of the phase structure of such a strongly inter-

acting matter of quarks and gluons has been one of the driving forces behind

the modern physics research. This novel state of strongly interacting matter is

expected to be produced at very high temperature or baryon chemical potential

as shown in the QCD phase diagram in Figure 1.3. At sufficiently high temper-

ature and/or high density, the nuclear matter undergoes a phase transition from

hadronic stage to a phase where the quarks and gluons are no longer confined.

According to the first principle Lattice QCD [9] calculations, the transition is be-

lieved to be a smooth cross-over at high temperatures and very small baryonic

densities. On the other hand, at high baryonic densities, the phase transition

is predicted to be of the first order. This points towards a possible existence
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of critical endpoint (CEP) on the phase diagram. The transition temperature of

about 160 MeV at zero baryon chemical potential (µB = 0) is predicted by the

Lattice QCD. Another type of phase transition was predicted by Lattice QCD

related to the shift in the mass of the particles, i.e. Chiral phase transition. The

mass of a proton is 0.938 GeV/c2 and therefore, mass of each constituent quark

(Mq) is about 300 MeV/c2. Since bare masses of quarks are small (mq ≈ 0), bare

quarks dress themselves with gluons to form hadrons in a vacuum. This dress-

ing of gluons is expected to melt (Mq → mq) in the hot and dense medium of

quarks and gluons. Lagrangian of the QCD is chirally symmetric for massless

quarks (mq ≈ 0) which implies the spontaneous breaking of chiral symmetry

for constituent quark mass (Mq 6= 0). This means that the system undergoes a

chiral phase transition from Mq → mq, which leads to restoration of the chiral

symmetry.

In the laboratory, such hot and dense matter of quarks and gluons can

be produced when two heavy-ions collide at relativistic speeds. A central goal

of the relativistic heavy-ion collision experiments is the quantitative mapping

of the QCD phase diagram from low to high temperatures and baryon densi-

ties [11, 12]. The major drive behind such investigations is to search for a first

and (or) second-order phase transition together with the existence of critical

endpoint (CEP) of the QCD matter at non-zero baryon chemical potentials. Ex-

ploration of the different phases of strongly interacting matter in the full range of

temperatures and baryon densities necessitates the simultaneous measurements

of various observables over a wide range of beam energies.

Over the past two decades, the region of high temperature and vanish-

ing baryon densities of the QCD phase diagram has been extensively studied

in experiments carried out at accelerator facilities such as Relativistic Heavy-

Ion Collider (RHIC) [13, 14] in Brookhaven National Laboratory (BNL) and

Large Hadron Collider (LHC) [15–17] in European Organization for Nuclear

Research (CERN). Experiments such as A Large Ion Collider Experiment (AL-

ICE) at LHC and Solenoidal Tracker at RHIC (STAR) and Pioneering High En-

ergy Nuclear Interaction eXperiment (PHENIX) at RHIC are dedicated for the

heavy-ion research. Data collected by the experiments at these two collider fa-
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Figure 1.3. Conjectured picture of the QCD phase diagram [10].

cilities [13–17] have provided conclusive evidence for the formation of strongly

coupled Quark-Gluon Plasma (QGP) [18]. Compared to that, our understanding

of the QCD equation of state at non-zero baryon densities is somewhat limited.

Hence, the ongoing Beam Energy Scan (BES) program at RHIC [19, 20] and the

upcoming heavy-ion collision experiments at the Nuclotron-based Ion Collider

fAcility (NICA) [21] at the Joint Institute for Nuclear Research (Dubna) and at

the Facility for Antiproton and Ion Research (FAIR, Germany) [22, 23] aim at

probing the moderate temperature and high baryonic chemical potential regime

of the QCD phase diagram.

1.2.1 Evolution of the Quark-Gluon Plasma in Relativistic

Heavy-Ion Collisions

Quark-Gluon Plasma is locally thermally equilibrated strongly interacting phase

of quarks and gluons which can be created in the laboratory by colliding two

Lorentz contracted heavy ions at relativistic energies. After the collisions, a

series of events leads to the formation of QGP and eventually hadronization as

depicted in Figure 1.4 and explained briefly. Here, one make use of co-ordinate

transformation from (t,z) to (τ,η) where, τ =
√

t2− z2 and η = 1
2 ln( t+z

t−z),
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Figure 1.4. Space-time evolution picture of the relativistic heavy-ion colli-
sion [24].

where τ is the proper time and η is space-time rapidity.

Pre-equilibrium stage

The two Lorentz contracted nuclei collide with each other with certain impact

parameter (b). Just after the collision, depending on b, the energy carried by the

nuclei is deposited inside the small volume of the collision zone. This results in

the liberation of a large fraction of partons (quarks and gluons) and leads to the

inelastic interactions among them, forming the pre-equilibrium phase.

Formation of QGP and its evolution

Large energy density in the overlap region of the two nuclei allows the con-

stituents to undergo multiple re-scatterings due to the smaller mean free path

compared to the system size. This drives the system towards thermalisation.

After the energy density becomes high enough and at a time, τ = τ0, the system
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comes to thermal equilibrium, and the QGP is formed. The evolution of the

QGP can be explained using the laws of relativistic hydrodynamics.

Freeze-out stage

After some time (duration of QGP, τQGP ≈ 3–5 fm/c), the energy density begins

to drop below critical value (εc ≈ 1 GeV/fm3), required for the formation of

the QGP. As the system cools down, quarks and gluons start to form hadrons.

These hadrons interact inelastically and produce new particles. The stage where

the inelastic collisions between the hadrons cease to exist, that stage is called

as chemical freeze-out (CFO) and the temperature is called as chemical freeze-

out temperature (Tch). Even after this, hadrons still interact with each other

elastically and can change the momentum distribution. When mean free path

becomes larger than the system size, they are no longer able to interact with

each other, and this stage is known as kinetic or thermal freeze-out (KFO) and

the corresponding temperature is known as kinetic freeze-out temperature (Tkin).

Following this, momentum distributions of the particles are fixed, and then they

are freely streamed into the detector. These particles are then detected by the

detector using different detection techniques.

1.3 What to look for in the experiments?

Since the state of Quark-Gluon Plasma is very short-lived, it is not possible to

probe its existence directly in the experiments. The only way to examine is to

develop some observables which can be measured in the experiment, and the in-

formation on the QGP can be extracted indirectly. Some of the signatures of the

QGP such as strangeness enhancement, photons and dileptons, jet quenching,

quarkonium suppression are briefly discussed in this section. Apart from these,

heavy-flavours and collective flow are also considered as promising probes to

study this state of matter. Since the objective of the thesis is related to study

these two, they are explained in details in the later sections.
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1.3.1 Strangeness enhancement

Enhancement in the production of strange particles in final yield in heavy-ion

(AA) collisions in contrast to pp and pA collisions is considered as one of the

important probes of the QGP [25, 26]. There are no strange quarks present in the

initial colliding nuclei. Production of strange quark pairs is more favourable in

parton-parton interactions in comparison to the hadronic interactions [26]. So in

the QGP phase, the partonic interactions are prominent and lead not only more

rapid strange production, but the abundances of the higher strange species also

enhance. In hot hadronic medium, the threshold to produce the strange hadrons

in the reaction like π + π → K+ K̄ is about 600 to 700 MeV which is quite

higher than the one required for the production of ss̄ pairs i.e 2ms ≈ 300 MeV.

The gluon fusion (gg → ss̄) is one of the dominant processes for the ss̄ pair

production. So consequently, in the QGP phase, this reflects in the enhanced

production of strange particles in comparison to the hadronic scenario.

Due to the initial conditions in collisions, u and d quarks are available

in abundance than their corresponding anti-quarks (ū,d̄). So at the time of

hadronization, already produced strange pairs (ss̄) can combine to form φ (ss̄)

meson or s̄ can form K+ (us̄) by hadronizing with u quark. It is more prefer-

able for s quark to hadronize with two quarks (u, d) to form a strange baryon

than to combine with ū or d̄ to form meson due to the presence of more quarks

than anti-quarks. So in heavy-ion collisions, large production of ss̄ pairs leads

to more strange hadrons in the final state than pp and pA systems.

To quantify this strangeness enhancement in the experiments, apart from

the yield of strange and multi-strange hadrons, ratio of the strange to non-strange

hadrons is also measured, and indeed strangeness enhancement is observed in

heavy-ion collisions. The first observation of strangeness enhancement was seen

at NA57 experiment at the SPS [27]. Recently [28], evidences of strangeness

enhancement in high multiplicity pp and pA collisions were presented. These

results are in agreement with those in heavy-ion collisions which is very surpris-

ing. This has opened new doors for the physics in high multiplicity collisions of

small systems.
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1.3.2 Photons and dileptons

Photons (real or virtual) are believed to be produced and decay into dileptons

(i.e. e+e−, µ+µ−) in almost every stage of the relativistic heavy-ion collisions.

In 1976, the importance of the electromagnetic probes was first pointed out

by Feinberg [29]. Since these are electromagnetic radiations, their inability to

interact strongly makes them a perfect probe to investigate the produced strongly

interacting medium. Even at the highest of the temperatures in the heavy-ion

collisions, the mean free path (typically 102 – 104 fm) [30] of these probes is

way larger than the system size (about 10 fm) which means they would come out

without interacting with the medium carrying the information about the medium

where they are produced.

Depending on the stages where they are produced, the photons are cate-

gorized. For instance, (i) prompt photons are originated from very early stages

of the collisions via initial hard scatterings in processes such as quark-gluon

Compton scattering (q + g→ g + γ), quark anti-quark annihilation (q + q̄→ g +

γ) and so on, (ii) photons which are produced before the medium gets thermal-

ized are called as pre-equilibrium photons, (iii) thermal photons come from the

quark-gluon plasma as well as via hadronic interactions in the hadronic phase,

and (iv) other photons can originate through the passage of jets through the

plasma.

Dileptons are massive in size compared to photons and therefore, are

sometimes considered advantageous over photons. They can be classified into

three regimes depending on their pair invariant mass:

• Low mass region (M 6 Mφ ): Dilepton production from mesons (π0 →

e+e−γ , η→ e+e−γ , ω→ e+e−π0, φ → e+e−) dominate this mass region.

• Intermediate mass region (Mφ < M < MJ/ψ ): This mass region is domi-

nated by the dileptons produced from continuum radiations coming from

the QGP and therefore, this region is crucial to extract the information

about the QGP.

• High mass region (M > MJ/ψ ): In high mass region, the dileptons orig-

9



inate from radiation coming from primordial stage and heavy quarkonia

such as J/ψ and ϒ.

At first, photons and dileptons were studied with the hope to get infor-

mation about the temperature of the fireball. With time, their applications were

realized in other aspects of the collisions such as (i) use of photons to study

the system size evolution using intensity interferometry [31–33] (ii) investiga-

tion of the formation time of the quark-gluon plasma [34] and study of mo-

mentum anisotropy of the initial partons using elliptic flow of the thermal pho-

tons [35, 36]. (iii) Dileptons are a handy tool to study the medium modifications

of the vector mesons [37], moreover, used as a tool to characterize the QGP

phase using dilepton interferometry [38].

1.3.3 Jet quenching

When two partons with high transverse momentum interact, two outgoing par-

tons with large virtuality Q are produced back-to-back. These partons subse-

quently lose their energy by radiating gluons and (or) splitting into qq̄ pairs

which result in a collimated spray of hadrons in the final state called as ”Jet”.

While passing through the QCD medium produced in the nuclear collisions,

these jets undergo multiple rescattering with the medium and eventually lose

their energy. This results in the attenuation of the jet yield coming out, which is

called as Jet quenching. Experimentally, the jet quenching is measured via ob-

servable called as Nuclear Modification Factor, which quantifies the amount of

suppression in the yield of the jets in the nucleus-nucleus collisions with respect

to proton-proton collisions. Another way to observe the jet quenching in exper-

iments is by measuring the azimuthal correlation between the particles [39].

1.3.4 Quarkonium suppression

Quarkonium are the stable bound states of heavy quarks (Q) and anti-quarks

(Q̄) where Q can either be charm or bottom (or beauty) quark. Bound state of
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cc̄ is called as charmonium and bb̄ as bottomonium. The ground state of char-

monium family is known as J/ψ , and bottomonium family is ϒ. Unlike light

hadrons whose masses come from the interactions between their nearly mass-

less constituents, the masses of quarkonia come largely from the bare masses of

their quark content which are determined via Higgs mechanism from the elec-

troweak sector of the standard model. Moreover, another specific property of

these quarkonia is their small size of about 0.1 to 0.3 fm in contrast to light

hadrons which are of radius ≈ 1 fm. This suggests their large binding energy

compared to those of light hadrons. Since masses of cc̄ and bb̄ pairs are less than

two times the masses of corresponding open heavy-flavour hadrons i.e. Mcc̄ <

2MD (D = cū) and Mbb̄ < 2MB (B = bū), their decay into DD̄/BB̄ pairs are not

allowed.

J/ψ suppression was first proposed by Matsui and Satz in 1986 [40]. It was

argued that due to the Debye screening by the free color charges in the QGP, the

suppression in the final yield of J/ψ and other quarkonia could be observed. For

different quarkonium states, the amount of suppression should be decided by

their binding energy. For instance, the strongly bound states like ϒ show less or

no suppression. This suppression suggests that produced cc̄ pairs either unable

to evolve into the bound states or those bound states are destroyed as a result

of a weakening of the cc̄ bond due to the Debye screening. J/ψ suppression

was first observed experimentally at the SPS [41] and then later measured at

different experiments such as PHENIX, STAR and ALICE [42–45] at the RHIC

and the LHC, respectively.

1.4 Heavy-Flavour Production

The measurement of the heavy-flavours (charm (c) and beauty (b) quarks) is one

of the important tools to extract the information about the produced medium.

Due to the large bare masses of the heavy-flavours (mc ≈ 1.5 GeV/c2 and mb

≈ 4.5 GeV/c2) [46] which are quite greater than ΛQCD ≈ 200 MeV, they are

produced at the very early stages of the collision via initial hard scattering wit-

nessing the whole evolution of the Quark-Gluon Plasma (QGP) (see Figure 1.4).
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The production of these heavy-flavours can be treated in the framework of per-

turbative QCD (pQCD) even at zero transverse momentum due to the hard scale

introduced by their mass unlike in the case of gluons and light quarks as they can

only be treated perturbatively at high transverse momentum [47]. Consequently,

heavy flavours provide the essential foreground to improve our understanding of

the pQCD. Moreover, their measurements in proton-proton (pp) collisions pro-

vide required baseline for the corresponding investigations in proton-nucleus

(pA) collisions, where effects due to the presence of a nucleus in the collision

system play a role, and in nucleus-nucleus (AA) collisions, where the heavy

quarks propagate through the produced hot and dense medium and interact with

its constituents.

The production process of heavy-flavour hadrons in relativistic collisions

can be factorized in the following components within the pQCD approach:

• Non-perturbative nature of initial conditions: The nature of the initial con-

ditions is crucial, and it depends on the fraction of momenta x, carried by

the parton inside the hadron. It also depends on the square of momentum

transfer, Q2 between two interacting partons. The distributions of various

partons as a function of x have been examined by deep inelastic scattering

experiments. These distributions are parameterized and used in various

calculations in the form of parton distribution functions (PDF).

• Scattering cross-section of partons (perturbative): The partonic scattering

cross-section can be determined in the domain of perturbative QCD. Con-

tribution on Leading Order (LO) level comes mainly from gluon fusion

and quark anti-quark annihilation processes, whereas processes such as

gluon splitting or flavour excitation are considered as well at the next-to-

leading order level. Apart from this picture, the cross-section has been

attempted to determine at fixed order with next-to-leading-log resumma-

tion of higher orders in αs.

• Fragmentation of heavy flavours into hadrons (non-perturbative): This

can further be distinguished in the following ways.
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Figure 1.5. Production of heavy quarks in the relativistic heavy-ion collision

– Once the pairs of heavy-quarks are produced, only about 1−2% of

them can form a bound state of quarkonia.

– Otherwise, the produced heavy-quark pairs can fragment with light

quark into open heavy-flavour hadrons (hadrons with a single charm

or beauty quark).

Furthermore, measurement of open heavy-flavour hadrons can be per-

formed via their hadronic and semi-leptonic decay channel due to their short

lifetime (see Table 1.1 for details). In their hadronic channel, full kinematics can

be accessed whereas it is not possible in case of semi-leptonic decay channel.

In this thesis, the measurement of the heavy-flavours via their semi-electronic

decay channel with substantial 10% branching ratio is discussed. The measure-

ments of the electrons from heavy-flavour hadron decays can be confronted with

the pQCD predictions such as Fixed Order with Next-to-Leading-Log resumma-

tion (FONLL) calculations [48–50].

Yields of heavy-flavours in nucleus-nucleus collisions scale with the num-

ber of binary collisions in the absence of nuclear effects since their thermal pro-
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Particle Mass Decay B.R. cτ

(Quark content) (GeV/c2) mode (%) (µm)

D+ (cd̄)
1.8696±0.0001 K− π+ π+ 9.38±0.16

e+ anything 16.07±0.30 312

µ+ anything 17.6±3.2

D0 (cū)
1.8648±0.0001 K− π+ 3.95±0.03

e+ anything 6.49±0.11 123

µ+ anything 6.8±0.6

D+
s (cs̄) 1.9683±0.0001 φ π+ 4.5±0.4

e+ anything 6.5±0.4 151

Λc (udc) 2.2865±0.0001 pK− π+ 6.3±0.3 60

B+ (ub̄) 5.2793±0.0001 D0 anything 8.6±0.7

l+ νl anything 10.99±0.28 491

B0 (db̄) 5.2796±0.0001 D0 anything 8.1±1.5

l+ νl anything 10.33±0.28 455

B0
s (sb̄) 5.3669±0.0001 D−s anything 93±25

l+ νl anything 9.6±0.8 453

Table 1.1. Summary of some open heavy-flavour hadrons, their masses, decay
modes, branching ratios and life time [51].

duction is not quite possible. So, violation of this binary scaling would mean

the modifications of heavy-flavour observables in the nuclear medium. These

modifications can be originated from two different sources such as initial and

final state effects, which need to be differentiated.

The distribution functions of partons in the nucleons are different from the

parton distribution functions embedded in nuclei. These initial state effects can

lead to some nuclear modifications. As mentioned earlier, the parton distribution

functions are different for different values of x and Q2. At medium values of x

(x ≈ 0.1), the parton density in nucleons is smaller than in nuclei and the region

is called as the anti-shadowing region. In shadowing region, parton density at

low x (x ≈ 10−2) is depleted in nuclei with respect to nucleons. There are other

effects such as gluon saturation, which may lead to a reduction in their densities

at low x.

In final state effects, due to presence of the hot and dense matter, in-
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medium modifications of the heavy-flavour observables occur in relativistic

heavy-ion collisions. Understanding of such modifications enables the possi-

bility to shed light on the properties of the hot QCD matter. Of course, this

would imply to have a good understanding of the initial state effects to separate

these effects from one another. Experimentally, these modifications are stud-

ied in terms of the nuclear modification factor (RAA). As mentioned earlier,

the study of heavy-flavour observables in proton-proton collisions provide good

cross-check with respect to heavy-ion collisions.

In the context of heavy ion experiments, open heavy-flavours are

measured in hadronic and semi-leptonic channels in PHENIX [52–56] and

STAR [57–61] experiments at RHIC. ALICE experiment at the LHC provides

an important platform because of its excellent Particle Identification (PID) and

tracking abilities due to which more precise measurements can be achieved.

Recently, the nuclear modification factor (RAA) of electrons from heavy-flavour

hadron decays has been studied at both available energies (
√

sNN = 2.76 and

5.02 TeV) at the LHC [62, 63].

1.5 Collective Flow

Collective flow has drawn some attention as a probe to study the strongly in-

teracting matter produced in relativistic heavy-ion collisions. The shape of the

interaction or overlapping region depends on the impact parameter (b) of the

collision in heavy-ion collisions, as shown in Figure 1.6. As a result, in the cen-

tral collisions where the impact parameter is close to zero, the collective flow

has two components viz. longitudinal and transverse flow, due to the isotropic

nature of the initial geometry. Different descriptions are available in the litera-

ture to explain the dynamics of the produced medium. For instance, to extract

the information related to the longitudinal and transverse dynamics at the freeze-

out, the rapidity and transverse momentum spectra can be explained using one

such description known as the blast-wave model. This model is very successful

and known to give a better understanding of the freeze-out conditions.

15



Figure 1.6. Components of the collective flow in (a) central (b ≈ 0) and (b)
non-central (b > 0) collisions.

On the other hand, in non-central collisions, initial anisotropy in the spa-

tial distribution leads to an additional component in the collective flow decom-

position, i.e. transverse anisotropic flow. This can provide insights about the

collectivity of the medium. Particles are produced isotropically in the trans-

verse plane in the proton-proton collisions. On the same line, if all proton-

proton collisions in the heavy-ion collisions are independent of each other, the

production would be isotropic in the transverse plane too. However, due to the

anisotropy of the interaction volume in non-central collisions, particles in the

collision system undergo multiple scattering and the azimuthal distribution of

the transverse momentum of the produced particles would be modified. In other

words, the initial spatial anisotropy transforms into the momentum anisotropy

due to the multiple re-scatterings occurred at the early stage as depicted in Fig-

ure 1.7. Moreover, these re-scatterings will also drive the medium into thermal

equilibrium which will further expand collectively. This collectivity might re-

flect in the distributions of the produced particles. The Fourier expansion of the

azimuthal distribution of the final state particles is given by the formula,

E
d3N
d3p

=
1

2π

d2N
pT d pT dy

[
1+∑2vn cos(n(φ −ψ

n
r ))

]

Where, φ , ψn
r and vn are azimuthal angle of the particle, reaction plane
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Figure 1.7. Anisotropy in non-central heavy-ion collision [64].

Figure 1.8. Harmonic coefficients of the azimuthal distribution of the final
state particles

angle and nth Fourier coefficient of the azimuthal distribution, respectively. vn

can be further obtained as,

vn =< cos[n(φ −ψ
n
r )]>

Where, v1, v2, v3,..... are known as directed flow, elliptic flow, triangular flow

respectively and so on. Figure 1.8 (right plot) shows the pictorial representation

of directed and elliptic flow (in plane and out of plane) in the momentum space.

More detailed study about these coefficients of different identified hadrons will

be provided later in the thesis.
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1.6 Motivation

Probing the strongly interacting matter produced in relativistic collisions is one

of the primary motivations behind the modern heavy-ion program. Quark-gluon

plasma is expected to form at high temperature (and low baryon density) as well

as at moderate temperature (and finite baryon densities) regime of the QCD

phase diagram. This is enough to motivate one to explore the nature of such

matter at these conditions. The experiments which perform this study are in

huge collaborations and it is not easy to get the opportunity to explore the

physics at both these regimes simultaneously. However, running experiments

are not the only way to examine the properties of the produced medium; one

can perform the phenomenological study by confronting the measurements al-

ready performed by the experiments with theoretical models. In this thesis, the

attempt has been made to explore the low as well as high energy regimes of the

QCD phase diagram. As mentioned earlier, ALICE at the LHC is one of the

experiments in the world which is designed to probe such matter in heavy-ion

collisions at very low baryon density and high temperature whereas; in the past

there are several experiments performed to probe the baryon rich matter at low

energies at AGS and SPS.

In the case of exploring the high-temperature regime of the QCD phase

diagram, heavy flavours are suitable choice for investigating the nature of the

quark-gluon plasma. Heavy flavours can be measured via decay products of

open heavy flavour hadrons in semi-electronic channels. The electrons origi-

nating from both charm and beauty quark decays are measured using different

analyses techniques in proton-proton collisions, where the possibility of produc-

tion of QGP is little. These measurements are very important as a baseline for

the corresponding study in heavy-ion collisions, where the in-medium modifi-

cations of these heavy flavours due to the presence of medium can be observed.

Mass dependent energy loss of the quarks in the medium can be performed in

heavy-ion collisions, and the corresponding reference is provided by measuring

electrons coming solely from beauty quarks in proton-proton collisions in this

thesis. Since these measurements are performed using the detectors and differ-
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ent criteria, they suffer from systematic uncertainties, and it is important to have

control over them to achieve better precision. The analyses techniques used to

perform these measurements have helped to reduce the systematic uncertain-

ties with respect to the published ALICE results and other analyses techniques,

which is one of the highlights of this thesis.

In the low energy regime of the QCD phase diagram, the comparative

study of published measurements by experiments is performed using different

phenomenological models. Moreover, apart from heavy-flavours, there are other

observables which can provide some insight into the medium. Collective flow in

central and non-central nuclear collisions is one of such observables which can

lead to some information about the dynamics of the medium prevailed. In cen-

tral collisions, transverse as well as the longitudinal flow of the bulk particles can

reveal information about the collision dynamics at freeze-out surfaces whereas,

in non-central collisions, the anisotropic flow of those particles provides insight

about the thermalization of the hydrodynamic driven QCD medium. In the for-

mer case, the measurements of light hadrons and heavy strange hadrons from

low energy experiments are confronted with a blast-wave description in a non-

boost invariant scenario to study the mass-dependent hierarchy of the kinetic

freeze-out parameters such as kinetic freeze-out temperature and average trans-

verse velocities at different bombarding energies. However, in the latter case,

a feasibility study of anisotropic flow coefficients using the Ultra-relativistic

Quantum Molecular Dynamics (UrQMD) model [65, 66] is performed which

is essential and can provide important predictions required by the upcoming

experiments at different accelerator facilities such as FAIR and NICA.

1.7 Organization of the Thesis

The organization of the thesis is as follows.

Chapter 1 In this chapter, we give a brief introduction to the high energy physics in

the context of this thesis.

Chapter 2 The layout of the ALICE detector and its sub-systems is described. Along
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with this, the description of the framework in which data analyses are

performed is given.

Chapter 3 It is dedicated to the analysis of the measurement of pT-differential pro-

duction cross-sections of electrons from charm and beauty quarks in

proton-proton collisions at
√

s = 7 and 13 TeV with standard (0.5 Tesla)

and low (0.2 Tesla) magnetic field up to transverse momentum 4 GeV/c.

The former analysis is performed down to pT = 0.5 GeV/c whereas, the

latter one is extended to 0.2 GeV/c due to available low magnetic field

which can help in improving reconstruction efficiency towards low trans-

verse momentum region. These measurements are compared with theo-

retical predictions.

Chapter 4 The electrons from beauty hadron decays are measured in proton-proton

collisions at
√

s = 5.02 TeV. Due to small signal to background ratio

along with low tracking and PID efficiencies at small transverse momen-

tum, the separation of beauty electrons from the charm and other back-

ground electrons is difficult. Therefore, a different technique in contrast to

heavy-flavour electron analysis is used to perform this measurement. The

measured production cross-sections are compared with theoretical pre-

dictions. Also, the relative beauty contribution to the total heavy-flavour

electrons is determined.

Chapter 5 In this chapter, the focus is shifted to study properties of nuclear matter

produced at moderate temperature and finite baryon chemical potential.

We examine the mass-dependent hierarchy of the kinetic freeze-out pa-

rameters of the different identified hadrons such as light hadrons, heavy

strange hadrons at different beam energies. These parameters are obtained

by fitting the transverse momentum distribution with blast-wave descrip-

tions within the non-boost-invariant scenario.

Chapter 6 In this chapter, the study of the anisotropic flow of the charged hadrons

by simulating non-central low energy nuclear collisions at various beam

energies using the UrQMD model is carried out. These results would

serve as predictions for the upcoming experiments in the near future.
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Chapter 7 Finally, we summarize the results presented in this thesis and provide pos-

sible future plans.

21



22



Chapter 2

Experimental Setup: ALICE

To perform heavy-ion experiment, one require ingredients like accelerator to

accelerate the beams, fast detectors to detect the produced particles along with

good computing facility. In this chapter, brief introduction to the accelerator

facility LHC, the sub-detectors of ALICE apparatus and the event and track

selection criteria used for the analyses performed in this thesis are presented.

2.1 Large Hadron Collider (LHC)

The Large Hadron Collider (LHC) [67] is world’s largest and most powerful

accelerator with circumference of 27 km, situated near Geneva, Switzerland,

built by European Organisation for Nuclear Research (CERN) during 1998 to

2008. The designed luminosity of the LHC is 1034cm−2s−1 and 1027cm−2s−1

for colliding protons and lead ions respectively and the designed centre-of-mass

energies are 14 TeV and 5.5 TeV for pp and Pb-Pb collisions respectively.

As depicted in Figure 2.1, at LHC, two beams which travel with relativis-

tic speeds through the accelerators in the opposite direction collide at four main

interaction points. Four main experiments are situated at those points namely,

ATLAS (A Toroidal LHC Apparatus), CMS (Compact Muon Solenoid experi-

ment), LHCb (LHC beauty) and ALICE (A Large Ion Collider Experiment).

CMS and ATLAS are general-purpose experiments, built with the same

goal and designed mainly for pp collisions to detect Higgs boson and study

physics beyond the standard model. But the experimental set-ups of each of

these experiments are different. LHCb experiment is a small experiment dedi-

cated to the study of matter and anti-matter by studying the beauty quark.
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Figure 2.1. CERN’s accelerator complex [68]

ALICE is a collider experiment built to study the strongly interacting mat-

ter, i.e. Quark-Gluon Plasma (QGP), formed at very high temperature/energy

density by colliding two heavy-ions at relativistic energies. ALICE collects the

data for different collisions systems like p + p, p + Pb and Pb + Pb (Xe + Xe)

collisions at various colliding energies.

2.2 A Large Ion Collider Experiment(ALICE)

A Large Ion Collider Experiment (ALICE) is one of the four major experiments

built at the LHC. It is specially designed for the heavy-ion program to focus on

understanding the nature of the strongly interacting matter at high temperature

and small net baryon density. It has excellent particle identification capabilities

in a wide transverse momenta range i.e. 100 MeV/c to 100 GeV/c.
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Detector Acceptance (η , φ ) Position (m)
ITS layer 1,2 (SPD) |η |<±2,±1.4 0.039, 0.076

ITS layer 3,4 (SDD) |η |<±0.9,±0.9 0.150, 0.239

ITS layer 5,6 (SSD |η |<±0.97,±0.97 0.380, 0.430
TPC |η |<±0.9 at r = 2.8 m 0.85, 2.50

|η |<±1.5 at r = 1.4 m

TOF |η |<±0.9 3.70, 3.99

TRD |η |<±0.8 2.90, 3.68

HMPID |η |<±0.9 5.0
1.2◦ < φ < 58.8◦

PHOS |η |<±0.12 4.6, 4.78
220◦ < φ < 320◦

EMCal |η |<±0.7 4.30, 4.55
80◦ < φ < 187◦

ACORDE |η |<±1.3 8.5
−60◦ < φ < 60◦

Muon spectrometer
Tracking chambers −4 < η <−2.5 -0.142, -0.054

Trigger chambers −4 < η <−2.5 -0.171, -0.161
ZDC η > 8.8 ± 113

φ < 10◦, 6.5 < η < 7.5 ± 113
φ < 32◦, 4.8 < η < 5.7

PMD 2.3 < η < 3.7 3.67
FMD disc 1 3.6 < η < 5.0 3.2

FMD disc 2 1.7 < η < 3.7 0.80

FMD disc 3 −3.4 < η <−1.7 -0.70
V0A 2.8 < η < 5.1 3.4

V0C −3.7 < η <−1.7 -0.90
T0A 4.6 < η < 4.9 3.75

T0C −3.3 < η <−3.0 -0.70

Table 2.1. Summary of the subsystems in the ALICE detector which includes
acceptance and positions from the interaction point.

25



Figure 2.2. Schematic of the ALICE detector with its 19 sub-detector subsys-
tems.

2.2.1 Detector layout

ALICE apparatus is composed of several sub-detectors built on the basis of

different detection techniques required by the kinematics and nature of different

particles, as shown in Figure 2.2. The sub-detectors are generally classified into

two broad groups:

• Central barrel detectors: These detectors are placed inside the standard

magnetic field strength (B) of 0.5 T (low magnetic field strength of 0.2

T for Xe–Xe at
√

sNN = 5.44 TeV and few data samples of pp collision

systems at
√

s = 13 TeV in 2015–2018) and are used for the tracking and

particle identification (PID) purpose. It consists of sub-detectors namely

Inner Tracking System (ITS) [69], Time Projection Chamber (TPC) [70],

Time Of Flight (TOF) [71], Transition Radiation Detector (TRD) [72],

High Momentum Particle Identification (HMPID) [73], PHOton Spec-

trometer (PHOS) [74], Electro Magnetic Calorimeter (EMCAL) [75]

and ALICE Cosmic Ray Detector (ACORDE) [76] situated in the mid-

rapidity region. All these detectors have full azimuthal coverage around

the beam pipe except HMPID, PHOS, EMCAL and ACORDE.

• Forward detectors: The detectors in forward rapidity regions are clas-
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sified under this category. It consists of the sub-detectors such as

Forward Multiplicity Detector (FMD) [77], Photon Multiplicity Detec-

tor (PMD) [78], Muon Spectrometer [79], Zero Degree Calorimeter

(ZDC) [80] and detectors for trigger and timing (VZERO (V0) and

TZERO (T0)) [81].

Summary of these sub-detectors is shown in Table 2.1. The detectors used for

the analyses (ITS, TPC, TOF, V0 and T0) in this thesis are described in brief.

Inner Tracking System (ITS):

Figure 2.3. Inner tracking system [69] of the ALICE detector.

Inner Tracking System (ITS) [69] is the first sub-detector in the ALICE

detector set-up just after the beam pipe (situated at 3 cm). The schematic dia-

gram of the ITS is shown in Figure 2.3. At present, ITS consists of six layers

of silicon detectors with three sub-detectors viz. Silicon Pixel Detector (SPD),

Silicon Drift Detector (SDD) and Silicon Strip Detector (SSD) within the radius

between 3.9 to 43 cm. Each of these sub-detectors has two layers. All of them

are used for tracking purpose whereas SDD and SSD are also used for Particle

Identification of the low-momentum charged particles produced in the heavy-

ion collisions using their specific energy loss (dE/dx) while traversing through

the detector (see Figure 2.4). High particle density requires very high preci-

sion in the tracking, which is exactly what is provided by this detector. ITS is
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also used for the determination of the primary vertex of the interaction. SPD
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Figure 2.4. PID using Inner tracking system [69] of the ALICE detector.

is the innermost sub-detector in ITS with two layers made up of hybrid silicon

pixels. It has 9.8 million pixels each with size 50 (rφ ) × 425 (z) µm2 which

provides the spatial resolution of 12 and 100 µm in rφ and z-direction, respec-

tively. Next sub-detector is SDD which provides the spatial resolution of 35 and

25 µm along the rφ and z-direction, respectively. It also helps in particle iden-

tification using specific energy loss measurement. The last two layers in ITS is

SSD which consists of double-sided silicon strip sensor modules. It has a pre-

cision with a spatial resolution of 20 and 830 µm along the rφ and z-direction

respectively and also provides dE/dx measurement. For the precise reconstruc-

tion of the space points, the alignment of the ITS modules plays a vital role.

This is required to extract the information of the low momentum and Distance

of Closest Approach (DCA) to the primary vertex.

Time Projection Chamber (TPC):

In ALICE central barrel, TPC [70] is the main tracking and PID detector with

full azimuthal coverage (2π) and pseudo-rapidity coverage of |η | < 0.9. TPC

is cylindrical in shape with inner and outer radius are about 85 cm and 250 cm

respectively and 5 m in length along the beam direction as shown in Figure 2.5.

It is filled with the gas mixture of Ne–CO2–N2. The gas volume is divided
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Figure 2.5. Schematic diagram of Time Projection Chamber [70].

into two drift regions of 250 cm each in length by central high voltage (HV)

electrode. This creates a highly uniform electrostatic field throughout the gas

volume of TPC. The readout chambers are placed at the two end plates which are

based on the Multi-Wire Proportional Chamber (MWPC) technique. Every end-

plate is divided into 18 trapezoid shape sectors with cathode pad. The gas inside

the TPC active volume is ionised by the traversing charged particle, which in

result produce the electrons. These electrons which drift parallel to the electric

and magnetic field, accumulates the charge on one of the end-plates which is

proportional to the energy loss of that charged particle in the gas.

Identification of these particles is done based on specific-energy loss

(dE/dx) of the traversing particle in the gas volume using the Bethe-Bloch for-

mula. Figure 2.6 depicts the particle identification in TPC using specific energy

loss (dE/dx) and provides clear separation among the different species of parti-

cles. It also provides a good vertex reconstruction. These capabilities of TPC

allow the measurement of the charged particles in the wide range of the mo-

mentum (pT = 100 MeV/c up to 100 GeV/c). TPC provides about 5.2% dE/dx
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Figure 2.6. PID using Time Projection Chamber [70] of the ALICE detector.

resolution in pp collisions and 6.5% dE/dx resolution in Pb–Pb collisions.

Time Of Flight (TOF)

TOF [71] detector is situated between 370 and 399 cm with length of 745 cm

with pseudo-rapidity coverage of |η | < 0.9 and full azimuthal coverage (2π). It

compliments TPC by identifying the particles like kaons and pions in interme-

diate momentum range up to 2.5 GeV/c and protons upto 4 GeV/c. This helps

to eliminate the contamination from hadrons in case of electron measurements.

Time of Flight information of the particles is used to identify the particles

as demonstrated in Figure 2.7. The mass of the particle can be calculated as,

m2 =
p2

c2

(
c2t2

L2 −1
)

(2.1)

Where, t is the time of flight and L is trajectory length of the particle in TOF

detector. So, by measuring the mass, particles can be separated. One can also

avail alternative way by estimating its velocity β ,
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Figure 2.7. PID using Time of Flight [71] of the ALICE detector

β =
p√

m2c2 + p2
. (2.2)

Figure 2.7 illustrates the particle identification performed by TOF using

eq. 2.2 which is plotted as a function of momentum over atomic number.

VZERO (V0) detector

V0 [81] detector consists of two scintillator arrays V0A and V0C situated at 90

cm and 340 cm on either side of the collision vertex (z = 0) with pseudo-rapidity

coverage of -3.7 < η < -1.7 and 2.8 < η < 5.1 respectively. V0 detector is

used as a minimum bias trigger and high-multiplicity triggers. It can also be

used to reject the beam-gas background as well as to estimate the centrality in

the heavy-ion collisions.

TZERO (T0) detector

Similar to the V0 detector, T0 [81] detector also consists of two arrays T0A and

T0C located at 375 cm and 70 cm on the either side of the interaction point with

pseudo-rapidity coverage of 4.6 < η < 4.9 and −3.3 < η <−3.0 respectively.

T0 detector can be used to provide the start signal for the estimation of the Time
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of Flight for particle identification.

2.2.2 ALICE trigger and data reconstruction

ALICE Trigger

At the moment, there are two different level trigger systems in ALICE. Central

Trigger Processor (CTP) is a low-level and hardware trigger which collects the

information from different sub-detectors. The decision on whether to record an

event or not is taken by CTP. Other trigger is a pure software trigger and known

as High-Level trigger (HLT) which provides further sophisticated logic triggers.

At every machine clock cycle (25 ns), the trigger inputs are evaluated by

CTP. There are three level triggers Level 0 (L0), Level (L1) and Level (L2) de-

pending on the different readout time. The L0 trigger inputs are sent to CTP by

V0, T0, SPD, EMCal, PHOS, and MTR. CTP sends a trigger signal to corre-

sponding read-out detectors at 1.2 µs after the collision. Furthermore, L1 inputs

are sent to CTP to further evaluate the events by ZDC, TRD, EMCal detectors.

After making the decision, CTP sends the trigger signal to read-out. It takes

around 6.5 µs due to the propagation and computation time.

The last low-level trigger is L2 which waits until the so-called past-future

protection interval in order to reject the piled-up events (more than one collision

are superimposed) and this time is equivalent to the TPC drift time (100 µs). The

events which satisfy the L2 trigger are then sent to the Data AcQuisition System

(DAQ) and HLT, to perform detailed analysis filtering which helps to reduce the

size before storage. For different analyses, the event types can be categorised

under different trigger conditions. For instance, Minimum-bias (MB) events,

which are the L0 triggered events, are kept under kMB (or kINT7) trigger. They

have the least requirements while avoiding the empty events. In proton-proton

collisions, this can be obtained by requiring OR logic i.e. hit in either of the two

arrays of V0 (V0A or V0C) or AND logic i.e. having hits in both arrays of the

V0 detector [82].
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Data reconstruction

During the first pass reconstruction (pass1), high precision calibration data are

produced. Offine Condition Data Base (OCDB) is used to store the detector

alignment and calibration data. With the help of information from data recon-

struction, an Event Summary Data (ESD) is produced, which further can be used

to produce the first Analysis Object Data (AOD) for specific physics analyses.

Furthermore, using the inputs from analyses and the feedback from pass1 data,

pass2 data is reproduced.

2.3 ALICE framework

To store, handle and analyse the huge amount of collected and reconstructed

data, the special framework of computing Grid resources in ALICE environ-

ment is developed. It is also known as AliEn [83]. Since 2000, AliEn is in

development and used for data production as well as for the user data analysis

since 2005. AliEn is also very important in the production of the simulated data.

Moreover, based on the ROOT framework [84], AliRoot offline framework is

built to simulate, calibrate, reconstruct and analyse experimental and simulated

data. Many of the codes inside this framework are written in C++ programming

language, and the flowchart of this framework is shown in Figure 2.8. The anal-

yses discussed in this thesis are performed using C++ classes/tasks. These tasks

can be found in the AliPhysics directory of the AliRoot software.

2.4 Selection criteria for Analyses

There are three data analyses discussed in this thesis. They are performed by

following a set of selection criteria, and some of the general selection criteria

are described in this section.
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Figure 2.8. Flowchart of AliRoot framework [67]

2.4.1 Event selection

In data analysis, the selection of events is performed by applying some basic

physics selection criteria. Reconstruction of the primary vertex (interaction

point) is one of the important event selection criteria. The tracks reconstructed

using TPC and ITS are identified as global tracks which are further used to find

the primary vertex. Events with at least two tracks and a primary vertex within

10 cm (|V z| 6 10 cm) from the centre of the detector set-up along the beam

axis are used for the analyses presented in this thesis. The pile-up events are re-

moved using standard physics selection criteria. Moreover, the events satisfying

Minimum Bias trigger (kINT7) condition are selected for the analysis.

2.4.2 Selection and Identification of electron tracks

After selecting the events to be used for further analysis which passed through

the criteria such as trigger and vertex selection and removal of pile-up events,

the next step is to select the reconstructed tracks therein. Tracks coming from

various detectors considered for analyses which satisfy different requirements

are discussed below (and mentioned in Table 3.1, 3.2 and 4.1 in the next chap-

ters):
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• Number of clusters are used to characterise the track quality in the TPC.

Clusters found in TPC are used for the reconstruction and re-fit of the

track. However, not all tracking clusters are used for the energy loss cal-

culation, e.g. clusters close to the border of TPC sectors are avoided for

the calculation. Only tracks which are having at least 100 or 120 (max-

imum clusters 159) clusters used for the tracking and at least 80 or 90

clusters used for the energy loss calculation were accepted in the analysis.

The requirement on a large number of TPC clusters for track selection is

used to improve the discrimination of pion and electron. This is because

on average, electron tracks consist of a large number of clusters.

• In addition to the restriction on a minimum number of ITS hits (ITS hits

> 3), the contribution of electrons due to conversion of photons in the

detector material of ITS is minimised by requiring hits in both SPD layers

(kBoth) of ITS.

• Tracks having a significant number of TPC clusters resulting from more

than one charged particle are considered as fake tracks and those were

rejected by requiring χ2/nd f of momentum fit less than 4.

• Figure 2.9 illustrates the pictorial representation of Distance of Closest

Approach (DCA) of the tracks to the primary vertex, which is obtained

by extrapolating the track at a secondary vertex to the primary vertex.

Requirement on the DCA was restricted to 1 cm in the radial direction

and 2 cm along the beam direction to reject background and non-primary

tracks in the analysis.

For the identification of the electrons, TPC and TOF detectors are used for the

analyses. TPC measures the specific energy loss (dE/dx) of the traversing par-

ticles which is expressed as the deviation from the expected dE/dx [85] of elec-

trons in terms of dE/dx resolution (σ ) i.e. nσ = TPC dE
dX - < TPC dE

dX >|el .

Similarly, TOF signal is expressed as deviation from expected time of flight of
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Figure 2.9. Pictorial representation of Distance of Closest Approach to the
primary vertex

electrons in terms of time resolution (σ ) (nσ = TOF t - < TOF t >|el). Tracks

with a TPC nσ between -1 and 3 are selected as electron candidates. TPC gives

a similar response to electrons, kaons and protons at low momentum regions,

therefore, the time of flight information using TOF is used further to separate

kaons and protons from electrons up to 2.5 and 4 GeV/c respectively. Tracks

outside the region ± 3 σ around the expected time of flight of the electrons are

rejected resulting in the removal of hadrons from the electron sample. The above

selection criteria can also minimise the contribution from the kaons and protons

in the very low pT region (around pT ≈ 0.5 and 1.0 GeV/c) where their lines

cross the electrons. TPC nσ distribution before (upper panel) and after (lower

panel) TOF is shown in Figure 2.10. From the lower panel of the Figure, it can

be seen that most of the hadrons are eliminated after using TOF information.

The track reconstruction and PID efficiencies need to be estimated due to

the limitations from selection and identification criteria. The reconstruction effi-

ciency (εgeo × εreco) is estimated by taking the ratio of the tracks survived after

the track selection criteria to the total tracks within the geometrical acceptance

of the detector. The electron identification efficiency (εeID) of TPC is calculated
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Figure 2.10. nσT PC as a function of momentum before TOF selection [upper
panel] and after TOF selection [bottom panel]. Tracks inside the black lines
shown in lower panel are used for the further analysis.

by taking the ratio of the number of tracks before and after the TPC selection

criteria. It is estimated using Monte Carlo (MC) simulations assuming mean

and sigma of the electron TPC nσ distribution at 0 and 1 respectively. How-

ever, in data, this may not always be the case. In that scenario, the efficiency is

determined using the data-driven way by integrating the electron TPC nσ dis-

tribution between -1 and 3 nσ at particular mean and sigma. This calculation
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is performed in each momentum bin assuming the Gaussian shape of electron

TPC nσ distribution. Similarly, TOF PID efficiency is estimated using Monte

Carlo simulations.
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Chapter 3

Electrons from heavy-flavour

hadron decays

In this chapter, analyses of the measurement of electrons from heavy-flavour

hadron decays in pp collisions at
√

s = 7 and 13 TeV using the data-driven

photonic electron tagging method have been discussed. The primary source of

background to the signal electrons, i.e. electrons from the conversion of pho-

tons and Dalitz decays, are subtracted from inclusive electrons by building their

transverse momentum distributions using the invariant mass technique.

3.1 Analysis strategy

For heavy-flavour electrons (HFE), the signal to background ratio at low trans-

verse momentum regime is very small and therefore, it is very difficult to sep-

arate signal from background and the systematic uncertainties are dominated

by the background subtraction. The main sources of background to the heavy-

flavour electrons are listed as follows:

• Electrons from Dalitz decays of π0 and η (π0 or η → e+e−γ) and the

conversion of photons (γ → e+e−) in the detector material, termed as

photonic in the text.

• Electrons from J/ψ (J/ψ → e+e−) and weak Ke3 (K0/± → e± π0/∓ νe)

decays.

• Electrons from low mass vector mesons (ρ → e+e−, ω → e+e−, φ →

e+e−).
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Previously, the so-called cocktail method [86] has been employed to mea-

sure the electrons coming from heavy-flavours. In this method, the cocktail of

electrons from different background sources is calculated from the measured

spectra of these sources using the Monte-Carlo simulations. However, those

measurements had sizable systematic uncertainties coming from the cocktail

subtraction. Therefore, recently, a data-driven method has been developed in

which the distribution of electrons from Dalitz decays, and photon conversions

are built by reconstructing the invariant mass distributions of unlike-like sign

pairs.

In this chapter, measurements of the electrons from heavy-flavor hadron

decays in proton-proton (pp) collisions at center-of-mass energy,
√

s = 7 TeV

with standard magnetic field (0.5 Tesla) and at center-of-mass energy,
√

s =

13 TeV with low magnetic field (0.2 Tesla) are discussed. As mentioned in the

Section 1.7 of Chapter 1, due to low magnetic field, the reconstruction efficiency

is expected to be improved at low transverse momentum regions. Therefore, the

pT-differential cross-section at
√

s = 13 TeV is measured down to pT = 0.2

GeV/c whereas cross-section at
√

s = 7 TeV starts from pT = 0.5 GeV/c. The

analyses are performed on the data and Monte Carlo samples shown in Table

8.1 and 8.2 and corresponding run numbers are mentioned in the Appendix 8.1

and 8.2.

Tracks used for the analyses are selected by applying certain selection

criteria and furthermore, these tracks are identified as electrons using TPC and

TOF detector as described in the previous chapter. The track selection and iden-

tification criteria are listed in the Table 3.1 and 3.2. The analysis at
√

s = 7 TeV

is performed with the tracks within |η | < 0.8 whereas, the analysis at
√

s = 13

TeV is within |η | < 0.5 due to the underestimation of photonic background in

|η | < 0.8 region. This will be discussed in the systematic study of the |η | cut

variation in section 3.2.4.
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Table 3.1. Summary of the track selection criteria imposed on the electron
candidates and the associated tracks in pp

√
s = 7 TeV analysis with normal

magnetic field (B = 0.5 T)

Track and PID Inclusive Associated
cuts electron electron

candidates candidates
pmin

T 0.5 GeV/c 0.0 GeV/c
|η | < 0.8 < 0.8

Number of TPC clusters ≥ 120 ≥ 60
Number of TPC dE

dX clusters (PID) ≥ 90 ≥ 60
Number of ITS hits ≥ 4 ≥ 2

χ2 /clusters of the momentum fit in the TPC < 4 < 4
Requirement of hits in SPD layers kBoth –
DCA to the primary vertex in xy < 1 cm < 1 cm
DCA to the primary vertex in z < 2 cm < 2 cm

TOF t - < TOF t >|el in between -3 to 3 σ not used
TPC dE

dX - < TPC dE
dX >|el in between -1 to 3 σ -3 to 3 σ

3.1.1 Subtraction of hadron contamination

Even though we are able to identify the electrons using TPC and TOF detectors,

however, there is still some residual contamination from hadrons in the sample

which needs to be removed. So, we fit the TPC nσ distribution in different

momentum (p) regions, and example of such a fit in a single momentum slice is

shown in Figure 3.1 (left (right) plot for
√

s = 7 (13) TeV) to obtain the amount

of contamination. The plots for other transverse momentum bins can be found

in Appendix 8.5 and 8.6. The TPC nσ distributions of electrons are fitted and

well described using the Gaussian function. Whereas, at high momenta, the

kaon and proton lines start to approach each other [86] and hence, they are fitted

using the parameterised templates from the data. Pions give rise to dominant

contribution to the contamination above p ≈ 1 GeV/c which is coming from its

tail and not well described by the Gaussian function, so it is fitted by multiplying

the Landau function with an exponential function. This approach is validated by

fitting the clean sample of pions coming from K0
s decays [87]. Then the fraction

of hadron contamination ( fhad) is estimated in each momentum slice using Eq.

3.1 and plotted as a function of the momentum as shown in the left (right) plot

of Figure 3.2 for
√

s = 7 (13) TeV.
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Table 3.2. Summary of the track selection criteria imposed on the electron
candidates and the associated tracks in pp

√
s = 13 TeV analysis with low

magnetic field (B = 0.2 T)

Track and PID Inclusive Associated
cuts electron electron

candidates candidates
pmin

T 0.2 GeV/c 0.0 GeV/c
|η | < 0.5 < 0.8

Number of TPC clusters ≥ 100 ≥ 60
Number of TPC dE

dX clusters (PID) ≥ 80 ≥ 60
Number of ITS hits ≥ 3 ≥ 2

χ2 /clusters of the momentum fit in the TPC < 4 < 4
Requirement of hits in SPD layers kBoth –
DCA to the primary vertex in xy < 1 cm < 1 cm
DCA to the primary vertex in z < 2 cm < 2 cm

TOF t - < TOF t >|el in between -3 to 3 σ not used
TPC dE

dX - < TPC dE
dX >|el in between -1 to 3 σ -3 to 3 σ

fhad =

∫ xmax
xmin

( fπ(x)+ fK(x))dx∫ xmax
xmin

( fπ(x)+ fK(x)+ fel(x))dx
(3.1)

where xmin = -1.0 and xmax = 3.0 are the TPC PID cuts and fi(x) are the fit

functions for the respective particle type i.

Figure 3.1. TPC nσ distribution with simultaneous fit of electrons (red), pion
(green) and kaon (grey) distributions. In addition, the ratio (blue) between
data and fit is shown. Left: pp at

√
s = 7 TeV (2.7 GeV/c < p < 2.8 GeV/c)

and Right: pp at
√

s = 13 TeV (0.4 GeV/c < p < 0.5 GeV/c)

It is observed in case of
√

s = 13 TeV (also in
√

s = 5.02 TeV analy-

sis [88]) analysis that the kaon and proton lines cross the electrons lines at low

momenta and furthermore, pions at very low momenta (around 0.2 – 0.3 GeV/c).

These features give rise to peaks in those momentum regions which are fairly
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Figure 3.2. The fraction of hadrons selected with the PID requirements on
the TOF signal for pp at

√
s = 7 TeV (left) and 13 TeV (right).

well described using the Gaussian function as shown in the right plot of the Fig-

ure 3.2. These features are not observed in
√

s = 7 TeV analysis discussed in

this thesis, previously published 7 TeV [86] and also 2.76 TeV [62, 89] analyses

which are performed on the Run 1 data from ALICE. Apart from the peaks, the

rest of the fractions of the contamination shown in Figure 3.2 are fitted using

the Landau and Error function (see Figure 8.1 and 8.2 in Appendix 8.4). The

amount of contamination is below 5–6% at high momentum regions in both

analyses and it is statistically subtracted from the inclusive electron spectrum to

get the pure sample of electrons in both cases.

3.1.2 Subtraction of Photonic background

As mentioned earlier, the electrons from Dalitz decays and the conversion of

photons are the main sources of the background. So, the subtraction of this

background is done in a data-driven way by using so-called Photonic-electron

tagging method [62, 90]. The electron-positron pairs from all the final state par-

ticles of Dalitz decays are used to estimate the contribution from the background

electrons in each transverse momentum (pT) bin. For this purpose, the pools of

the electrons with tighter (second column of the Table 3.1) selection criteria to

select the signal and looser (third column of the Table 3.1) selection criteria to

allow as much photonic background as possible, are built. Then the invariant
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mass distributions of like (e+e+ or e−e−) and unlike (e+e−) pairs are obtained

by ”tagging” electron (positron) from one pool (inclusive electron candidates)

with the electron (positron) from other pool (associated electron candidates) and

contribution below certain pair invariant mass (minv < 0.14 GeV/c) is selected

in each transverse momentum (pT) bin as shown in left plot of Figure 3.4. How-

ever, due to the acceptance and the detector limitations, we are not able to get

all the photonic electrons. So, using MC sample, we estimate the conditional

probability (also called as tagging efficiency) that how much of the electrons

are being ”tagged” within the acceptance out of total produced by using Eq.

3.3. From Eq. 3.2, the actual amount of the photonic electrons in the sample is

then obtained.
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Figure 3.3. Weights calculated for π0 (π±) and η as the ratio of measured
pT spectra of π0 (π±) and η to pT spectra of π0 and η from the MC MB
sample for pp at

√
s = 7 (left) and

√
s = 13 TeV (right).

Nphotonic =
NULS−NLS

εtagging
(3.2)

where,

εtagging =
N f ound

Nphotonic
(3.3)

The tagging efficiency as a function of transverse momentum used in
√

s

= 7 (13) TeV analysis is shown in the left (right) plot of Figure 3.5. The tag-

ging efficiency depends on the shape of the pT distributions of mothers of the

44



 (GeV)invM
0 0.05 0.1 0.15 0.2

N
u
m

b
e
r 

o
f 
p
a
ir
s

510

610

710

810

Unlike sign pairs

Like sign pairs

Figure 3.4. The distributions of the unlike and like sign pairs as a function of
the pair invariant mass. The maximal mass of the pair used in this analysis is
indicated by a blue line.

 (GeV/c)
T

p
0.5 1 1.5 2 2.5 3 3.5 4

T
a
g
g
in

g
 e

ff
ic

ie
n
c
y

0.4

0.5

0.6

0.7

0.8

0.9

1
Total

γ

0
π

η

 (GeV/c)
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

T
a
g
g
in

g
 e

ff
ic

ie
n
c
y

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

| 0.5ηTagg. Eff. |

Figure 3.5. The tagging efficiency as a function of the transverse momentum
of photonic electron candidate used in

√
s = 7 (left) and

√
s = 13 (right) TeV

analysis.

photonic electrons, i.e. π0 and η , since, more the pT , smaller the opening angle

between the e+-e− pairs and more the probability that they will get ”tagged”

whereas smaller the pT , larger will be the opening angle and chances of losing

one of the e+ or e− will be more due to the acceptance of the detector. Therefore,

to make sure that the shapes of the pT distributions of mothers of the photonic

electrons are well reproduced in the MC as data, they need to be re-weighted.

Those weights are obtained by taking the ratio of measured π0 [91] (π±) and η

spectra in data to the corresponding spectra in the MC as shown in the left plot

(
√

s = 7 TeV) and right plot (
√

s = 13 TeV) of Figure 3.3. In the case of
√

s =

13 TeV analysis, the charged pions (π±) are used instead of π0, as the measured
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spectra of the latter is not reported. Moreover, the measured η spectra in
√

s

= 13 TeV analysis is calculated by applying mT-scaling approach [92, 93] to

measured π± spectra.

The obtained photonic electron background is subtracted from the inclu-

sive electrons to get the raw yield of the heavy flavour electrons (non-photonic

electrons). Figure 3.6 shows the obtained raw Heavy-Flavour electrons (HFE)

spectra after subtracting the photonic spectra and contamination from raw in-

clusive spectra in both
√

s = 7 TeV (left) and
√

s = 13 TeV (right) analyses.

The raw yield still contains electrons from J/ψ di-electron decays and

weak Kaon decays (Ke3 ) which are very small in comparison to the photonic

background. These contributions will be subtracted after correcting the heavy-

flavour raw yield for acceptance and efficiency and normalisation. The cocktail

components of electrons from dielectron decays and weak Kaon decays (Ke3 )

were taken from the cocktail belonging to the published ALICE result [86]. This

cocktail subtraction is done in case of
√

s = 7 TeV analysis; however, not in the

case of
√

s = 13 TeV analysis. The contribution from dielectron decays of light

vector mesons ( ρ , ω and φ ) are negligible compared to contributions from the

photonic sources due to their small branching ratio into electronic channels [86].
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Figure 3.6. The raw inclusive, photonic and non-photonic spectrum as a
function of transverse momentum as well as the hadron contamination.

3.1.3 Estimation of pT-differential production cross-section

To obtain the efficiency corrected yield of electrons from heavy-flavour hadron

decays, the raw yield (Ne
raw) is to be corrected for the number of events (NMB),

46



 (GeV/c)
T

p
0.5 1 1.5 2 2.5 3 3.5 4

 E
ff
ic

ie
n
c
y

×
A

c
c
e
p
ta

n
c
e
 

0.2

0.22

0.24

0.26

0.28

0.3

0.32

0.34

0.36

 (GeV/c)
T

p
0.5 1 1.5 2 2.5 3 3.5 4

A
c
c
e
p
ta

n
c
e
 X

 E
ff
ic

ie
n
c
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

| < 0.5ηHFE Track. Eff. |
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reconstruction (εgeo × εreco) and PID efficiencies (εeID). The TPC and TOF

PID efficiencies of the electrons are estimated using the Monte Carlo (MC) in

case of pp at
√

s = 7 TeV analysis. Whereas, TPC PID efficiency of the elec-

trons in
√

s = 13 TeV analysis is not estimated using Monte Carlo since due to

problems associated with TPC splines, the mean and sigma of the TPC nσ of the

electrons are not at 0 and 1 respectively as shown in the right plot of Figure 3.8.

Therefore, it is estimated using the data-driven method as described earlier in

the section 2.4 of chapter 2.

The momentum resolution and energy loss in the detector material due to

bremsstrahlung distort the shape of the transverse momentum distribution and

affects its precision as well. Therefore, in addition to the efficiency correction,

the measured pT spectrum has to be corrected for these effects. This correction

increases with the steepness of the distribution and also with the bin widths.

These modifications of the pT spectrum can be expressed by a response matrix

which acts on the natural distribution. To estimate the inverted response ma-

trix, which is needed to restore the natural distribution, a Bayesian unfolding

procedure was applied [94].

The final invariant production cross-section for electrons

(
e++e−

2

)
from

heavy-flavour hadron decays was thus calculated using the following equation:

1
2π pT

dσ e

d pT dη
=

1
2

1
2π pcentre

T

1
∆y∆pT

Ne
raw

εgeo× εreco× εeID
σMB

NMB
(3.4)
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Where NMB, the number of events are estimated using following formula.

NMB = Nvertex + fvertex×Nnovertex (3.5)

Where, Nvertex is the number of events with a vertex from tracks which

have passed the event selection, fvertex is the fraction of events with a vertex

from tracks which have passed the event selection criteria and Nnovertex is the

number of events where no vertex from tracks could be found. The second

term in the equation 3.5 denotes the estimate of a number of events with hits

from tracks in V0 detector, which have passed the event selection criteria but no

tracks in the central detectors.

Moreover, the measured yield of electrons (Ne
raw) from heavy-flavour de-

cays was normalised to unit rapidity by dividing by the rapidity range ∆y =

1.6 (1.0) for 7 TeV (13 TeV) analysis. For electron, which usually has negligi-

ble mass compared to their momentum, the pseudorapidity and rapidity are the

same. Therefore the rapidity range was determined by the pseudorapidity range

∆η = 2 × 0.8 (2 × 0.5) for
√

s = 7 (13) TeV analysis.

To obtain a production cross-section, the spectra were multiplied with the

minimum bias cross-section σMB, of pp collisions at
√

s = 7 TeV and
√

s = 13

TeV. The value for σMB is 62.2 mb [95] (57.8 mb [96]) for pp at
√

s = 7 TeV

(
√

s = 13 TeV).

At last, in
√

s = 7 TeV analysis, the backgrounds from Ke3 and J/ψ decays
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are subtracted from this fully corrected spectra using the cocktail approach [86].

The contribution of electrons from Ke3 decays is also subtracted in 13 TeV anal-

ysis however, using cocktail parameterizations of Ke3/photonic electrons shown

in Figure 3.10. Electrons from Ke3 decays has wider DCA distributions com-

pared to others which show up as a variation when cross-sections in different

DCA regions are estimated and compared with default case, loosest being DCA

between 2.4 and 3.2 cm in radial and z-direction, respectively and default being

DCA [1 cm, 2 cm], as shown in the left plot of Figure 3.9. This suggests that

their contributions are somewhat significant as very low transverse momentum

region (pT < 0.5 GeV/c). The right plot of Figure 3.9 presents relative contri-
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butions of electrons from strange decays in DCA regions [2.4 cm, 3.2 cm] to

[1.0 cm, 2.0 cm]. To estimate the contribution of electrons from Ke3 decays,

the cocktail parameterisation of Ke3/photonic electrons is used which was pre-

viously used for published 7 TeV cross-section and believed to be suitable for

other energies as well. However, in case of
√

s = 13 TeV, the cross-section is

estimated below pT < 0.5 GeV/c. This was not the case for published 7 TeV

results and therefore, may not work as per expectations in that region. Conse-

quently, it is found that the Ke3 spectra obtained using the parameterisation at

the central point of the pT bin over-subtract in the first transverse momentum

bin, i.e. 0.2–0.3 GeV/c as shown in Figure 3.11, however, rest of the bins re-

main unaffected. The Ke3 spectra in DCA [2.4 cm, 3.2 cm] region is obtained

by scaling the one in DCA [1 cm, 2 cm] region using the ratio shown in the right

plot of Figure 3.9. From Figure 3.10, one can see that the parameterisation rises

sharply below pT < 0.5 GeV/c. Therefore, we subtract the Ke3 spectra obtained

using the parameterisation at the upper edge of the pT bin to avoid the over-

subtraction and assign the systematics associated with it in section 3.2.4. Note

that the contributions of di-electrons from J/ψ decays are not subtracted as it is

negligible at low pT in
√

s = 13 TeV analysis. The statistical errors on the raw

yield of heavy-flavour electrons are computed in each bin as a
√

N where N is

the number of entries in that bin. The measured cross-sections of electrons from
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Figure 3.12. The pT-differential invariant production cross section (black,
circle symbols) of electrons from semileptonic heavy-flavour hadron decays
measured at mid-rapidity in pp collisions at

√
s = 7 TeV (upper plot) and

at
√

s = 13 TeV (lower plot) with the FONLL pQCD calculations [48] (upper
panel), and the ratio of the data to the FONLL calculation (lower panels of
the plots).
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heavy-flavour hadron decays at
√

s = 7 and 13 TeV are shown in Figure 3.12

and compared with the FONLL predictions.

3.2 Estimation of the systematic uncertainties

The tracks are selected and identified using the set of selection criteria, which

can lead to systematic uncertainties. Apart from this, the method which has

been adopted to estimate the cross-section can give rise to some systematics

as well. The systematic uncertainties due to the following possible sources are

considered and estimated in these analyses:

• Systematic uncertainties due to inclusive track and PID selection;

• Systematic uncertainties due to the subtraction of electron from photonic

sources;

• Systematic uncertainties due to π0 and η weight;

• Systematic uncertainties due to other sources

– Pseudo-rapidity (η) cut variations;

– SPD requirement;

– Hadron contamination parametrizations;

– TPC–TOF and ITS–TPC track matching;

– Systematic uncertainties due to J/ψ and Ke3 cocktail subtraction;

3.2.1 Systematic uncertainties due to inclusive track and

PID selection

The different variations of the selection criteria for inclusive tracks are men-

tioned in Table 3.3 ( 3.4) for pp at
√

s = 7 (13) TeV analyses.

pp at
√

s = 7 TeV: The cross-sections for each variation of applied se-

lection criteria (Table 3.3) are estimated and the ratios of the estimated to the
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Table 3.3. Summary of cut variations to estimate the systematic uncertainties
linked to the track selection and particle identification for electron candidate
tracks at

√
s = 7 TeV

Sources of Reference Variations
Uncertainties
TPC clusters > 120 > 90,> 95,> 100,> 105,

> 110,> 125,> 130
TPC PID clusters > 90 > 80,> 85,> 95,> 100

ITS hits > 4 > 3,> 5
TOF PID ± 3.0 σ ± 2.0 σ , ± 2.5 σ , ± 3.5 σ , ± 4.0 σ

TPC PID lower boundary -1.0 σ 0.0 σ , 0.5 σ , -1.0 σ ,-1.5 σ

TPC PID upper boundary 3.0 σ 2.0 σ , 2.5 σ ,3.0 σ ,3.5 σ

DCAxy [cm] < 1 < 0.5, < 2.4

DCAz [cm] < 2 < 1,< 3.2

Table 3.4. Summary of cut variations to estimate the systematic uncertainties
linked to the track selection and particle identification for electron candidate
tracks at

√
s = 13 TeV
Sources of Reference Variations

Uncertainties
TPC clusters > 100 > 90,> 95,

> 105,> 110
TPC PID clusters > 80 > 90,> 85,> 95,> 100

TOF PID ± 3.0 σ ± 2.0 σ , ± 2.5 σ

TPC PID lower boundary -1.0 σ 0.0 σ , -0.5 σ , -1.0 σ , -1.5 σ

TPC PID upper boundary 3.0 σ 2.0 σ , 2.5 σ , 3.0 σ , 3.5 σ

default cross-section were plotted as shown in Figure 3.13. The distribution of

the ratio of difference between the varied and reference spectra to the reference

for difference pT bins is built and is shown in Figure 3.14 for the pT bin 0.5 <

pT < 0.6 GeV/c. Plots for rest of the pT bins can be found in Appendix 8.7.

Then the mean and sigma (see Figure 3.15) of these distributions are assigned as

a systematic uncertainty in the different transverse momentum bins. Systematic

uncertainty is 5.5 % between 0.5 < pT < 1.4 GeV/c and 2.5 % 1.4 < pT < 4.0

GeV/c.

pp at
√

s = 13 TeV: In this analysis, similar as above, we estimate the

ratios of varied cross-sections (Table 3.4) with respect to the default case as

shown in Figure 3.16. We do not consider DCA selection variations because
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Figure 3.13. Ratios of Varied/Reference cross-sections, where the variation is
done in the inclusive track selection cuts (left plot) and in the PID cuts (right
plot) and varying both cuts simultaneously (bottom plot) for pp at

√
s = 7

TeV.

it is correlated to the contribution of electrons from Ke3 decays as discussed

in subsection 3.1.3. The top left plot of Figure 3.16 shows negligible effect of

variations of TPC clusters. However, the top right plot of the Figure 3.16 shows

the ratios of cross-sections with variation of PID selection criteria to the default.

Hence, systematic uncertainties of 5.0 % between 0.2 < pT < 2.0 GeV/c is

assigned. Also, it is important note that the variations listed in Table 3.3 do not

include number of ITS hits since maximum of 4 layers instead of 6 layers of ITS

are available for 13 TeV data sample.

3.2.2 Systematic uncertainties due to the subtraction of

electron from photonic sources

The list of different variations of the selection criteria for selecting associated

tracks in both pp at
√

s = 7 and 13 analyses are mentioned in Table 3.5.

pp at
√

s = 7 TeV: Similar to the previous case, the ratios of cross-

sections by varying the selection criteria to select the associated tracks with

respect to the reference are estimated and shown in Figure 3.17. The distribu-
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Figure 3.14. Distribution of the difference between the varied and reference
spectra, divided by the reference value for inclusive track selection and PID
cuts, in one bin of pT for pp at

√
s = 7 TeV.
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Figure 3.15. Mean and RMS of the distributions ( re f−var
re f ), related to the

track selection and PID cuts, as function of pT for pp at
√

s = 7 TeV.
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Figure 3.16. Ratios of Varied/Reference cross-sections, where the variation is
done in the track selection cuts (upper left plot) and in the PID cuts (upper
right plot) for pp at

√
s = 13 TeV.
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Table 3.5. Summary of cut variations to estimate the systematic uncertainties
linked to the track selection and particle identification for associated candidate
tracks at

√
s = 7 (13) TeV

Sources of Reference Variations
Uncertainties

√
s = 7 (13) TeV

pMin
T (GeV/c) > 0.0 > 0.14 (0.10), > 0.15 (0.12), > 0.16 (0.14)

Mass cut (GeV/c2) < 0.14 < 0.07 (0.08), < 0.10, < 0.12, < 0.16

TPC clusters > 60 > 50,> 70,> 80,> 90,
TPC PID clusters > 60 > 50,> 70,> 80,> 90

DCAxy [cm] < 1 < 0.5 ,< 2.4

DCAz [cm] < 2 < 1 ,< 3.2

tion of the absolute deviation between the reference spectrum and all the varied

spectra, divided by the reference value, for the pT bin 0.5 < pT < 0.6 GeV/c

is shown in Figure 3.18. Distributions like this one were made for all the pT

intervals of the spectrum and can be found in Appendix 8.8. As minimum pT =

0.16 GeV/c cut acts too strongly on the spectrum, therefore variations involving

minimum pT = 0.16 GeV/c are not taken into account while doing RMS distri-

bution. In Figure 3.19, the mean and RMS of the distributions for all pT bin are

shown as a function of pT .
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Figure 3.18. Distribution of the difference between the varied and reference
spectra, divided by the reference value for associated track selection cuts, in
one bin of pT for pp at

√
s = 7 TeV.
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Figure 3.17. Ratios of Varied/Reference cross-sections, where the variation is
done in the associated track selection cuts (left) and in the Associated minimum
pT cuts (right) and varying both cuts simultaneously (bottom plot) for pp at√

s = 7 TeV.

In this case, systematic uncertainty is calculated by adding the absolute

value of mean with RMS in each pT bin. As shown in Figure 3.19, the mean and

RMS show a systematic trend as a function of pT . Therefore, total systematic

value of 3 % was assigned at low pT (0.5-1.2 GeV/c) and 1 % was assigned at

high pT (1.2–4.0 GeV/c).
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Figure 3.19. Mean and RMS of the distributions ( re f−var
re f ), related to the

associated track selection cuts, as function of pT for pp at
√

s = 7 TeV.

pp at
√

s = 13 TeV: Similar to systematics of the inclusive track cuts, for
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Figure 3.20. Ratios of Varied/Reference cross-sections, where the variation is
done in the associated track selection cuts and in the Associated minimum pT
cuts (upper plots) and varying both cuts simultaneously (bottom left plot) for
pp at

√
s = 13 TeV. On bottom right plot, the parameterized largest deviation

used for assigning systematic uncertainties.

photonic background subtraction, the ratios between varied and default cross-

sections with associated track cut variations are shown in the upper two panels

of Figure 3.20 and with simulaltaneous track cut variations in lower left panel

of Figure 3.20. As we can see, it shows a systematic trend for the different

minimum associated pT cuts. Similar to the systematic due to the inclusive track

cut variations, the largest deviation is assigned as a systematic. That deviation

is parameterized using 8th order polynomial to avoid the statistical fluctuations

as shown in the bottom right plot of Figure 3.20 and the systematic values are

20.0 % (0.2-0.3 GeV/c), 15.0 % (0.3-0.4 GeV/c), 11.0 % (0.4-0.5 GeV/c), 8.0 %

(0.5-0.6 GeV/c), 7.0 % (0.6-0.7 GeV/c), 5.0 % (0.7-0.9 GeV/c), 3.0 % (0.9-1.1

GeV/c), 2.0 % (1.1-1.3 GeV/c) and 1.0 % (1.3-1.5 GeV/c).
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3.2.3 Systematic uncertainties due to π0 and η weight

As mentioned earlier, the transverse momentum distributions of the photonic

electron sources (i.e. π0 and η) are not well reproduced in the MC simula-

tions. Therefore, these distributions are re-weighted to match with experimen-

tally measured distributions. The weights were calculated using the central val-

ues of the measured spectrum of π0 and η in case of
√

s = 7 TeV and π± (instead

of π0 as the measurement of π0 is not available) and mt-scaled η mesons in case

of
√

s = 13 TeV. Therefore, the estimation of these weights can introduce some

systematics.

To estimate the systematic uncertainty due to the weights applied on elec-

trons that come from photonic sources, we observe how the final HFE spectrum

changes by the use of different weights. The π0 (or π±) and eta spectrum were

tilted up in such a way that the measured values at low pT are shifted up by their

systematic uncertainties attributed to it and the measured values at high pT are

shifted down.Similarly, the π0 (π±) and eta spectrum were tilted down, and in

this way, two weights were obtained.

The HFE cross sections are computed for the three cases: using the stan-

dard weight and using the tilted weights (obtained by using the tilted π0 (π±)

and η spectra). The systematic due to the different weights are estimated by

looking at the ratio between the reference HFE cross-section and the ones ob-

tained by using the tilted weights. The resulting systematic uncertainty is about

5% in the pT interval 0.5–0.6 GeV/c, 3% in 0.6–0.7 GeV/c, 2% in 0.7–0.8

GeV/c, 1% in 0.8–1.5 GeV/c and negligible for higher pT for the pp data at
√

s = 7 TeV as is shown in the left plot of Figure 3.21. From right plot of Fig-

ure 3.21, systematics of about 3% in 0.2–0.3 GeV/c, 1% in 0.3–0.4 GeV/c and

negligible in rest of pT range are assigned due to the weights in case of
√

s =

13 TeV analysis.
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Figure 3.21. Comparison of the production cross-sections obtained using
weights from tilted pion and η spectra to the reference weights for pp at√

s = 7 (13) TeV in left (right) plot.

3.2.4 Systematic uncertainties due to other sources

Table 3.6 shows the variations done to obtain the systematic uncertainties linked

to neither inclusive nor associated track selection and particle identification viz.

η acceptance, SPD requirement, hadron contamination parametrization, TPC–

TOF and ITS–TPC track matching and subtraction of contribution from J/ψ and

Ke3 cocktail.

Table 3.6. Summary of the systematic uncertainties from other sources in
pp at

√
s = 7 (13) TeV.

Sources of
√

s = 7 TeV
√

s = 13 TeV
Uncertainties Reference Variations Reference Variations

|η | < 0.8 < 0.5 ,< 0.6, < 0.5 < 0.4 ,

< 0.7 < 0.6

SPD kBoth kFirst,kAny kBoth kFirst,kAny

requirement

Hadron Error Landau Landau Error

contamination function function function function

Eta cut variation:

• pp at
√

s = 7 TeV: The cross-section was estimated within different

pseudo-rapidity regions (|η | < 0.7, |η | < 0.6 and |η | < 0.5) and com-

pared with the reference (|η | < 0.8). No systematic uncertainty is as-
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Figure 3.22. Ratio of Varied/Reference cross-sections, where the variation is
done in the pseudo-rapidity interval considered left (right) plot for

√
s = 7 (13)

TeV.
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Figure 3.23. Variation of cross-section in different η regions with respect to
default case (left plot) and Inclusive to photonic ratio in different η regions
(right plot) for pp at

√
s = 13 TeV.

signed at low pT . However, 5 % systematic value was assigned at high pT

(see Figure 3.22 (left plot)) since a trend was observed.

• pp at
√

s = 13 TeV: As discussed earlier, the analysis at 13 TeV was per-

formed using tracks inside |η | < 0.5. In the right plot of Figure 3.23, the

inclusive to photonic electrons ratio in |η | < 0.7 and 0.8 regime is shown

which seem to be saturated at pT < 0.4 GeV/c which indicate that the

photonic background is underestimated in |η | < 0.7 and 0.8 acceptance.

Therefore, the analysis was restricted to the tracks within |η | < 0.5.

To estimate the systematic due to the |η | acceptance selection, the cross-

sections inside |η | < 0.4 and |η | < 0.6 (see Figure 3.22 (right plot)) were

determined and compared to the reference result. No systematic uncer-

tainty associated to the η-range variation was found.
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SPD requirement:
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Figure 3.24. Ratio of Varied/Reference cross-sections, where the variation is
done in the SPD requirement for pp at

√
s = 7 TeV (left) and 13 TeV (right).

• pp at
√

s = 7 TeV: The SPD default requirement, to have one hit in each

layer (kBoth), was relaxed to ask for at least one hit in any of the two

layers (kAny). This adds all electrons from photons converting in the first

layer and in the very first part of the second layer to the electron candidate

tracks. In addition to this, the cross-section was determined with the SPD

selection with the requirement of at least one hit in the first layer (kFirst).

As can be seen in the left plot of Figure3.24, at least one hit in any of the

SPD layers (kAny) as the SPD requirement shows systematic trend at low

pT . Therefore, systematics of 20.0 % (0.5-0.6 GeV/c), 15.0 % (0.6-0.7

GeV/c), 10.0 % (0.7-0.8 GeV/c), 5.0 % (0.8-0.9 GeV/c), 2.0 % (0.9-1.0

GeV/c) and negligible (1.0-4.0 GeV/c) were assigned as shown in Table

3.7.

• pp at
√

s = 13 TeV: Similarly, systematics due to SPD requirements were

estimated as shown in the right plot of Figure 3.24. Here, both cases

of the SPD requirement show systematic trend at low pT . Systematic

uncertainties of 25 % for 0.2–0.3 GeV/c, 15 % for 0.3-0.5 GeV/c and 5 %

for 0.5-2.5 GeV/c were assigned as shown in Table 3.8.
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Hadron contamination parameterization:

• As a source of systematic uncertainty due to hadron contamination, the

different parameterizations of the hadron contamination which were used

to fit the fraction of hadron contamination in the inclusive sample as

shown in the left plot of Figure 3.2 were considered. The ratio of the

final HFE spectrum obtained by these two different hadron parameterisa-

tions are shown in the left (right) plot of Figure 3.25 for
√

s = 7 (13) TeV

analyses. It shows no systematic trend at low pT of final HFE spectrum,

but at high pT , a systematic trend was observed, so, 1 (2)% systematic

value was assigned for hadron contamination in 3.5-4.0 GeV/c (3.0-4.0

GeV/c) for
√

s = 7 (13) TeV analyses.
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Figure 3.25. Ratio of Varied/Reference cross-sections, where the variation is
done in the hadron contamination fitting function left (right) plot for

√
s = 7

(13) TeV.

TPC–TOF and ITS–TPC matching:

The incomplete knowledge of the efficiency in matching tracks reconstructed

in the ITS and TPC as well as track matching between the TPC and TOF can

introduce systematic uncertainties which should be estimated.

• pp at
√

s = 7 TeV: To estimate the effects of matching between the TPC

and TOF tracks on the measurement, the systematics are calculated by

taking the double ratio of the number of tracks before and after TOF in

data and MC as shown in the left plot of Figure 3.26, and a systematic
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uncertainty of 2% was assigned in the whole transverse momentum range,

and 2% is assigned due to ITS and TPC track matching which is taken

from published analysis [86].

• pp at
√

s = 13 TeV: Similar procedure was used as shown in the right

plot of Figure 3.26 and a systematic uncertainty of 2% was assigned for

all bins except for first bin where it was 4% for TPC–TOF matching. pT -

dependent systematics of 2% in 0.2–1.0 GeV/c, 3% in 1.0–2.0 GeV/c and

4% in 2.0–4.0 GeV/c, due to ITS-TPC track matching is assigned which

is taken from DPG.

Systematic uncertainties due to J/ψ and Ke3 cocktail subtraction

Systematics due to cocktail subtraction of electrons from J/ψ and Ke3 are esti-

mated. The subtraction of the background electron contribution from the J/ψ

and Ke3 decays is affected by the uncertainties coming from the input distribu-

tions employed for the cocktail calculation.

In 7 TeV analysis, the systematic uncertainties were estimated as dis-

cussed in [86], where systematic uncertainty of 100% was assigned to the Ke3

contribution as shown in left plot of Figure 3.27. Due to Ke3 subtraction, con-

tribution to the systematic uncertainties of about 6% in the pT interval 0.5–0.6

GeV/c, 3% in the pT interval 0.6–0.7 GeV/c, 2% in the pT interval 0.7–0.8

GeV/c and 1% in the pT interval 0.8–0.9 GeV/c is assigned, while for pT >
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0.9 GeV/c this uncertainty is estimated to be negligible. Similar strategy was

adopted for the J/ψ subtraction and the systematic uncertainties of about 1% in

the pT interval 2.0–2.5 GeV/c, 2% in the pT interval 2.5–3.5 GeV/c and 3% in

the pT interval 3.5–4.0 GeV/c is assigned. Whereas, at low pT this uncertainty

is negligible as shown in left plot of Figure 3.27.

In
√

s = 13 TeV analysis, the systematic uncertainties due to subtraction

of Ke3 contribution are estimated by taking into account the over-subtraction of

Ke3 contribution when the default parameterization is used at central pT value,

shown in the left plot of Figure 3.11. Moreover, as shown in the right plot of

Figure 3.27, it can be seen that cross-section is reduced by 47% when parame-

terization at central pT value is used to estimate Ke3 contribution and reduced

by 33% when parameterization at the upper edge of pT bin is used. So the dif-

ference between these two as a systematic, i.e. 15% in first bin (0.2–0.3 GeV/c),

4% in (0.3–0.4 GeV/c), 1% in (0.4–0.5 GeV/c) and negligible in rest of the pT

region are assigned. Moreover, systematics due to subtractions of electrons from

J/ψ are not assigned as their contribution is not subtracted.
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analysis. Right: ratio of cross-section before and after Ke3 subtraction using
parameterization at central (blue), lower edge (red) and upper edge (black) of
pT bin in pp at

√
s = 13 TeV analysis

Systematics due to all contributions are listed in Table 3.7 and 3.8 for both
√

s = 7 TeV and 13 TeV analyses respectively. The final systematic uncertain-

ties are estimated by adding the systematics due to all sources in quadrature and

are summarized in Table 3.9 for the different transverse momentum bins. The
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systematic uncertainties using this method are reduced significantly by about

factor 3 compared to the cocktail method used before at low transverse momen-

tum.

Table 3.7. Summary of values of the systematic uncertainties assigned in pp
at
√

s = 7 TeV
Sources of Uncertainties Value

Track and PID cuts 5.5 % (0.5-1.4 GeV/c) and 2.5 % (1.4-4.0 GeV/c)

Asso. particle cuts 3.0 % (0.5-1.2 GeV/c) and 1.0 % (1.2-4.0 GeV/c).
SPD requirement 20.0 % (0.5-0.6 GeV/c), 15.0 % (0.6-0.7 GeV/c),

10.0 % (0.7-0.8 GeV/c), 5.0 % (0.8-0.9 GeV/c)

2.0 % (0.9-1.0 GeV/c) and negligible (1.0-4.0 GeV/c)

|η | variation negligible at low pT and 5 % (3.5-4.0 GeV/c)

hadron negligible at low pT

contamination and 2 % (3.5-4.0 GeV/c)

Weights for 5% (0.5–0.6 GeV/c), 3% (0.6–0.7 GeV/c),
π0 and η 2% (0.7–0.8 GeV/c), 1% (0.8–1.5 GeV/c)

and negligible at high pT.

TPC-ITS 2 %
TPC-TOF 2 %

track matching

Remaining For Ke3, 6.0 % (0.5-0.6 GeV/c), 3.0 % (0.6-0.7 GeV/c),

cocktail components 2.0 % (0.7-0.8 GeV/c), 1.0 % (0.8-0.9 GeV/c)
(J/ψ , Ke3) negligible at high pT

For J/ψ , negligible at low pT , 1.0 % (2.0-2.5 GeV/c),
2.0 % (2.5-3.5 GeV/c), 3.0 % (3.5-4.0 GeV/c)

3.3 Results and Conclusion

After estimating the systematic uncertainties from all the possible sources, it

is time to plot the final production cross-section of the electrons from heavy-

flavour hadron decays with those systematics which is shown in the upper and

bottom plot of Figure 3.28 for pp at
√

s = 7 and 13 TeV respectively. Statistical

and systematic uncertainties of the data are depicted as vertical bars and boxes,

respectively.
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Table 3.8. Summary of values of the systematic uncertainties assigned in pp
at
√

s = 13 TeV
Sources Systematics

Incl. track and 5.0 % (0.2-2.0 GeV/c)
PID cuts

Asso. 20.0 (0.2-0.3 GeV/c), 15.0 (0.3-0.4 TeV GeV/c),
particle cuts 11.0 (0.4-0.5 GeV/c), 8.0 (0.5-0.6 GeV/c),

7.0 (0.6-0.7 GeV/c), 5.0 (0.7-0.9 GeV/c),
3.0 (0.9-1.1 GeV/c), 2.0 (1.1-1.3 GeV/c)

and 1.0 (1.3-1.5 GeV/c)

Eta variation negligible

SPD req. 25 % (0.2-0.3), 15 % (0.3-0.5) and 5 % (0.5-2.5).

hadron cont. 2 % (3.0 - 4.0 GeV/c)

π0, η weights 3 % (0.2-0.3) and 1 % (0.3-0.4)

Subtraction of 15% (0.2-0.3) GeV/c, 4% (0.3-0.4) GeV/c
Ke3 contribution and 1% (0.4-0.5) GeV/c

ITS-TPC matching 2% (0.2-1) GeV/c, 3% (1-2) GeV/c
and 4% (2-4) GeV/c

TPC-TOF matching 2% beyond 0.3 GeV/c
and 4% between 0.2 to 0.3 GeV/c

Table 3.9. Summary of the total systematic uncertainties

pT Total systematic
in GeV/c uncertainty (%)√

s = 7 TeV
√

s = 13 TeV
0.2-0.3 - 36
0.3-0.4 - 22
0.4-0.5 - 20
0.5-0.6 22 11
0.6-0.7 17 10
0.7-0.8 13 9
0.8-0.9 9 9
0.9-1.0 7 8
1.0-1.1 7 9
1.1-1.2 7 8
1.2-1.4 6 8
1.4-2.0 4 8
2.0-2.5 4 7
2.5-3.5 4 5
3.5-4.0 7 5
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Figure 3.28. The pT-differential invariant production cross-section of electrons
from semileptonic heavy-flavour hadron decays measured at mid-rapidity in pp
collisions at

√
s= 7 TeV (black circle symbol in upper plot) and at

√
s= 13 TeV

(blue circle symbol lower plot) with the FONLL pQCD calculations [48] (upper
panel), and the ratio of the data to the FONLL calculation (lower panels of
the plots). The cross-section at 7 TeV is also compared with the previously
published result (blue, square symbol) and shows nice agreement.
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The red lines indicate the uncertainty band of Fixed-Order Next-to-

Leading Logarithmic resummation (FONLL) calculations [48]. The upper and

lower limit of the FONLL predictions denotes the uncertainty range of the cal-

culations originating from the quark masses, perturbative scales and uncertainty

related to the Parton distribution functions (PDFs) [50].
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Figure 3.29. Ratio between the cross-sections at 13 TeV to 7 TeV and its
comparison with the ratio of corresponding FONLL predictions.

In the upper plot of Figure 3.28, the measured production cross-section of

electrons from heavy-flavour hadron decays at
√

s = 7 TeV is compared the pub-

lished production cross-section which was measured using cocktail method [86].

The measured cross-section is consistent with the published spectra within sta-

tistical and systematic uncertainties. It also shows good agreement with the

FONLL predictions and always lies on the upper edge. Whereas, as shown in

the bottom plot of Figure 3.28, production cross-section measured with the low

magnetic field at
√

s = 13 TeV is shown with the systematic uncertainties. Sim-

ilar to 7 TeV cross-section, it also shows a nice agreement with FONLL pQCD

predictions and lies on the upper edge. The cross-section at 13 TeV is measured

down to pT = 0.2 GeV/c which gives access to large amount of electron yield

in contrast to
√

s = 7 TeV which is measured down to pT = 0.5 GeV/c. More-

over, the ratio of these two cross-sections is obtained and then compared with

the ratio of corresponding FONLL predictions as shown in Figure 3.29. The un-
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certainties on FONLL are reduced after taking the ratio and precise comparison

with the data can be observed.

The measurements of cross-sections of charm and beauty electrons with

such good precisions help to constrain the pQCD calculation and improve our

understanding.
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Chapter 4

Electrons from beauty hadron

decays

In this chapter, analysis of the measurement of electrons from beauty hadron

decays in pp collisions at
√

s = 5.02 TeV is performed by using the Distance

of closest approach (DCA) information of the electrons. Other than photonic

electrons, the electrons from charm hadrons are also one of the sources of back-

ground to the beauty electrons. Maximum likelihood fit method is implemented

for this analysis. Here, the DCA distributions of the electrons from different

sources are obtained from Monte Carlo simulations and used to fit the measured

inclusive electron DCA distribution.

4.1 Analysis strategy

The strategy to measure electrons from beauty hadron decays is different from

the one used for electrons from heavy-flavour hadron decays in the previous

chapter. Although, the electrons are identified in a similar way as discussed in

chapter 2, however, DCA information is used to measure the contribution of the

electrons from beauty hadron decays in pp collisions at
√

s = 5.02 TeV. Due to

the long lifetime of the beauty hadrons, the DCA of beauty electrons is quite

large in comparison to the other background electrons. This DCA information

helps to separate the beauty electrons from the rest of the background. However,

small signal to background ratio, tracking and PID efficiencies at low transverse

momentum region make this analysis a bit challenging. Therefore, we have

restricted our measurement down to pT = 2 GeV/c in the low transverse mo-
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mentum region.

Principle of this analysis is such that the DCA distributions, also referred

as templates, of electrons from different sources are built using Monte Carlo

simulations, and those distributions are used to fit the measured inclusive elec-

tron DCA distribution using the maximum likelihood method.

Details of the data and Monte Carlo periods and corresponding run num-

bers used for this analysis are mentioned in Table 8.3 in the Appendix 8.3. Sum-

mary of the track selection criteria imposed on the electron candidates in pp

collisions at
√

s = 5.02 TeV analysis is shown in the table 4.1.

Table 4.1. Summary of the track selection criteria imposed on the electron
candidates in pp collisions at

√
s = 5.02 TeV analysis

Track and PID cuts Electron candidates
pmin

T 2 GeV/c
|η | < 0.8

Number of TPC clusters ≥ 100
Number of TPC dE

dX clusters (PID) ≥ 80
Number of ITS hits ≥ 3

χ2 /clusters of the momentum fit in the TPC < 4
Requirement of hits in SPD layers kBoth
DCA to the primary vertex in xy < 1 cm
DCA to the primary vertex in z < 2 cm

TOF t - < TOF t >|el in between -3 to 3σ

TPC dE
dX - < TPC dE

dX >|el in between -1 to 3σ

4.1.1 Maximum likelihood method

Maximum likelihood method is useful to fit the distribution with distributions

which have no analytical formula but consist of different distributions (tem-

plates) from Monte Carlo. This method is based on the Barlow and Beeston

approach [97].

Let’s assume that the number of entries in each DCA bin i in data is di and

fi is the expected number of electrons in that bin. Similarly, in MC, a ji is the

number of electrons in DCA bin i from each source j and A ji is corresponding

expected number of electrons. The expectation value of number of electrons in
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each DCA bin fi, consists of the sum of the expectation value of each source,

Ai j, scaled by the amplitude p j:

fi =
m

∑
j=1

p j×A ji (4.1)

p j is associated amplitude of template for each source j. Like this, one

can determine the amount of electrons from beauty hadron decays in every pT

bin. The Poisson statistics gives the likelihood of having di counts in a bin where

the expected number of counts is fi:

p(di| fi) = e− fi f di
i

di!
(4.2)

Similarly, the likelihood of having the amount ai j in the template j and

bin i when the expected value A ji is given by:

p(a ji|A ji) = e−A ji
Aa ji

ji

a ji!
(4.3)

The total likelihood is given by the product between the likelihood of the

observed di (p(di| fi)) and the likelihood of the ai j taken from MC (p(a ji|A ji)),

for all the DCA bins i and template source j:

L =
n

∏
i=1

e− fi f di
i

di!
×

n

∏
i=1

m

∏
j=1

e−A ji
Aa ji

ji

a ji!
(4.4)

For maximum likelihood, the logarithm of the total likelihood is obtained:

lnL =
n

∑
i=1

diln fi− fi +
n

∑
i=1

m

∑
j=1

a jilnA ji−A ji (4.5)
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There are total of m × (n + 1) free parameters, m × n being the expected

number of entries and m being the number of amplitudes of the distribution.

In this analysis, there are 200 bins and 4 templates which makes 804 free pa-

rameters. It is possible to look at the maximum by implementing the Minuit

package [98], however, iterative approach is suggested in [97]. Therefore, dif-

ferentiate eq. 4.5 w.r.t. A ji, to get, dlnL/dA ji = 0;

dlnL
dA ji

=
di p j

f i
− p j +

a ji

A ji
−1 = 0;∀i, j (4.6)

For fixed value of p j above are separate sets of equations for each DCA

bin, this leads to,

A ji =
a ji

1+ p j(1− di
fi
)

(4.7)

It is observed in [99] that above equation does not provide stable result. There-

fore, there is another possibility which is to solve eq. 4.6 for A ji using the

following definition,

fi\ j =
m

∑
k=1;k 6= j

pk×Aki (4.8)

this yields,

A ji =−
1
2

di p j− fi\ j(p j +1)+a ji p j

p j(p j +1)

+

√√√√1
4

(
di p j− fi\ j(p j +1)+a ji p j

p j(p j +1)

)2

+
a ji fi\ j

p j(p j +1)
(4.9)

The iteration is started from a previously obtained value of A ji for each

new step in the maximisation w.r.t. p j. In general, with five iterations, the stable

results can be observed, but to be on the safe side, ten iterations are performed.

Figure 4.1 depicts the example of the fit performed using this method. After

performing the fit, the raw beauty electron yield is obtained by integrating the

fitted beauty electron template in each pT bin independently. A more detailed

explanation of this method is given here [99].
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Figure 4.1. Distribution of DCA of electron candidates in one bin of pT
together with the templates scaled by the normalisation factors estimated by
the fit method.

4.1.2 Selection of electron sources

Followings are the sources of electrons considered in the fit method:

• Electrons from beauty hadron decays:

Due to larger decay length of the beauty hadrons (ranges from cτ ≈ 400 to

500 µm), electrons from beauty hadron decays (signal) have wider DCA

distribution in comparison to the other background electrons. The dis-

tributions become more wider since beauty hadrons can also decay into

charmed hadrons which further decay into the electrons.

• Electrons from charm hadron decays:

One of the background sources is the electrons coming from charm

hadron decays (excluding from beauty hadrons). The decay lengths of

Λ+
c baryon, D0, D+ and Ds are cτ ≈ 60 µm, 100 µm, 300 µm and 100

µm respectively.

• Electrons from Dalitz decays:

Another source of background is electrons coming from Dalitz decays of

π0 and η . These electrons have very narrow DCA distribution because
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Figure 4.2. DCA templates of electrons coming from beauty mesons and
baryons (top left), charm mesons and baryons (top right), Dalitz decays and
gamma conversions (bottom left) and Dalitz decays and charged hadrons (bot-
tom right).

effectively they are coming from the primary vertex with a decay length

of 20 nm of their mother (π0 and η). The width of these distributions

reflects the DCA resolution of the detectors.

• Electrons from photon conversions:

The last source of electrons is from photon conversions in the detector

material. Electrons from this source are produced far away at the beam

pipe which is situated at 3 cm from the primary vertex. It is well known

that the electrons from these conversions have a very small opening angle

and so, the DCA (impact parameter) of these electrons appear mainly due

to the magnetic field. Due to this, the DCA distributions of the electrons

and positrons from this source have mirror images of each other. It is

better to build the templates with the quantity DCAxy × charge × B field

sign instead of just DCAxy as it will make the conversion electron tem-

plates asymmetric which will be helpful to differentiate among the other

templates as those remain unaffected by the use of this quantity.
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Figure 4.2 shows the templates of electrons from different sources. The

shape of the charged hadrons and Dalitz electrons (in the bottom right plot of

Figure 4.2) templates at small DCA values are similar. Therefore, in this analy-

sis, Dalitz electron template is used to take care of the contribution from hadron

contamination in the sample.

4.1.3 Corrections to the templates

Monte Carlo simulations are not always able to reproduce the data. In such

cases, one needs to correct it in order to match with the data using experimental

measurements itself. So, in this section, the corrections which are implemented

in the simulations to reproduce the data are discussed.

Fraction of shared clusters in ITS

As already mentioned, one of the reasons behind the requirement of hits in both

layers of SPD is to suppress the background from conversion electrons. If elec-

trons from late gamma conversions have two hits on SPD, at least one hit is not

really originated by them. So, the probability of having shared these hits with

other track is expected to be high. Figure 4.3 shows the signal to background

ratio for various fractions of shared clusters ( f ). By looking at the signal to

background ratio, the tracks having fraction of shared clusters below 0.5 are

selected for this analysis.
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Impact parameter (DCA) mean and resolution correction

As a consequence of the misalignment of some SPD modules during data taking

of the data used in this analysis, DCA mean in data is shifted towards the neg-

ative value. This shift has a dependence on transverse momentum, azimuthal

angle and polarity of the magnetic field. However, this is not incorporated in the

corresponding MC samples. Therefore, a separate task named ”Improver task”

is created to mimic that mean shift in MC. The Improver task, AliAnalysisTask-

SEImproveITS, is implemented in the PWGHF directory of the AliPhysics in

the AliRoot software [83]. The effect of this Improver task can be checked
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Figure 4.4. DCA distribution of charged hadrons in data (black) and MC
before (red) and after (blue) the improver, and the Gaussian fits performed for
the extraction of the mean and sigma.
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by looking at the DCA distribution of the charged hadrons in Figure 4.4 (see

Appendix 8.10 for all bins) which are selected using TPC (-3 < nσTPC < -5),

both in data and MC. This distribution is fitted by Gaussian function within the

RMS range (-RMS < DCAxy < RMS) in each pT bin, in both data and MC.

Then the check is made as shown in Figure 4.5 where the differences between

the mean in data and MC with and without Improver are plotted. One can see

that the shift in data is now successfully restored in the MC.
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Figure 4.6. Resolution of DCA in data (black) compared to the resolution
of DCA in MC before (red) and after (blue) the correction performed by the
improver task.

There is also some difference found in the resolution of the DCA distri-

butions in data and MC, as shown in Figure 4.6 (left plot). The task also helps

to improve the resolution, and it can be seen in Figure 4.6 (right plot) where

the ratios of the resolution in data to the MC are shown with and without Im-

prover. Finally, the mean and resolution of the DCA distributions in MC are

made similar to the data with the help of Improver task.

Charm meson pT shape correction

The shape of the DCA distribution of the electrons depends on the shape of

the pT distribution of their mother. Since the MC does not reproduce the data

correctly, the shape of the mother pT distribution has to be restored and made

similar as in data.

For this, the pT spectra of D0 meson in both data [100] and MC are fitted

using Hagedorn function (left plot in Figure 4.7) and then weight is obtained by
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taking the ratio of data and MC as shown in the Figure 4.7 (right plot). This

weight is then applied to the electrons in the MC according to the pT of their

mother. The effect of this correction the shape of the DCA distribution of the

electrons from the charm mesons can be seen in the Figure 4.10 (left plot) as

template (distribution) has become narrower.
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Figure 4.7. Left: pT spectrum of the D meson used in this analysis and pT
spectrum of D0 mesons measured in data. Right: Ratio of D0 measurement
by the spectrum of D mesons from MCs.

Beauty meson pT shape correction

Similar correction is required to be implemented for the mother of the beauty

electrons as their shape is also not well reproduced in the data. However, the

measured spectra of B meson is not available from ALICE as well as from other

experiments in similar kinematic ranges of the spectra. In the absence of the

experimental measurement, theoretical predictions from FONLL are used as a

reference for the B meson instead of data. Therefore, the weight is obtained by

taking the ratio of the B meson FONLL central values to B meson in MC, as

shown in Figure 4.8 (right plot). The weight is applied to the electrons from

beauty decays according to their mother pT and shape of the beauty electron

template does not change much after this correction as shown in the right plot

of Figure 4.10.
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Charm hadrons to D0 fraction correction

Similar to the shape of the mother spectra, the fractions of the charmed hadrons

with respect to the D0 meson are also not well reproduced in the MC. The wrong

fraction can certainly affect the shape of the template since the lifetimes of the

different species of the charmed hadrons are different, as discussed in section

4.1.2.

For this correction, the ALICE measurements of these ratios (Λ+
c /D0,

D±
D0 data

, D∗±
D0 data

, D±s
D0 data

) were used to get the weight (w). The measured Λ+
c /D0

ratio [101] has a pT dependence whereas, others are independent of pT, i.e.
D±
D0 data

≈ 0.5, D∗±
D0 data

≈ 0.5, D±s
D0 data

≈ 0.25 [100] (see Appendix 8.9 for the

plots). The correction to the electrons in the MC is performed track by track

according to the estimated weight so that the fractions in MC matches with the

experimental measurements. The weight (w) for Λ+
c /D0 fraction correction in

MC is given by:

w =

(
Λ+

c
D0

)
data

×

(
D0

data

Λ
+
c MC

)

– Λ+
c

D0 data
is the correct fraction in measured in data and Λ+

c MC is Λ+
c con-

tribution in MC;
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Similarly, the fraction correction of other ratios in the MC is performed

using weight:

w =

(
D
D0

)
data

×

(
D0

data
DMC

)

where, D can be D±, D∗± and D±s mesons.

– D
D0 data

is the correct fraction in measured in data and DMC is D contri-

bution in MC;

After correcting the fraction of charmed hadrons to D0 by applying

weights to the MC templates, the effect on the shape of the charm electron

template is shown in the left plot of Figure 4.10.

4.2 Estimation of pT-differential production

cross-section

The raw spectrum of electrons from beauty hadron decays obtained from the

template fits is normalised by the factors discussed below in order to become an

invariant yield.

The final invariant production cross-section for electrons from beauty
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hadron decays was calculated using the following equation:

1
2π pT

dσ e

d pT dy
=

1
2

1
2π pcentre

T

1
∆y∆pT

Ne
raw

εgeo× ε reco× εeID
σMB

NMB

The raw yield (Ne
raw) is corrected by reconstruction efficiency (εgeo ×

εreco) and electron identification efficiency, εeID of TPC and TOF. The TPC

PID efficiency is estimated using data driven method since the mean and sigma

of electrons in TPC are not at 0 and 1 respectively as shown in Figure 4.11.

Estimated TPC PID efficiency is about 88%. Figure 4.12 shows the track recon-

struction, eID and total efficiencies as function of pT.

In addition, the measured yield of beauty electrons is normalised to unit
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rapidity by dividing by the rapidity range ∆y (or ∆η) = 1.6. The yield is also

normalised to the unity of the azimuthal angle φ (∆φ = 2π). Each pT bin is

normalized by its width (∆pT) and by its central value (pcentre
T ). The yield is also

normalised by the number of analysed events NMB. Finally, the fully corrected

yield is multiplied by the minimum-bias cross-section of pp collisions at
√

s =

5.02 TeV (σMB = 50.77 mb [102]) to get invariant production cross-section of
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Figure 4.13. Invariant cross-section of electrons from beauty hadron decays
and its comparison with the FONLL prediction [48]. Vertical bars denote the
statistical errors.

electrons originating from beauty hadron decays which is shown in Figure 4.13.

4.3 Estimation of statistical uncertainties

Statistical uncertainties on the measured raw yield of beauty electrons were es-

timated using so-called toy model approach. These are extracted from the tem-

plate fits and estimated by taking into account the statistical uncertainties of the

data as well as the templates. For each fit, MC templates are rebuilt by sampling

from the original one according to its statistics. An analogous sampling is also

done for the data DCA distribution in that pT bin. The procedure is repeated

many times, and the distribution of the measured quantity is obtained and the
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width of this distribution is assigned as the statistical uncertainty of the original

measurement. This procedure of repeating the fit many times using data and

templates sampled from the original ones is named a toy model approach.

4.4 Estimation of Systematic uncertainties

After estimating the cross-section, the next step is to estimate the systematic

uncertainties due to different selection criteria and the corrections. Followings

are the different sources of systematic uncertainties considered:

• D meson pT shape correction.

• B meson pT shape correction.

• Charmed hadrons yield fraction correction.

• Hadron contamination.

• Fit stability.

• TPC PID.

• TOF PID.

4.4.1 D meson pT shape correction

Systematic uncertainty which may arise due to the D meson pT shape correc-

tion is estimated by calculating two more D meson weights by tilting the D

meson spectra up and down within its uncertainties as shown in the left plot of

Figure 4.14.

Then the ratios of cross-sections obtained using these two variations to the

default measurement are taken as shown in the right plot of Figure 4.14. The

systematic uncertainty of 2 % in pT range 1.0 to 6.0 GeV/c is assigned.
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Figure 4.14. Left: D meson weights obtained by tilting D0 spectra up and
down, Right: ratios of the beauty yield with these weights to the default.

4.4.2 B meson pT shape correction

As discussed earlier, FONLL spectra was used to correct the B meson prmT

shape in the MC. Similar to above case, two variations of B meson weights are

obtained by using the FONLL lower and upper edge to estimate the systematic

uncertainty due to the B meson pT shape correction as shown in the left plot

of Figure 4.15. From the ratios shown in the right plot of Figure 4.15, the
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edge, Right: ratios of the beauty yield with these weights to the default.

systematic uncertainty of 10% (1.0 6 pT < 2.5 GeV/c), 7% (2.5 6 pT < 4.0

GeV/c) and 5% (4.0 6 pT < 6.0 GeV/c) are assigned.

4.4.3 Charmed hadrons yield fraction correction

The fractions of charmed hadrons to D0 in MC are corrected by using experi-

mental measurements which are affected by systematic uncertainties. This can
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introduce the systematics into the final measurement. So in this case, using two

variations of each ratios (Λc/D0 (as shown in left plot of Figure 4.16), D+/D0,

D∗+/D0 and Ds/D0 (see Figure 8.18)) i.e upper egde and lower edge of the sys-

tematic uncertainties, cross-sections are obtained. For instance, for D±
D0 data

≈

0.5 being the central value, the upper edge 0.6 and lower edge 0.4 and so on for

other ratios. Then the ratios with respect to the default measurement are taken.
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Figure 4.16. Λc/D0 ratio: central (blue), lower (red) and upper (black).
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Figure 4.17. Ratios of the beauty yield obtained by varying the charged hadron
to D0 ratios to the default.

From Figure 4.17, the systematics of 4 % (1.0 6 pT 6 2.5 GeV/c) and 2

% (2.5 6 pT 6 5.0 GeV/c) are assigned.
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4.4.4 Hadron contamination

As the Dalitz electron templates are used to take care of the contribution from

hadron contamination, this can lead to some systematic uncertainties. For this,

the beauty yield is obtained by subtracting the charged hadrons template from

the inclusive sample (obtained by -5 to -3 TPC nσ and -3 to 3 TOF σ ) which

was scaled to the amount of contamination in the inclusive sample. The ratio of

these two yields is taken to assign the systematics as shown Figure 4.18. The

systematics at low pT is negligible, and 5% between 4 to 5 GeV/c and 10%

between 5 to 8 GeV/c is assigned.
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Figure 4.18. Ratio of beauty yield by subtracting the charged hadrons template
from the inclusive sample, by scaling it to the amount of contamination in the
inclusive sample to the default.

4.4.5 Fit stability

Fit variants such as bin width and fit range can have a systematic effect on the

final result. Systematics due to these fit variants are obtained by varying the

fit range and bin width of the templates. The beauty yield is sensitive to the fit

range rather than bin width. Ratios of beauty electron yield varying the binwidth

and fit range to the default (bin width = 20 µm and fit range [-0.2 cm, 0.2 cm])

are obtained as shown in Figure 4.19. Systematics of 20% is assigned below 2.0
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GeV/c, 10% is assigned between 2.0 to 2.5 GeV/c and 5% between 2.5 6 pT 6

5.0 GeV/c.
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Figure 4.19. Ratios of beauty yield obtained by varying the binwidth and fit
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4.4.6 TPC PID

TPC nσ distribution of electrons is fitted with Gaussian function to estimate

the identification efficiency. To estimate the systematic uncertainties due to this

source, the TPC nσ distributions of electrons are fitted with Gaussian (default),

and Landau multiplied by exponential function to get the systematics as depicted

in Figure 4.20. The ratios of the integrals of these two functions within nσ

region (-1 to 3) are taken and 1% systematic is assigned in whole transverse

momentum range as shown in Figure 4.21.

4.4.7 TOF PID

For TOF PID systematic uncertainty, the V0 electrons are used. V0 particles

are produced in the decay of neutral mother particles and which can be selected

using their decay topology. Their detailed selection process can be found in

[103]. TOF PID efficiency of these electrons is estimated in both data and MC

as shown a left plot of Figure 4.22. The ratio of these two efficiencies is used to

assign the systematics, which is 4% below pT = 6 GeV/c and negligible above.

The systematics due to TPC-TOF matching is taken from heavy-flavour

electron analysis in pp collision at
√

s = 5.02 TeV analysis [63] which is about
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Figure 4.20. Fits to the electron nσ distributions using Landau multiplied by
Exponential (red) and Gaussian functions (black).
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Figure 4.21. TPC PID systematics: Ratio of integral of Landau × Exp to
Gaussian function in -1 to 3 nσ region of TPC nσ distribution.
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Figure 4.22. TOF efficiency of V0 electrons in data and MC (left) and their
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2% in whole transverse momentum regime.

The systematic uncertainties due to various sources are mentioned in Ta-

ble 4.2 and total uncertainties are estimated by adding them in the quadrature as

mentioned in the Table 4.3.

Table 4.2. Total systematic uncertainties

Sources Systematics in %
D meson pT shape correction 2 % (1.0 6 pT < 6.0 GeV/c)

B meson pT shape correction 10 % (1.0 6 pT < 2.5 GeV/c)
7 % (2.5 6 pT < 4.0 GeV/c)
5 % (4.0 6 pT < 6.0 GeV/c)

Charmed hadrons yield fraction correction 4 % (1.0 6 pT < 2.5 GeV/c)
2 % (2.5 6 pT < 5.0 GeV/c)

Hadron contamination 5% (4.0 6 pT < 5.0 GeV/c)
10 % (5.0 6 pT < 8.0 GeV/c)

Fit stability 20 % ( pT < 2.0 GeV/c)
10 % (2.0 6 pT < 2.5 GeV/c)

5 % (2.5 6 pT < 5.0 GeV/c)

TPC PID 1 % (1.0 6 pT < 8.0 GeV/c)

TOF PID 4 % (1.0 6 pT < 6.0 GeV/c)

TPC–TOF matching 2% (from HFE 5.02 TeV analysis)
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Table 4.3. Summary of the total systematic uncertainties for the cross-section
Transverse momentum (pT ) in GeV/c Total systematic uncertainty (%)

2.0 - 2.5 15

2.5 - 4.0 10

4.0 - 5.0 10

5.0 - 6.0 12

6.0 - 8.0 10

4.5 Results and Conclusion

Finally, the estimated systematic uncertainties are propagated on to the mea-

sured invariant production cross-section, as shown in Figure 4.23. The mea-

sured cross-section is in agreement with the FONLL [48] predictions and lies

on the upper edge within the systematic uncertainties.

It also agrees with the scaled cross-section in pp collisions at
√

s = 5.02

TeV within systematic uncertainties which is obtained by scaling the cross-

section at
√

s = 7 TeV [104] to 5.02 TeV using FONLL predictions. From

Figure 4.23, one can appreciate the improvement in the systematic uncertainties

in the measured cross-section in comparison to the scaled one.

Figure 4.24. Fraction of electrons of beauty hadron decays to electron from
heavy-flavour hadron decays
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Figure 4.23. Top: pT-differential cross-section of electrons from beauty
hadron decays and its comparison with the FONLL prediction [48]. Bottom:
Its comparison with the cross-section obtained from scaling 7 TeV cross-section
using FONLL.

Along with this, the relative contribution of electrons from beauty hadron

decays to the electrons from heavy-flavour hadron decays is measured. The
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production cross-section of electrons from heavy-flavour hadron decays in pp

collisions at
√

s = 5.02 TeV measured by ALICE with good precision [63] is

used for the estimation of the fraction. This ratio is compared with the central,

upper and lower limit of FONLL predictions as shown in Figure 4.24. One can

see that the beauty contribution starts to dominate beyond pT > 4 GeV/c.

The measured cross-section is then further used as a crucial reference in

the measurement of the nuclear modification factor (RAA) of the electrons from

the beauty hadron decays in central and semi-central Pb–Pb collisions at
√

sNN

= 5.02 TeV [105, 106]. The improvement in the uncertainties of the RAA is also

observed.

With this chapter, we conclude our study to explore the high-temperature

regime of QCD phase diagram. From the next chapter, we set our sight on the

other side of the spectrum of QCD phase diagram.
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Chapter 5

Mass-dependent hierarchy of

kinetic freeze-out parameters

From hereon, we shift our focus from analysis of heavy-flavour production data

at the LHC energies to the phenomenological investigation of particle produc-

tion in low energy collisions. In this chapter, we study the mass-dependent hi-

erarchy of kinetic freeze-out parameters of hadrons in low energy heavy-ion

collisions. For this purpose, the transverse momentum and rapidity spectra of

the different identified hadrons are analysed within a generalised non-boost-

invariant blast wave model. We find a clear mass-dependent hierarchy in the

fitted kinetic freeze-out parameters. Further, we study the rapidity spectra us-

ing analytical Landau flow solution for non-conformal systems. It is found that

the resultant value of the speed of sound in the medium also shows a similar

hierarchy.

5.1 Introduction

The hot dense matter of quarks and gluons is expected to form in the wide range

of the temperatures and baryonic density. At the RHIC and LHC, the matter with

high temperature and nearly zero baryon densities is produced whereas, rela-

tivistic nuclear collisions at moderate energies such as those available at RHIC

Beam Energy Scan (BES) program, at the upcoming FAIR accelerator facility at

GSI Germany [107] and NICA facility at JINR Dubna [108], are anticipated to

create hot and dense nuclear matter in the regime of moderate temperatures and

large net baryon densities. So, it will be fascinating to explore the properties
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Facility/ ELab yb Phase space
Experiment (A GeV) hadron Species

AGS /E895 2 [109] [110] 1.39 −0.05 < yc.m. < 0.05
(π+, π−, p)

AGS /E895 4 2.13 −0.05 < yc.m. < 0.05
(π+, π−, p)

AGS /E895 6 2.54 −0.05 < yc.m. < 0.05
(π+, π−, p)

AGS /E895 8 2.83 −0.05 < yc.m. < 0.05
(π+, π−, p)

SPS /NA49 20 [112] 3.75 0.0 < yc.m. < 0.2 (π−)

−0.1 < yc.m. < 0.1 (K±)

−0.38 < yc.m. < 0.32 (p)

RHIC BES /STAR 30.67 [111] 4.18 −0.1 < yc.m. < 0.1
(π±, K±,p, p̄)

SPS /NA49 30 4.16 0.0 < yc.m. < 0.2 (π−)

−0.1 < yc.m. < 0.1 (K±)

−0.48 < yc.m. < 0.22 (p)

SPS /NA49 40 [113] 4.45 0.0 < yc.m. < 0.2 (π−)

−0.1 < yc.m. < 0.1 (K±)

−0.32 < yc.m. < 0.08 (p)

RHIC BES /STAR 69.56 5.00 −0.1 < yc.m. < 0.1
(π±, K±,p, p̄)

SPS /NA49 80 5.12 0.0 < yc.m. < 0.2 (π−)

−0.1 < yc.m. < 0.1 (K±)

−0.36 < yc.m. < 0.04 (p)

SPS /NA49 [114] 160 5.82 0.0 < yc.m. < 0.2 (π−)

−0.1 < yc.m. < 0.1 (K±)

−0.51 < yc.m. <−0.11 (p)

Table 5.1. Details of the data sets from different experiments at different
accelerator facilities along with energy (ELab), beam rapidity (yb), Phase space
and Hadron species, used for this blast wave analysis. Au + Au (0− 5%) at
AGS and RHIC BES and Pb + Pb (0−7%) at SPS.

of matter at these conditions. However, for optimum utilisation of these facili-

ties to decode the QCD phase structure, it is imperative to analyse the existing

data sets in the similar energy range collected by the first generation fixed-target

experiments at AGS and SPS accelerator facilities.
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Facility/ ELab ybeam Centrality Phase space
Experiment (A GeV)
SPS/NA49 20 3.75 0−7.2% 0.0 < yc.m. < 1.8 (φ )

0−7% −0.4 < yc.m. < 0.4 (Λ, Λ̄)
0−7% −0.5 < yc.m. < 0.5 (Ξ±)

SPS/NA49 30 4.16 0−7.2% 0.0 < yc.m. < 1.8 (φ )

0−7% −0.4 < yc.m. < 0.4 (Λ, Λ̄)

0−7% −0.5 < yc.m. < 0.5 (Ξ±)
SPS/NA49 40 4.45 0−7% −0.4 < yc.m. < 0.4 (Λ, Λ̄)

0−7% −0.5 < yc.m. < 0.5 (Ξ±)

0−7.2% 0.0 < yc.m. < 1.5 (φ )

0−7.2% −0.5 < yc.m. < 0.5 (Ω±)
SPS/NA49 80 5.12 0−7% −0.4 < yc.m. < 0.4 (Λ, Λ̄)

0−7.2% 0.0 < yc.m. < 1.7 (φ )

0−7% −0.5 < yc.m. < 0.5 (Ξ±)
SPS/NA49 158 5.82 0−10% −0.4 < yc.m. < 0.4 (Λ, Λ̄) [115]

0−5% 0.0 < yc.m. < 1.0 (φ ) [117]

0−23.5% −0.5 < yc.m. < 0.5 (Ω±) [116]

0−10% −0.5 < yc.m. < 0.5 (Ξ±) [115]

Table 5.2. Details of the data sets from different experiments at different
accelerator facilities along with energy (ELab), beam rapidity (ybeam) in lab
frame, System, Centrality, Phase space and Hadron species, used for this blast
wave analysis.
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Figure 5.1. An illustration of the resonance decay contributions to the trans-
verse mass spectra of pions. Both two and three-body decays are incorporated
in the calculation. Higher mass resonances beyond ∆(1232) are neglected.

The determination of freeze-out conditions of the fireball at various col-

lision energies is of the particular interest. During chemical freeze-out the in-
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Figure 5.2. Fitted pT spectra for Pions (π±) (-0.05 < yc.m. < 0.05) and
Proton (p) (-0.05 < yc.m. < 0.05) at (a) 2A GeV, (b) 4A GeV, (c) 6A GeV
and (d) 8A GeV beam energies.

elastic scatterings cease, leading to the stabilisation of the particle chemistry in

the fireball. On the other hand, at kinetic or thermal freeze-out hadrons stop to

interact with each other, and their momentum distribution does not undergo fur-

ther change. In the so-called “standard model” of heavy-ion collisions, chemical

freeze-out occurs earlier than kinetic freeze-out due to larger mean free path of

inelastic collisions. Usually, the yields and transverse momentum (pT ) spectra

of the produced hadrons are analysed to extract the parameters of chemical and

kinetic freeze-out. In Ref. [118] the authors advocated for a multiple chemical

freeze-out scenario, with strange hadrons fixing their chemical composition ear-

lier than the non-strange light hadrons, due to smaller inelastic cross-sections.

An interesting question to ask is whether a similar hierarchical structure is also

present in the case of kinetic decoupling. One may expect a mass-dependent

hierarchy of kinetic freeze-out as the medium induced momentum change of

heavy hadrons would be smaller compared to lighter hadrons. Therefore, as the

temperature of the fireball decreases, one would expect an earlier kinetic de-

coupling of heavy hadrons. In the chapter, we have attempted to look for the

possible hierarchy in thermal freeze-out, in low energy nuclear collisions.
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Figure 5.3. Fitted pT spectra for Proton (p) (-0.38 < yc.m. < 0.32 for 20A
GeV, -0.48 < yc.m. < 0.32 for 30A GeV, -0.32 < yc.m. < 0.08 for 40A GeV,
-0.36 < yc.m. < 0.04 for 80A GeV and -0.51 < yc.m. < -0.11 for 158A GeV),π−

(0.0 < yc.m. < 0.2) and K± (-0.1 < yc.m. < 0.1) at (a) 20A GeV, (b) 30A
GeV, (c) 40A GeV, (d) 80A GeV and (e) 158A GeV beam energies.

In literature, kinetic freeze-out conditions are commonly studied in hy-

drodynamics inspired blast-wave model framework [119]. Due to its simplicity,

blast wave models have been used for a long time to analyse momentum distri-

bution of the produced hadrons and provide information about the properties of

the matter at kinetic freeze-out. The main underlying assumption is that the par-

ticles in the system produced in the collisions are locally thermalised (till they

are emitted from the medium), and the system expands collectively with a com-
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Figure 5.4. Fitted pT spectra for Proton (p) (-0.1 < yc.m. < 0.1), Anti-proton
(p̄) (-0.1 < yc.m. < 0.1), π± (-0.1 < yc.m. < 0.1) and K± (-0.1 < yc.m. <
0.1) from RHIC beam energy scan (BES) program, at (a) 30.67A GeV and (b)
69.56A GeV beam energies. Since the data have a lower pT cut off around 0.2
GeV/c, the resonance decay contribution is not included in the calculations.

mon radial velocity field undergoing an instantaneous common freeze-out. Such

phenomenological models are particularly useful in nuclear collisions where a

fireball is created at finite net baryon density because the detailed hydrodynamic

calculations in the corresponding regime suffer from the unavailability of the re-

alistic equation of states from the lattice QCD.

The first version of the blast-wave model was formulated about four

decades ago [120], to describe the hadron production in Ne+NaF reactions at

a beam energy of 800A MeV. The model assumes the radial expansion of the

fireball, with constant velocity. Collective isentropic expansion of the nuclear

fireball with a scaling form for the radial velocity profile was also used to anal-

yse the then available data on transverse momentum (pT ) spectra of hadrons

from 14.5A GeV Si+Au collisions at BNL AGS and 200A GeV O+Au colli-

sions at CERN SPS [121, 122].

While the spherically expanding source may be expected to mimic the

fireball created at low energies, at higher energies, a stronger longitudinal flow

might lead to cylindrical geometry. For the latter case, an appropriate formal-

ism was first developed in Ref. [123]. Using a simple functional form for the

phase space density at kinetic freeze-out, the authors approximated the hydro-

102



c.m.
y

0.5− 0 0.5

d
N

/d
y

0

20

40

60

80  = 2A GeVLabE
­

π
+

π

p

(a)

c.m.
y

1− 0.5− 0 0.5 1

d
N

/d
y

20

40

60

 = 4A GeVLabE
­

π
+

π

p

(b)

c.m.
y

1− 0 1

d
N

/d
y

0

20

40

60
 = 6A GeVLabE
­

π
+

π

p

(c)

c.m.
y

1− 0 1
d
N

/d
y

20

40

60

 = 8A GeVLabE
­

π
+

π

p

(d)

Figure 5.5. Fitted rapidity distribution of π± and Proton (p) in central Au+Au
collisions from AGS, at (a) 2A GeV, (b) 4A GeV, (c) 6A GeV and (d) 8A GeV
beam energies. For each particle species, the normalisation constant has been
adjusted separately for best-fit results.

dynamical results with the boost-invariant longitudinal flow. The model was

successfully used to fit the pT spectra with only two parameters, namely a ki-

netic freeze-out temperature Tkin and a radial flow strength βT . Though initially

developed for central collisions, the model was later extended to non-central col-

lisions with the introduction of additional parameters to account for anisotropies

in the transverse flow profile [124] and in the shape of the source in the co-

ordinate space [125]. The model has also been applied to search for collectivity

in small systems [126]. Attempts have also been made to incorporate the vis-

cous effects in the blast wave model [127, 128]. One common assumption for

all these variants of the blast wave model is the underlying boost-invariant lon-

gitudinal dynamics. Although it is a reasonable assumption at RHIC and LHC

energies, longitudinal boost-invariance does not hold well at AGS and SPS ener-

gies. Therefore in order to describe particle production at these energy domains,
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Figure 5.6. Fitted rapidity distribution of π−, K+ and K− in central Pb+Pb
collisions from SPS, at (a) 20A GeV, (b) 30A GeV, (c) 40A GeV, (d) 80A GeV
and (e) 158A GeV beam energies.

the assumption of boost-invariance must be relaxed.

In Ref. [129], the authors proposed a non-boost-invariant extension of the

blast wave model of Ref. [123]. The cylindrical symmetry is broken via the

modification of the system boundaries which is suitable for low energy colli-

sions. For a realistic parametrisation of the freeze-out surface of the expanding

fireball, the model has been found to provide a very good fit to the pT and rapid-

ity spectra for a variety of hadrons produced in 11.6A GeV Au+Au collisions

measured by E802, E877 and E891 Collaborations at AGS. The results indicated
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a relatively low kinetic freeze-out temperature of about 90 MeV with an average

transverse expansion velocity at mid-rapidity of about 0.5c.

In this chapter, we employ the non-boost-invariant blast-wave model to

analyse the transverse and longitudinal spectra of the light hadrons (p, π−,

K±) from Au+Au and Pb+Pb collisions in the energy range ELab = 2− 158A

GeV [130], as measured by different experimental Collaborations at AGS, SPS

and RHIC facilities. We use these results to study the mass-dependent hierarchy
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in kinetic freeze-out parameters of identified hadrons produced in central Pb+Pb

collisions at SPS energies. Here, besides light hadrons, we analyse the pT -

spectra and rapidity spectra of the heavy strange hadrons, at collision energies

ranging from ELab = 20A−158A GeV [131]. For the study of mass-dependent

hierarchy, we consider separate simultaneous fits for light hadrons (π−, K±) and

heavy strange hadrons (Λ, Λ̄, φ , Ξ±, Ω±), for which the transverse momentum

spectra, as well as rapidity spectra, are available. We do not consider protons

in the fits of light hadrons, because all observed protons may not be thermally

produced due to stopping at low energies. However, we have checked that the

main message of the present work remains unaltered irrespective of whether we

include proton in light hadron or heavy hadron set. Moreover, we also perform

a separate fit to transverse momentum spectra of charmed hadrons (J/ψ , ψ ′)

at 158A GeV collisions. We find a clear mass-dependent hierarchy in the fit-

ted kinetic freeze-out parameters. Further, we study the rapidity spectra using

analytical Landau flow solution for non-conformal systems. We find that the

extracted value of sound velocity in the medium also shows a similar hierarchy.

We would like to mention that we perform for the first time, a systematic

analysis of the heavy strange hadrons produced in the low energy nuclear col-

lisions using a non-boost-invariant blast-wave model. Note that the application

of blast-wave dynamics to study the transverse spectra of heavy hadrons have

been attempted earlier. In Ref. [132], the authors have analysed the pT spectra

of J/ψ , ψ ′ mesons and Ω baryon within the longitudinal boost-invariant blast-

wave model, with the hypothesis that for these heavy hadrons, the rescattering

effects in the hadronic phase is negligible and they leave the fireball at hadroni-

sation. However, to the best of our knowledge, a thorough analysis of pT and y

distributions of all varieties of multi-strange hadrons produced in the low energy

domain has never been attempted before using a non-boost-invariant blast wave

model.

In the following section, the essential features of the non-boost-invariant

model are described.
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5.2 A brief description of the model

ELab (A GeV) ηmax 〈βT 〉 Tkin (MeV) χ2/NDF

2 0.995±0.001 0.4838±0.0034 61.72±1.36 7.2

4 1.285±0.002 0.5400 ± 0.0025 55.86 ± 1.38 7.8

6 1.573±0.002 0.5584 ± 0.0062 58.14 ± 3.17 9.4

8 1.645±0.003 0.5655 ± 0.0031 60.63 ± 1.75 8.7

20 1.882±0.005 0.5177±0.0011 79.77±0.05 6.5

30.67 2.078±0.004 0.5448 ± 0.0002 71.25 ± 0.02 8.5

30 2.084±0.004 0.5368±0.0011 80.28±0.05 6.7

40 2.094±0.004 0.5356±0.0009 81.92±0.04 5.5

69.56 2.306±0.005 0.5330 ± 0.0001 78.97 ± 0.01 6.7

80 2.391±0.005 0.5347±0.0012 82.68±0.05 3.8

158 2.621±0.006 0.538±0.0013 84.11±0.06 4.4

Table 5.3. Summary of the fit results at different energies from AGS, SPS and
RHIC beam energy scan (BES). For uniformity, at RHIC the relevant centre of
mass (CMS) energies are converted to the corresponding beam energies in the
laboratory frame.

ELab (A GeV) ηmax 〈βT 〉 Tkin (MeV) χ2/Ndof

20 1.288±0.021 0.4418±0.0032 93.09±0.19 1.90

30 1.728±0.026 0.4501±0.0029 95.84±0.17 2.23

40 1.752±0.018 0.4536±0.0026 98.82±0.14 3.70

80 1.989±0.021 0.4489±0.0022 106.46±0.12 3.59

158 2.031±0.029 0.4688±0.0016 109.24±0.11 3.40

Table 5.4. Summary of the fit results of pT spectra of heavy strange hadrons
at different energies ranging from 20A to 158A GeV at SPS.

Details of the non-boost-invariant blast wave model that we have em-

ployed in our calculations can be found in [129]. Here we briefly outline the

main features for completeness. In the blast-wave model, the single-particle

momentum spectrum of the hadrons emitted from the fireball at freeze-out is

usually described by the Cooper-Frye [133] prescription of particle production.

Within this formalism, the single-particle spectrum is defined as the integral of

the phase-space distribution function f (x, p) over the freeze-out hypersurface

107



 (GeV/c)
T

p
0.5 1 1.5 2 2.5

­2
d

y
 (

G
e

V
)

T
d

p
T

d
N

/p

3−10

2−10

1−10

1

10

210
 = 20 AGeVlabE

Λ

Λ
+

Ξ

φ

(a)

 (GeV/c)
T

p
0.5 1 1.5 2 2.5

­2
d

y
 (

G
e

V
)

T
d

p
T

d
N

/p

3−10

2−10

1−10

1

10

210
 = 30 AGeVlabE

 2× Λ

 2× Λ

 2× 
­

Ξ
+

Ξ

φ

(b)

 (GeV/c)
T

p
0.5 1 1.5 2 2.5

­2
d

y
 (

G
e

V
)

T
d

p
T

d
N

/p

3−10

2−10

1−10

1

10

210

 = 40 AGeVlabE

 5× Λ

 5× Λ

 5× 
­

Ξ

 2× 
+

Ξ

φ
­

Ω + 
+

Ω

(c)

 (GeV/c)
T

p
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

­2
d

y
 (

G
e

V
)

T
d

p
T

d
N

/p

2−10

1−10

1

10

210

3
10

 = 80 AGeVlabE
 10× Λ

 10× Λ

 10× 
­

Ξ

 2× 
+

Ξ

φ

(d)

 (GeV/c)
T

p
0.5 1 1.5 2 2.5

­2
d

y
 (

G
e

V
)

T
d

p
T

d
N

/p

3−
10

2−10

1−10

1

10

210

310

 = 158 AGeVlabE

 20× Λ

 20× Λ

 30× 
­

Ξ

 5× 
+

Ξ

φ
­

Ω
+

Ω

(e)

Figure 5.9. Simultaneously fitted pT spectra of Λ, Λ̄, φ , Ξ± and Ω± at (a)
20A GeV, (b) 30A GeV, (c) 40A GeV, (d) 80A GeV and (e) 158A GeV beam
energies. Error bars indicate available statistical error.

Σ
f
µ(x). The triple differential invariant spectra can be written as:

E
d3N
d3 p

=
g

2π3

∫
d3

Σ
f
µ(x)pµ f (x, p) (5.1)

where g denotes the degeneracy factor. In thermal models, f (x, p) is consid-

ered to be the equilibrium distribution function. In the temperature range of

the heavy-ion collisions, the quantum statistics can be ignored and one usually
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Figure 5.10. Fitted rapidity distribution of Λ, Λ̄, φ , Ξ± and Ω± in central
Pb+Pb collisions from SPS, at (a) 20A GeV, (b) 30A GeV, (c) 40A GeV,
(d) 80A GeV and (e) 158A GeV beam energies. Error bars indicate available
statistical error.

works with the Boltzmann approximation. The freeze-out hypersurface Σ
f
µ(x)

is determined from freeze-out criteria for thermal decoupling.

For an expanding fireball in local thermal equilibrium, the boosted thermal

distribution is given by:

f (x, p) = exp
(
− p.u(x)−µ(x)

T (x)

)
(5.2)
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Figure 5.11. Variation of the 〈βT 〉 (top left), Tkin (top right) and ηmax (bot-
tom) for heavy strange and light hadrons with incident beam energy (Elab).
Errors are within the marker size.

where T (x) and µ(x) are space-time dependent local temperature and chemi-

cal potential at kinetic freeze-out and uµ(x) = γ(1,βT (x)er,βL(x)) is the local

fluid velocity. Focusing on central collisions, with a realistic parametrisation of

the freeze-out hyper-surface and local fluid velocity, the thermal single particle

spectrum in terms of transverse mass mT (≡
√

p2
T +m2) and rapidity y are given

by

dN
mT dmT dy

=
g

2π
mT τF

∫ +ηmax

−ηmax

dη cosh(y−η)

×
∫ R(η)

0
r⊥ dr⊥ I0

(
pT sinhρ(r⊥)

T

)
(5.3)

× exp
(

µ−mT cosh(y−η)coshρ(r⊥)
T

)
.

where the system is assumed to undergo an instantaneous common freeze-out
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at a proper time τ ≡
√

t2− z2 = τF . In the above equation, η ≡ tanh−1(z/t)

denotes the space-time rapidity and is related to the longitudinal fluid velocity

via βL = tanh(η). In the transverse plane the flow rapidity (or transverse rapid-

ity) ρ is related to the collective transverse fluid velocity, βT , via the relation

βT = tanh(ρ).

The radial dependence of the transverse fluid velocity has been assumed

to be of the form

βT (r⊥) = β
0
T

(r⊥
R

)n
. (5.4)

where β 0
T is the transverse fluid velocity at the surface of the fireball. The av-

erage transverse flow velocity can be easily obtained and is given by 〈βT 〉 =
2

2+nβ 0
T . The transverse flow vanishes at the center and assumes maximum value

at the edges, with the flow profile decided by the value of n. Most hydrodynamic

calculations suggest n = 1 leading to a Hubble-like transverse rapidity flow pro-

file which is linear in the radial coordinate [123]. Such linear parametrisation

essentially leads to an exponential expansion of the fireball in the transverse

direction, hence the name blast wave.

To account for the limited available beam energy, the longitudinal boost-

invariant scenario is modified by restricting the boost angle η to the interval
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Figure 5.13. The (partial) expansion history of the fireball created in central
Pb+Pb collisions at 158A GeV. The points indicate the temperature (Tkin) and
mean transverse collective flow velocity (〈βT 〉) of the system at the time of
charm kinetic freeze-out (filled circle), heavy strange kinetic freeze-out (filled
square) and light hadron kinetic freeze-out (filled triangle). The error on ηmax
for charmonia is assigned by varying it in such a way that the corresonding
χ2/Ndof increases in magnitude by unity compared to it’s minimum value.
Errors on rest of the parameters are within the marker size.

ηmin ≤ η ≤ ηmax. Reflection symmetry about the center of mass ensures ηmin =

−ηmax and thus constrains the freeze out volume up to a maximum space-time

rapidity ηmax. In the transverse plane, the boundary of the fireball is given by

R(η). Two different choices of R(η) are prescribed in Ref. [129], corresponding

to different shapes of the fireball:

R(η) = R0 ·Θ
(
η

2
max−η

2) , (5.5)

R(η) = R0 ·

√
1− η2

η2
max

. (5.6)

112



where R0 is the transverse size of the fireball at η = 0. Note that changing the in-

tegral variable r⊥→ r⊥/R in Eq. (5.3), the dependence on R0 factors out leading

to an overall volume factor τFR2
0. The first choice, Eq. (5.5), describes a cylin-

drical fireball in the η− r⊥-space and corresponds to the usual formalism [123]

which was found to work well at top SPS energies and above. However at lower

AGS beam energy, the cylindrical symmetry is not fully realized and the fireball

is expected to have an elliptic shape [134], as given by Eq. (5.6). Dependence of

transverse size on the longitudinal coordinate explicitly breaks the assumption

of boost-invariance. One can also note from Eq. (5.3) that the integral vari-

able r⊥ varies between 0 ≤ r⊥ ≤ R(η). Therefore, even though R(η)→ 0 as

η →±ηmax, the transverse velocity βT (r⊥) given in Eq. (5.4) is always finite

and lies in the physical range (preserves causality) provided β 0
T < 1. From our

analysis of the experimental results, we find that the extracted value of β 0
T indeed

never leads to causality violation.

While analysing the AGS data, the authors of Ref. [129] had investigated

a wide range of possibilities for the different freeze-out parameters. Comparison

between fit quality and the number of model parameters (and the related expense

in computing time) showed that an optimum description of both longitudinal and

transverse spectra can be obtained by reducing the transverse size of the fireball

in backward and forward rapidity regions, following Eq. (5.6), along with a

constant temperature and transverse flow gradient over the freeze-out surface.

In our present analysis, we would, therefore, consider the same parametrisation

for describing the longitudinal and transverse spectra.

For comparison to experimental data, one needs to account for hadronic

resonance decays particularly for light hadrons. In our present calculations, we

follow the formalism given in Ref. [135] using thermal distributions Eq. (5.3) for

the resonances. Both two and three-body decay of the sources are numerically

simulated. The procedure implies the assumption of full chemical equilibrium

which is sufficient for estimating the resonance feed down contributions. The

resonance decay contributions to the pion spectra are illustrated in Figure 5.1.

We only include hadrons with masses up to ∆(1232) resonance. As our analysis

is restricted up to SPS energies, exclusion of higher resonances would have a
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negligible effect.

The analysis results are presented in the following section.

5.3 Results and discussions

In the following two subsections, the blast wave prescription in the non-boost-

invariant scenario is employed to examine the experimentally measured trans-

verse momentum and rapidity distributions of the light hadrons at AGS and

SPS energies, heavy strange hadrons at SPS energies and transverse momentum

spectra of the charmonia at 158A GeV.
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Figure 5.14. Rapidity density distributions of φ meson in 80A GeV central
Pb+Pb collisions at SPS. Data are compared with predictions from a static
thermal model (simple continuous line) and non boost-invariant blast-wave
model (dot dashed line). Vertical bars indicate the statistical errors.

5.3.1 Light hadrons

In this sub-section, we present the results of our analysis of light hadrons. For

this purpose we consider the measured spectra of the available bulk hadrons in

central Au+Au collisions from E895 Collaboration [109, 110] at AGS in the

beam energy range ELab = 2−8A GeV and from STAR Collaboration at RHIC
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ELab Hadrons squared sound χ2/Ndof
(A GeV) velocity (c2

s )

20 Heavy strange 0.1602±0.0006 2.4
Light 0.0755±0.0000 331.7

30 Heavy strange 0.2156±0.0009 2.2
Light 0.121±0.0000 238.7

40 Heavy strange 0.2215±0.0007 2.1
Light 0.1682±0.0001 38.4

80 Heavy strange 0.2234±0.0005 2.9
Light 0.2136±0.0000 22.2

158 Heavy strange 0.2511±0.0003 3.1
Light 0.2276±0.0001 26.5

Table 5.5. Summary of the fit results (squared speed of sound (c2
s ) and

χ2/Ndof values) of Rapidity spectra of heavy strange and light hadrons at
different energies from SPS using Non-conformal Landau model.

BES program [111] for two centre of mass energies
√

sNN = 7.7 and 11.5 GeV

(ELab = 30.67A and 69.56A GeV). In addition data for central Pb+Pb colli-

sions from NA49 Collaboration [112–114] at SPS, in the beam energy range

ELab = 20− 158A GeV are also analysed. We do not go beyond top SPS en-

ergy. Note that at AGS the distribution of secondary hadrons was measured by

a series of experiments at varying energies and for various collision systems.

For the present analysis, we only opt for the latest available data corpus for cen-

tral Au+Au collisions, from E895 Collaboration. The data were published as

acceptance corrected, invariant yield per event as a function of mT −m0 (m0 is

the particle mass), in small bins of rapidity (∆y = 0.1). For uniformity, in our

analysis, we consider only the mid-rapidity bin, where the yield is maximum.

For most forward/backward rapidity bins, data points are mostly not available at

higher pT . The details of the data sets under investigation, including their beam

energy, beam rapidity, collision centrality, phase space coverage and analysed

hadronic species are summarised in Table 5.1. As we are interested in the global

properties of the fireball, we consider only bulk hadronic species, i.e., π± and

p at AGS energies, π±, K±, p and p̄ at energies available at RHIC beam en-

ergy scan (BES) program and π−, K± and p at SPS energies. Due to a lower

pT cut off (pmin
T ' 0.2 GeV/c), the resonance decay contribution is excluded
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while fitting the spectra from RHIC BES program. The MINUIT [136] pack-

age, as available in ROOT framework [137], is employed for the minimisation

procedure in our analysis.

The pT distribution of identified hadrons is fitted using Eq. (5.3) at dif-

ferent energies. To keep the number of fitting parameters minimal, we couple

the freeze-out time τF , degeneracy factor g and the fugacity (chemical poten-

tial) together into a single normalisation constant Z ≡ g
2π

τF exp(µ/T ), which is

adjusted separately for different particle species. Note that the value of chemi-

cal potential is fixed at chemical freeze-out and hence its absorption inside the

normalisation would not affect the thermodynamic conditions at kinetic freeze-

out. As mentioned earlier, the dependence on R0 factors out leading to a volume

factor τFR2
0 which can also be absorbed inside the overall normalisation. For

a given transverse flow profile (n = 1), we are thus essentially left with three

parameters namely T , ηmax and β 0
T which are common for all hadrons at a given

energy.

It is important to note that, out of the three parameters, Tkin, ηmax and β 0
T ,

the rapidity spectra is more sensitive to the width in space-time rapidity ηmax

and is not affected significantly by small changes in the other two parameters.

On the other hand, the pT spectra is more sensitive to Tkin and β 0
T and small

changes in ηmax does not affect the slope of the pT spectra. Here we adopt an

iterative procedure to obtain the best fit values of the parameters. At a given

collision energy, the value ηmax is first fixed from the simultaneous fits of the

rapidity distributions of the available heavy strange hadrons with some initial

guess values of Tkin and β 0
T . Subsequently, we use this ηmax to then fit the

corresponding pT distributions and extract the values of Tkin and β 0
T . These

extracted values of Tkin and β 0
T is now used to fit rapidity spectra again to obtain a

refined value of ηmax. This iterative procedure converges quickly and we obtain

the fitted values to the desired accuracy. However, for light hadrons at RHIC

BES, all three parameters are extracted from their pT spectra as corresponding

rapidity spectra are not reported. The best fit results for the pT and rapidity

spectra are shown in Figure 5.2, 5.3, 5.4, 5.5 and 5.6. The fit to the data is well

described by the single ηmax, 〈βT 〉 and Tkin values as can be observed from the
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χ2/Ndof values given in Table 5.3.

As evident, the model gives a reasonable description of the pT spectra

of the bulk hadrons at all investigated energies. The freeze-out temperature is

found to be relatively low which gradually increases with beam energy. Rather

a strong transverse collective motion is observed even at lowest AGS energy.

Hadronic pT spectra, in this investigated energy domain, has also been anal-

ysed within the boost-invariant blast wave model. Relatively higher freeze-out

temperatures (Tkin > 100 MeV) has been observed even at AGS energies with

a slightly weaker transverse flow [138]. However one should take note of the

fact, that in the corresponding analysis particles are chosen above a non zero pT

value (eg: 0.5 GeV/c for pions) to exclude the effect of resonance decay. Also,

the transverse flow parameter n is kept free (which is about 0.5) and fixed from

the data whereas we set it to n = 1.

In this context, we would also like to mention that at AGS, previous at-

tempts have also been made to fit the transverse distribution of the hadrons with

a static rapidity dependent two slopes empirical model in absence of any col-

lective flow [109]. The two inverse slope parameters T1 and T2 respectively

dominate the low and high end of the mT −m0 spectra. Both T1 and T2 assume

maximum values at midrapidity, with T1 around 50 MeV and T2 around 130

MeV.

The rapidity distribution of a particle of mass m, emitted from a static

thermal source at temperature T has the form

dnth

dy
=

V
(2π)2 T 3

(
m2

T 2 +
m
T

2
coshy

+
2

cosh2 y

)
× exp

(
−m

T
coshy

)
(5.7)

where V denotes the source volume. It is well known that the measured particle

rapidity distributions from experiments at all beam energies cannot be described

by isotropic emission from static thermal models; observed distributions being

much wider compared to model predictions. Thermal models incorporating col-

lective expansion in the longitudinal direction, have been much more successful
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in reproducing the observed rapidity distributions.

An illustrative comparison is presented in Figure 5.7, where rapidity dis-

tribution of the pions in 8A GeV central Au+Au collisions is contrasted with

that from a static thermal model as well as from the present blast wave model

calculations. As evident rapidity distribution from a static isotropic thermal

source falls much faster than the data. A similar feature is observed for all other

particles and at all the investigated energies. The additional collective motion

is attributed to the large pressure gradients developed inside the hot and dense

nuclear matter fireballs created in the early stage of the collisions. Note that

the inclusion of longitudinal expansion is generally carried out with a longi-

tudinally boost-invariant superposition of multiple boosted individual sources,

locally thermalised and isotropic, in a given rapidity interval [139]. Each locally

thermalised source is modelled by the mT -integrated Maxwell-Boltzmann dis-

tribution, with the rapidity dependence of the energy, E = mT coshy explicitly

included. Thus within a boost-invariant scenario, the rapidity distribution from

a boosted thermal source can be written as

dn
dy

(y) =

ηmax∫
−ηmax

dη
dnth

dy
(y−η) (5.8)

Note that Eq. (5.8) is equivalent to what we obtain by integrating Eq. (5.3) over

pT , for a cylindrical fireball as given by Eq. (5.5). For comparison, we in-

dependently fit the rapidity distribution of pions for both η dependent and η

independent transverse radius of the fireball. A comparison of the extracted

values of ηmax at different energies, for elliptic fireball and cylindrical fireball,

is displayed in Figure 5.8. For the non-boost-invariant model ηmax (and hence

the maximum longitudinal fluid velocity) is consistently higher than a boost-

invariant case.

5.3.2 Heavy strange hadrons and charmonia

Moving on, the results of the measured pT and y spectra of all the available

heavy strange hadrons produced in central Pb+Pb collisions from NA49 Collab-
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oration [115–117] at SPS, in the beam energy range ELab = 20A− 158A GeV,

have been presented in this sub-section. Not much data on strange hadrons are

available in Au+Au collisions at AGS energies, except the measurements of

Λ [140] and φ [141] at 11.5 and 11.7 AGeV and with different kinematic cov-

erage, from E877 and E917 experiments respectively. Nonetheless, we confine

ourselves only to the SPS energy domain. Data on pT distribution of a variety of

strange hadron species from STAR Collaboration [142] at RHIC beam energy

scan (BES) program are preliminary at the moment [143]. Therefore, we have

not considered it for the analysis. Moreover, the corresponding y distributions

have also not been reported yet. The analysis of the data above SPS energies is

beyond the scope of this work.

Details of the data sets of heavy strange hadrons under investigation are

summarised in Table 5.2. The lightest hadron in our chosen set is thus φ meson,

having a mass of 1.02 GeV. Therefore contributions from hadronic resonance

decays are expected to be small and hence ignored. The model fits are done

by minimising the value χ2/Ndo f , where Ndo f denotes the number of degrees

of freedom that is the number of data points minus the number of fitting pa-

rameters. For the mass-dependent hierarchy study, we consider results from the

previous subsection for simultaneous fits to only π− and K± at SPS energies for

the case of light hadrons. As mentioned earlier, the protons are not considered

in the fits and it has been checked that this does not alter the main message of

this work. At 158A GeV, data are also available for pT -spectra of J/Ψ and Ψ′

for which we perform a simultaneous fit as a separate set.

Similar to light hadrons study, the pT and rapidity distributions of all the

available heavy strange hadrons are fitted simultaneously by an iterative proce-

dure using Eq. (5.3) at 20A, 30A, 40A, 80A and 158A GeV. The best fit results

are shown in Fig. 5.9 and 5.10. Note that we refrain from fitting the Λ rapidity

distributions at 80A and 158A GeV because of incomplete stopping at these en-

ergies and the fact that Λ carry a significant fraction of total net baryon number,

its rapidity distributions are flat [115, 144]. The fit to the data is well described

by the single ηmax, 〈βT 〉 and Tkin values as can be observed from the χ2/Ndof

values given in Table 5.4.
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Figure 5.15. Rapidity density distributions of φ meson in 80A GeV central
Pb+Pb collisions at SPS. Data are compared with predictions from different
dynamical models namely, non boost-invariant blast-wave model (dot dashed
line), conformal Landau (dotted line) and non-conformal (simple continuous
line) Landau model. Statistical errors are shown as vertical bars.

In Fig. 5.11, we plot the extracted best fit parameters namely, average

transverse velocity (〈βT 〉) and kinetic freeze-out temperature (Tkin) and ηmax as

a function of the beam energy (ELab). All three quantities show an increasing

trend as a function of beam energy (ELab). Moreover, at all collision energies,

the extracted temperatures are larger than those for light hadrons. Also, the

corresponding smaller 〈βT 〉 and ηmax values indicate the heavy strange particles

decouple from the fireball earlier in time compared to the light hadrons. Thus

the kinetic freeze-out also seem to exhibit a hierarchical structure, with more

massive particles leaving the medium earlier in time.

As mentioned earlier, in Ref. [132], the mT spectra of J/ψ , ψ ′ and Ω

produced in 158A GeV central Pb+Pb collisions were analyzed within boost-

invariant blast-wave dynamics. Based on the hypothesis that these heavy

hadrons are produced via statistical coalescence and undergo freeze-out during

hadronisation, due to their small rescattering cross-sections in hadronic phase,

an average transverse collective flow velocity of 〈βT 〉 ' 0.2 was extracted from

a simultaneous fit to the spectra, restricting Tkin = 170 MeV, from analysis of
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Figure 5.16. Fitted rapidity distribution of Λ, Λ̄, φ , Ξ± and Ω± using non-
conformal Landau distribution in central Pb+Pb collisions from SPS at (a)
20A GeV, (b) 30A GeV, (c) 40A GeV, (d) 80A GeV and (e) 158A GeV beam
energies. Error bars indicate available statistical error.

hadron multiplicities.

For us it would be worth analysing the available transverse distribution

of charmonia in 158A GeV Pb+Pb collisions, measured by NA50 Collabora-

tion [145], within the present model framework. Instead of fixing Tkin, we keep

it free with other two parameters. Simultaneous fitting of J/ψ and ψ ′ [146] pT

distributions in rapidity range (0 6 yc.m. 6 1) shown in Fig. 5.12, gives the fol-

lowing values of the parameters: Tkin = 164 MeV, ηmax = 1.70 and 〈βT 〉 ≈ 0.2,
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Figure 5.17. Fitted rapidity distribution of π− and K± using non-conformal
Landau distribution in central Pb+Pb collisions from SPS at (a) 20A GeV, (b)
30A GeV, (c) 40A GeV, (d) 80A GeV and (e) 158A GeV beam energies. Error
bars indicate available statistical error.

indicating the emission of these heavy resonances from the fireball much ear-

lier in time. In absence of the rapidity spectra, the precision of the ηmax value

for charmonia, extracted from pT spectra might be questionable. To decide the

associated uncertainty in ηmax, we adopt the following strategy. The value of

ηmax is varied around the obtained value while keeping the other two param-

eters fixed to their respective best fit values, in such a way that the resulting

χ2/Ndof increases in magnitude by unity from it’s minimum value. The cor-

122



responding variation in ηmax is assigned as the error on the parameter. The

NA60 Collaboration [147] has measured J/ψ production in 158A GeV In+In

collisions. However, the corresponding transverse distributions have not been

published yet. Note that we exclude Ω baryon, as it is a member of our heavy

strange set at 80A and 158A GeV and much lighter than the charmonium family.

In Fig. 5.13, we show the freeze-out points extracted from the measured

transverse spectra of hidden charm, heavy strange and light hadrons at 158A

GeV, defining the path of the expanding system in the Tkin-〈βT 〉 plane (left

panel), Tkin-ηmax plane (center panel) and 〈βT 〉-ηmax plane (right panel). Re-

sults show a monotonous behaviour which supports a clear existence of a mass-

dependent hierarchy in thermal freeze-out of hadrons. This hierarchy of ki-

netic freeze-out is expected as the medium induced momentum change of heavy

hadrons would be smaller compared to lighter hadrons. Hence, as the temper-

ature of the fireball decreases, one would expect an earlier kinetic decoupling

of heavy hadrons. Therefore, with a systematic investigation of the freeze-out

parameters of different hadron species, one can in principle trace (partially) the

expansion history of the fireball produced in nuclear collisions. Till date, no

charm data are available in heavy-ion collisions below top SPS energy. The

upcoming NA60+ experiment at SPS [148], aims at the measurement of char-

monia in 20A−158A GeV Pb+Pb collisions. Data once available at lower ener-

gies will enable to concretely establish this mass-dependent hierarchy in thermal

freeze-out.

Before we move forward, it might be interesting to note that the possible

existence of hierarchy in the kinetic freeze-out parameters of the produced par-

ticles has been studied earlier at RHIC and LHC energies. In Ref. [149], the au-

thors have analysed the pT spectra of the identified hadrons in
√

sNN = 2.76 TeV

Pb+Pb collisions, using a so-called longitudinal boost-invariant single freeze-

out model, which describe both the particle spectra and particle ratios with a sin-

gle value of the temperature. Their results indicated a flavour dependent kinetic

freeze-out scenario, with strange hadrons leaving the fireball earlier in time than

the non-strange hadrons. In Refs. [150–152], the authors have also analysed

the pT spectra of different particle species measured at mid-rapidity in p+p and
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A+A collisions at various collision energies at RHIC and LHC, using different

variants of Tsallis distribution. The freeze-out temperature is found to increase

with the increase in particle mass, exhibiting an evidence of mass-dependent

multiple kinetic freeze-out scenario. In fact, the dependence of the inverse slope

parameter of the pT spectra (effective temperature) of the identified hadrons

emitted in central heavy-ion collisions at 158 A GeV Pb+Pb collisions at SPS

and
√

sNN = 200 GeV Au+Au collisions at RHIC were first reported in so the

so-called “Nu-Xu” [153] plot, representing the freeze-out systematics for a set

of hadronic species.
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Figure 5.18. Variation of the speed of sound for heavy strange and light
hadrons using non-conformal landau distribution with beam energy. Horizontal
line at c2

s = 1/3 indicates the ideal gas limit. Errors are within the marker size.

We also investigate the effect of longitudinal flow on the observed ra-

pidity distribution of the light hadrons and heavy strange hadrons. In the case

of light hadrons, we have seen that isotropic emission from the static thermal

model cannot describe the measured rapidity distribution of light hadrons at all

beam energies. Collective expansion in the longitudinal direction is essential

to reproduce the data. Similarly, an illustrative comparison to understand how

the longitudinal motion influences the rapidity distribution of the heavy strange

hadrons is presented in Fig. 5.14. The rapidity distribution of φ mesons mea-
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sured in 80A GeV central Pb+Pb collisions is contrasted with that from a static

thermal model as well as from the present blast-wave model calculations. The

rapidity distribution as obtained from a static isotropic thermal source falls much

faster than the data, a feature that is common for all heavy strange hadrons and

at all investigated energies.

Furthermore, it might be useful to take a deeper look at the longitudinal

dynamics particularly so due to the absence of boost-invariance at low energy

collisions. Hence moving forward, the longitudinal properties of the medium

are further explored by fitting rapidity spectra of light hadrons and heavy strange

hadrons at beam energies 20A, 30A, 40A, 80A and 158A GeV using a different

prescription, available in the literature.

The rapidity distribution as predicted by the recently developed non-

conformal solution of the Landau hydrodynamics is given by [154],

dN
dy
∼ exp

[
1− c2

s
2c2

s

√
y′b

2− y2
]
, (5.9)

where, c2
s is the squared sound velocity in the medium, y′b ≡

1
2 ln[(1 +

c2
s )/(4c2

s )] + yb, with yb = ln[
√

sNN/mp] being the beam rapidity and mp the

proton mass. The conformal solution of Landau hydrodynamics can be restored

by putting c2
s = 1/3 [155]. In Fig. 5.15, we compare the available data with

predictions from different dynamical models. We find that the rapidity spectra

from conformal solution falls off too slowly and does not give good agreement

with the data. On the other hand, both blast-wave as well as the non-conformal

solution of Landau hydrodynamics explains the data really well.

This motivates us to perform simultaneous fits to the available rapidity

spectra using the non-conformal Landau distribution given in Eq. (5.9). We

obtain reasonably good fits, as shown in Fig. 5.16, with good χ2/Ndof and the

extracted values of c2
s are shown in Table 5.5. Here, c2

s is a common param-

eter for all species and only the overall normalisation constant is allowed to

be different. In practice, the sound velocity, cs, depends on temperature and

thus varies during the evolution of the expanding medium formed in heavy-ion

collisions. However the analytical expression obtained in Ref. [154] assumes
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constant value of c2
s and therefore our extracted c2

s correspond to an effective

mean value. Eq. (5.9) is also used to fit the rapidity spectra of light hadrons

at SPS energies as shown in Fig. 5.17. However, the model does not seem to

work well for light hadrons as evident from the rather poor fit quality and as-

sociated huge values of χ2/Ndof. Resultant values of the c2
s are illustrated in

Table 5.5 and plotted in Fig. 5.18 as a function of beam energy. We observe that

c2
s increases monotonically as a function of beam energy for both cases imply-

ing that c2
s increases with temperature as the average temperature of the fireball

increases with an increase in beam energy.

In Fig. 5.18, we observe that c2
s increases monotonically as a function of

beam energy for both light and heavy strange hadrons. This may be attributed to

the fact that the average temperature of the fireball increases with beam energy

which is reflected as the effective temperature dependence of extracted c2
s [156].

This effect can also be observed in the relative hierarchy in the values of c2
s

for light and heavy strange hadrons. Since heavy strange hadrons freeze-out

at higher temperature, the average temperature experienced by them is larger

compared to the light hadrons for same beam energy. This is in accordance with

the fitted value of c2
s which is consistently larger for heavy strange hadrons as

shown in Fig. 5.18. Moreover, this result is also in line with the expectation

from Fig. 5.13 which support a clear existence of a mass dependent hierarchy in

thermal freeze-out of hadrons. This is the reason we compare the c2
s values for

light and heavy hadrons in Fig. 5.18, even though the quality of simultaneous fit

for light hadrons is not very good.

One may note that within the blast-wave framework, the macroscopic

thermodynamic parameters are directly extracted by fitting the certain phase-

space density distribution of experimentally measured hadrons. Recently the

kinetic freeze-out stage has been explored in central Au+Au collisions at ener-

gies ranging from
√

sNN = 2.4 GeV to
√

sNN = 200 GeV, using the microscopic

UrQMD model and the corresponding macroscopic parameters are calculated

via coarse-graining approach [157]. Results indicate the kinetic freeze-out as

a continuous process, leading to a distribution of the freeze-out parameters at

different collision energies. The corresponding average kinetic freeze-out tem-

126



peratures at different beam energies are higher than those obtained by us for

light/bulk hadrons.
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Chapter 6

Anisotropic flow of the charged

hadrons

In this chapter, the equation of state (EoS) dependence of the anisotropic flow

parameters (v1, v2 and v4) of charged and identified hadrons, as a function of

transverse momentum (pT), rapidity (yc.m.) and the incident beam energy (ELab)

in mid-central Au + Au collisions in the energy range ELab = 6− 25 A GeV

is examined. Simulations are carried out by employing different variants of

the Ultra-relativistic Quantum Molecular Dynamics (UrQMD) model, namely

the pure transport (cascade) mode and the hybrid mode. The results would be

useful as predictions for the upcoming low energy experiments at Facility for

Antiproton and Ion Research (FAIR) and Nuclotron-based Ion Collider fAcility

(NICA).

6.1 Introduction

The azimuthal anisotropy of the final-state hadrons produced in the heavy-ion

collisions has long been considered as a deterministic probe to investigate col-

lective effects in multi-particle production [158–160]. As per traditional wis-

dom, at relatively higher energies, the collective transverse flow in nuclear col-

lisions is driven by the pressure gradients in the early thermalized stages of the

reaction and hence encodes the information about the underlying QCD equa-

tion of state (EoS). For non-central nucleus-nucleus collisions, the asymmetry

of the momentum distributions of hadrons are quantified in terms of coefficients
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of Fourier expansion of the azimuthal distribution of the emitted particles as

vn =< cos[n(φ −ψ
n
r )]>

where φ and ψn
r denote the azimuthal angle of the particle and reaction plane

angle respectively. The first Fourier coefficient of the above azimuthal distri-

bution is called directed flow v1, whereas the second Fourier coefficient v2 is

known as elliptic flow and is dominant among all the coefficients at midrapidity.

Similarly, the v4 is the fourth Fourier coefficient of the azimuthal anisotropy.

Directed flow (v1) is sensitive to the longitudinal dynamics of the pro-

duced medium. v1 can be very useful to probe the early stages of the collision

because it is expected to be built even earlier than elliptic flow [161–163]. In the

vicinity of a first-order phase transition directed flow of hadrons is believed to

drop and even vanish due to softening of the underlying EoS, making v1 an in-

teresting observable to be studied at RHIC-BES, NICA and FAIR. The directed

flow which is observed at AGS energies [164–166] and below show linearity as

a function of the rapidity with the slope quantifying the strength of the signal.

Above SPS energies [167–169], the slope of directed flow in the mid-rapidity re-

gion is different compared to the slope in the beam rapidity region which makes

the structure of v1(y) more complex.

On the other hand, the elliptic flow (v2) of identified hadrons directly re-

flects the rescattering among the produced particles and hence has been stud-

ied intensively to look for thermalization of the produced medium in different

experiments [158, 170] at various energies. For non-central collisions, the az-

imuthal anisotropy of the transverse momentum (pT ) distribution is believed to

be sensitive to the early evolution of the fireball. A bulk of previous studies

have been devoted to investigate the elliptic flow in low energy collisions rele-

vant for FAIR [171, 172] and RHIC BES [173] program using transport models

like UrQMD [65, 66] and AMPT [175, 176].

Apart from v1 and v2, there is another harmonic of the azimuthal distribu-

tion which needs due attention is v4. The energy dependence of v4 is sensitive

to the nuclear equations of state (EoS). Calculations based on [177–179] indi-
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cates that, the v2 has influence on the generation of v4. According to recent

hydrodynamical predictions [177], v4 encodes an important information on the

underlying collision dynamics. Recently [180], the beam energy dependence of

v4 was studied using microscopic transport model JAM [162].

In this chapter, we have studied directed flow (v1) as a function of rapid-

ity, beam energy (ELab), elliptic flow (v2) with respect to transverse momentum,

rapidity and incident beam energy (ELab) and also, 4th order Fourier coefficient

(v4) as a function of beam energy (ELab) for charged and identified hadrons, in

the range ELab = 6− 25 A GeV, relevant for FAIR [181]. However, we refrain

from the investigation of triangular flow (v3) that originates from initial state

fluctuations and is not believed to bear any sensitivity to the underlying EoS.

The publicly available version 3.4 of the UrQMD model is employed for this

purpose. Within UrQMD model, the impact parameter vector is aligned along

the X-axis, and the reaction plane angle (ψn
r ) is zero. Our calculations are per-

formed with different variants of the code, namely the pure transport (cascade)

mode and hybrid mode. In the hybrid mode, two different nuclear equation of

states (EoS) viz. Hadron Gas (HG) and Chiral EoS are used separately, in the

intermediate hydrodynamic stage, to replicate the effects of hadronic and par-

tonic scenarios, respectively. It is important to note that the UrQMD model

has been widely used earlier to the flow coefficients in low energy nuclear colli-

sions. The rapidity and transverse momentum dependence of v1 and v2 in Pb+Pb

reactions at 40A and 160A GeV beam energies were calculated in [182] using

UrQMD model in cascade mode (v2.2) and contrasted with the data available

from NA49 experiment, for three different centrality bins. In addition the energy

excitation functions of v1 and v2 are estimated in the energy range of ELab = 90A

MeV to Ecm = 200A GeV and contrasted with the available data. The hybrid

UrQMD approach with HG EoS has also been employed earlier [183] to cal-

culate the beam energy dependence of v2 for heavy-ion reactions from GSI-

SIS to the highest CERN-SPS energies. With Chiral EoS, the hybrid UrQMD

model has been used to study the collision energy dependence of elliptic flow

v2 and triangular flow v3 parameters in Au+Au collisions in the energy range
√

sNN = 5−200 GeV [173]. The hybrid model has also been applied examine
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the collision energy dependence of v1 for heavy-ion collisions over the range
√

sNN = 3− 20 GeV [184]. In this chapter, we have performed a systematic

study of the different flow parameters v1, v2 and v4, with the hope to access the

impact of the EoS of the strongly-interacting matter on these observables.

The basic features of the different variants of the UrQMD model are

briefly discussed are below.

6.2 UrQMD Model

The Ultra-relativistic Quantum Molecular Dynamics (UrQMD) model is an

event generator designed to simulate high energy nucleus-nucleus collisions.

The target and projectile nuclei are initialized according to the Woods-Saxon

profile in the coordinate space, and the Fermi gas model in the momentum space.

The initial momentum for each nucleon in the rest frame of the corresponding

nucleus is thus assigned randomly between zero and local Thomas-Fermi mo-

mentum. The interaction is described via multiple interactions of the incident

and newly produced hadrons, the formation and decay of hadronic resonances

and the excitation and formation of color strings [66]. UrQMD employs lon-

gitudinal excitation of the strings stretched uniformly between quark, diquark

and their anti states, which subsequently break into hadrons following Lund

string fragmentation models [174]. The model incorporates available experi-

mental information like hadronic cross-sections, resonance decay widths and

decay modes. Propagation of particles between subsequent collisions occurs in

straight-line trajectories with their velocities (p/E, with p is the momentum and

E is the energy).

Pure hadronic transport models have been found to underestimate the

large v2 values measured above 40 AGeV beam energy up to RHIC energy
√

sNN

= 200 GeV [182, 185]. The failure is attributed to the too low-pressure gra-

dients in the early phase of the collisions to generate enough collectivity. With

an aim to capture the entire evolution dynamics of the fireball, the so-called hy-

brid UrQMD model has been developed where the pure transport approach is
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embedded with a 3−D ideal relativistic one fluid evolution for the intermediate

hot and dense stage of the reaction. Within this integrated approach, the initial

conditions and the final hadronic freeze-out are calculated from UrQMD on an

event-by-event basis, for proper incorporation of the non-equilibrium dynamics.

The hydrodynamical evolution is switched on when the two Lorentz-contracted

nuclei have crossed each other [186]. Here the participants are mapped to the

hydrodynamic grid, and spectators continue to propagate in the cascade. The

primary collisions and fragmentations of strings in the microscopic UrQMD

model generate the event wise initial conditions and thus incorporate the event-

by-event fluctuations.
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Figure 6.1. v2 vs pT for charged hadrons using UrQMD for different EoS for
6A, 8A, 10A [190] and 25A GeV

Even though hydrodynamics was found very successful to describe the

high v2 values measured at RHIC at
√

sNN = 130 and 200 GeV [187, 188],

it’s application in low energy nuclear collisions below 25A GeV might demand

some justification. Pure transport models aim at the description of heavy-ion

reactions on the basis of an effective solution of the relativistic Boltzmann equa-
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Figure 6.2. v2 vs pT of identified hadrons (p, p̄, π±, K± and Σ±) using
UrQMD in cascade mode for 6A, 8A, 10A and 25A GeV

tion. In most transport approaches, the collision kernel is usually restricted to the

level of binary collisions and 2→ n scattering processes to keep the calculation

numerically tractable. In the restriction to binary collisions, mean free paths of

the particles are assumed to be large, which becomes questionable in the hot and

very dense stage of heavy-ion collisions. At FAIR energies, a dense baryonic

medium is anticipated, where many-body collisions might not be negligible.

At finite baryon chemical potential, the heated and compressed nuclear matter

might also undergo a phase transition, signatures of which might be imprinted

in the flow observables. Within a purely microscopic approach, it is difficult to

account for the hadronization and the phase transition between the hadronic and

the partonic phase. Within the hydrodynamical approach, in contrast, one can

explicitly incorporate phase transitions by changing the EoS. Hydrodynamics

is thus accepted as an effective tool to describe the collective expansion of the

intermediate hot and dense stage of the heavy-ion collisions. However, appli-

cation of hydrodynamics demands local thermalization and the results depend
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strongly on the initial and final boundary conditions. Hence a more realistic

picture of the whole dynamics of heavy-ion reactions can be achieved by so-

called microscopic plus macroscopic (micro+macro) hybrid models. Such an

approach allows to reduce the parameters for the initial conditions and provides

a consistent freeze-out description and allows a direct comparison of the dif-

ferent collision dynamics - ideal fluid dynamics vs. non-equilibrium transport

scenario.

In the hybrid model, the hydrodynamic evolution is stopped if the en-

ergy density ε drops below the five times the ground state energy density ε0 in

all cells [186]. After the hydrodynamical evolution, the Cooper-Frye prescrip-

tion [133] is employed to map the hydrodynamical fields to the hadrons, which

evolve further via hadronic cascade through rescatterings and final state decays

until all interactions cease and the system decouples. Within hybrid mode of

UrQMD, different choices of the underlying EoS are available for the interme-

diate hydrodynamic phase. In the present work, we opt for two different EoS,

namely the hadron gas (HG) EoS and the Chiral EoS to mimic the hadronic and

partonic scenarios, respectively.

The Hadron gas EoS [189] consists of a grand canonical description of

a free and non-interacting gas of hadrons. The underlying hadronic degrees of

freedom involved in this EoS are all the reliably known baryons and mesons with

masses up to 2 GeV and thus in line with the degrees of freedom included in the

pure UrQMD model. Note that this EoS does not include any type of phase

transition. It gives us the privilege of a direct comparison of the hydrodynamic

scenario with the transport simulation.

Another EoS used in this work for the dynamical evolution of the pro-

duced medium is Chiral + deconfinement EoS which is taken from the hadronic

SU(3) parity doublet model in which quark degrees of freedom are included

[191]. It incorporates chiral as well as deconfinement phase transition. At van-

ishing baryon chemical potential, this EoS agrees with the lattice QCD results

qualitatively. Particularly for this investigation, it is important to note that this

EoS is conjectured to be applicable at non-zero baryon chemical potentials. For
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Figure 6.3. v2 vs pT of identified hadrons (p, p̄, π±, K± and Σ±) using
UrQMD in hydro mode using Chiral EoS for 6A, 8A, 10A and 25A GeV

all values of µB, this EoS describes the deconfinement transition as a continuous

crossover. In this EoS, the deconfinement transition mainly governed by quarks

and Polyakov potential and the chiral phase transition by hadronic interactions.

Hadrons disappear only at higher temperatures, and quark degrees of freedom

becomes dominant. For a more detailed explanation, the reader is referred to

Ref [191].

The following section presents the results of our studies on the depen-

dence of anisotropic flow parameters (v1, v2, v4) on different kinematic variables

over a range of bombarding energies.

6.3 Results and Discussion

In this section, we discuss the transverse momentum dependence of the elliptic

flow, the rapidity dependence of directed flow and the elliptic flow of both the

136



 [GeV/c]
T

p
0.5 1 1.5

2
v

0

0.1

0.2
 = 6A GeV & Hadron gasLabE

pp & 
 ­π & +

π
­

 & K
+

K
­

Σ & +
Σ

 [GeV/c]
T

p
0.5 1 1.5

2
v

0

0.1

0.2
 = 8A GeV & Hadron gasLabE

pp & 
 ­π & +

π
­

 & K
+

K
­

Σ & +
Σ

 [GeV/c]
T

p
0.5 1 1.5

2
v

0

0.1

0.2
 = 10A GeV & Hadron gasLabE

pp & 
 ­π & +

π
­

 & K
+

K
­

Σ & +
Σ

 [GeV/c]
T

p
0.5 1 1.5

2
v

0

0.1

0.2
 = 25A GeV & Hadron gasLabE

pp & 
 ­π & +

π
­

 & K
+

K
­

Σ & +
Σ

Figure 6.4. v2 vs pT of identified hadrons (p, p̄, π±, K± and Σ±) using
UrQMD in hydro mode using Hadron gas EoS for 6A, 8A, 10A and 25A GeV

identified and charged hadrons for mid-central (b = 5−9 fm) Au-Au collisions

at bombarding energies 6A, 8A, 10A and 25A GeV. In the hybrid mode, calcu-

lations are performed for two different nuclear EoS, as mentioned before. We

also compare proton v1 with the measured data from the E895 Collaboration at

the AGS [164], at 6A and 8A GeV beam energies. In addition the constituent

quark number scaling of v2(pT ) is also studied. Finally, we look at the beam

energy (ELab) dependence of the slope of the directed flow (dv1
dy ), elliptic flow,

v4 and ratio v4/(v2)
2 in the midrapidity region (-0.75 6 yc.m. 6 0.75).

6.3.1 pT dependence

Figure 6.1 shows the differential elliptic flow v2(pT ) of charged hadrons, at all

four investigated energies. An approximate linear rise of elliptic flow v2 with

respect to pT is observed for all the three cases under consideration. The mag-

nitude of the v2 depends on evolution dynamics of the produced medium, which
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Figure 6.5. v2/nq vs pT/nq of identified hadrons (p, p̄, π±, K± and Σ±) using
UrQMD in cascade mode for 6A, 8A, 10A and 25A GeV

resulted in an enhancement of v2 in case of hydrodynamic scenario compared to

the pure transport scenario. From the obtained results we find that at very low

pT (pT < 0.5 GeV/c), v2 is indistinguishable in all the three different cases of

evolution. This behaviour might indicate that most of the elliptic flow at such

low transverse momentum is already built up during the initial scatterings in

UrQMD, but by looking at the higher transverse momentum region, it can be

seen that most of the elliptic flow is built up during the hydrodynamical evo-

lution. However, the estimated v2 does not seem to differentiate between the

two EoS employed in the hydro mode over the whole pT range under investiga-

tion. The enhancement in v2 in hybrid mode compared to cascade mode can be

attributed to the smaller mean free path in the previous case, generating larger

pressure gradients due to the assumption of mean-field approximation in the

former case. Similar v2 values for two different EoS with and without explicit

phase transition is due to the short duration of the hydrodynamic evolution at

these low collision energies.
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Figure 6.6. v2/nq vs pT/nq of identified hadrons (p, p̄, π±, K± and Σ±) using
UrQMD in hydro mode using Chiral EoS for 6A, 8A, 10A and 25A GeV

When we look at the v2 of identified hadrons, in Figs. 6.2, 6.3 and 6.4,

at low pT (pT < 1 GeV/c), mass ordering is observed in all the three cases and

all the four energies, as expected from hydrodynamical calculations [192]. In

the cascade mode, for all the energies under considerations, protons and pions

show mass ordering up to pT < 1 GeV/c and an inverse mass ordering for pT

> 1 GeV/c. Also in the hybrid mode with Hadron gas equation of state, mass

ordering is visible up to pT < 1 GeV/c and inverse mass ordering for pT >

1 GeV/c is shown by mesons (pions and kaons). It should be noted that this

mass ordering at low pT and its violation at higher pT is in agreement with the

measurements at RHIC [193]. But in contrast, for the Chiral EoS which mimics

a locally equilibrated partonic medium, no reverse ordering is not observed at

pT > 1 GeV/c.
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Figure 6.7. v2/nq vs pT/nq of identified hadrons (p, p̄, π±, K± and Σ±) using
UrQMD in hydro mode using Hadron gas EoS for 6A, 8A, 10A and 25A GeV

6.3.2 Constituent quark number scaling

The observation and mass ordering and its violation for v2(pT ) of identified

hadrons naturally motivates one to investigate the effect of constituent quark

number scaling (NCQ) of elliptic flow (v2/nq) as a function of the scaled

transverse momentum (pT/nq) [194–196]. NCQ scaling is a natural outcome

of the hadronization models based on coalescence and recombination of par-

tons [197, 198] and indicates that the collectivity developed in the early stage of

the collisions is of partonic origin.

Figs. 6.5, 6.6 and 6.7 show the variation of v2/nq with pT/nq for the three

adopted versions of UrQMD model. From the figures, it is evident that v2 shows

reasonably good scaling with pT/nq at low pT and the degree of scaling seems to

be same for all three scenarios and all energies under consideration. The scaling

becomes more prominent when observed in terms of transverse kinetic energy

KET (= mT −m0), a variable that takes care of relativistic effects. This indicates
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Figure 6.8. v1 vs yc.m. for charged hadrons using UrQMD for different EoS
for 6A, 8A, 10A and 25A GeV

that such scaling behaviour observed in terms of pT (or KET ) is insensitive to

the onset of partonic collectivity, rather this is a natural outcome of the mass

ordering in a boosted thermal model. This observation in line with previous

calculations performed at FAIR SIS-300 energies [171].

6.3.3 Rapidity dependence

We now move on, to study the behaviour of v1 and v2 as a function of rapidity for

different nuclear EoS. Because of its sensitivity to the longitudinal dynamics of

the medium, v1 is an interesting parameter to study as a function of the rapidity.

The directed flow of charged hadrons as a function of the rapidity for different

EoS and at different energies is shown in Figure 6.8. The slope of v1 at mid-

rapidity (yc.m ≈ 0) shows an interesting behaviour at different energies, which
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Figure 6.9. v1 vs yc.m. for protons using UrQMD for different EoS for 6A, 8A,
10A and 25A GeV

is sensitive to the onset of the hydrodynamical expansion in comparison to the

pure transport approach.

In the hybrid mode, the slope is positive (normal flow), and it decreases as

energy goes up and almost flattens out at 25 AGeV. However, for pure transport

mode, the slope is negative (anti-flow) around yc.m ≈ 0, and it is showing a de-

creasing trend as energy goes up. Since the directed flow is expected to develop

at the early stages of the collision, Figure 6.8 suggests otherwise that early stage

does not solely responsible for the determination of final directed flow of the

charged hadrons and can have the contribution from the intermediate stages of

evolution. In [199], the authors have claimed that the shape of v1(yc.m.) around

mid-rapidity shows sensitivity to the space-momentum correlation along with

the correlation between position of the nucleons and amount of stopping which

further depends on the underlying equation of state and, in turn, affects the slope
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Figure 6.10. v1 vs yc.m. for pions using UrQMD for different EoS for 6A, 8A,
10A and 25A GeV

around mid-rapidity.

Furthermore, to understand the species-dependent effect of directed flow

for different EoS, we studied the directed flow of the protons (and anti-protons),

pions (π±) and kaons (K±) as shown in Figs. 6.9, 6.10 and 6.11 respectively.

The slope of the directed flow in case of protons is always positive, whereas the

slope of the directed flow of pions is always negative for three cases of the EoS

around mid-rapidity. It is higher in case of hybrid mode and smaller in case of

the pure transport mode. For kaons, normal flow is observed in the case of hydro

mode and anti-flow in case of pure transport mode. We have also studied the

effect of the nuclear EoS on the directed flow of the individual charged hadrons,

namely π+, π−, K+, K− as shown in Figs 6.13, 6.13, 6.14 and 6.15. In Figs.

6.14 and 6.15, it seems that K+ and K− are treated differently in the presence of

hydrodynamic expansion which is visible by looking at the slope of v1(y) for K+
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Figure 6.11. v1 vs yc.m. for kaons using UrQMD for different EoS for 6A, 8A,
10A and 25A GeV

and K− at mid-rapidity (yc.m. ≈ 0). v1 for K+ is similar to proton flow (normal

flow) and K− flow is anti-correlated (anti-flow) in hybrid mode. Our results

are in disagreement with observations reported in [200, 201]. Experimentally,

it is found that K+ shows anti-flow and K− shows normal flow as nucleons

due to different potentials they experience while propagating through medium

derived from the effective chiral models [202]. But on the other hand, such

behaviour is in agreement with the UrQMD results published recently [203].

The authors have studied the influence of the inclusion of mean-field potentials

on the directed flow of hadrons. This interesting feature of kaon flow in UrQMD

definitely needs further investigation.

In Figure 6.16, we have compared the sideward flow (〈px〉) of protons as a

function of normalized rapidity (y
′
) from E895 [164] at 6A and 8A GeV in mid-

central (b = 5−7 fm) Au+Au collisions with the model results, in both cascade
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Figure 6.12. Rapidity dependence of directed flow (v1(yc.m.)) of positive
pions (π+) in mid-central Au+Au collisions at bombarding energies Eb =
6A,8A,10Aand25A GeV

and hybrid mode. y
′

is normalized in a such a way that the rapidity of target

and projectile become -1 and +1 respectively and is defined as, y
′
= ylab/ymid

- 1. ylab is the rapidity in laboratory frame and ymid is mid-rapidity between

target and projectile. From the figure, it is evident that both the EoS used in

the hydrodynamic scenario, which are governed by mean-field approximation,

reproduce the data quite well. The slopes of v1 using both EoS are similar to

the data. As shown in Figure 1 of [164], mean-field approximation came close

to explain the data well compared to the cascade scenario with the former case

allows generating additional pressure in the medium.

Elliptic flow is also studied as a function of rapidity, as shown in Fig

6.17. v2 is highest at mid-rapidity and decreases for forward rapidities. Like

mentioned above, here also elliptic flow is higher for the hydrodynamic scenario
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Figure 6.13. Rapidity dependence of directed flow (v1(yc.m.)) of negative
pions (π−) in mid-central Au+Au collisions at bombarding energies Eb =
6A,8A,10Aand25A GeV

suggesting the generation of magnified pressure gradients in the medium.

Before we move forward, it should be noted that flow of protons at ener-

gies as low as 6 and 8 A GeV may be sensitive to the light nuclei production.

However, this feature is not included in either (cascade or hybrid) public ver-

sions of the UrQMD model, which we use for simulations.

6.3.4 Energy dependence

Finally, we investigate the beam energy (ELab) dependence of the anisotropic

flow parameters v1, v2, v4 and v4/(v2)
2. In Figure 6.18, beam energy (ELab)

dependence of integrated v2 is shown at mid-rapidity for all three versions of

the model. As expected, v2 increases with increase in energy. In the hybrid
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Figure 6.14. Rapidity dependence of directed flow (v1(yc.m.)) of positive
kaons (K+) in mid-central Au+Au collisions at bombarding energies Eb =
6A,8A,10Aand25A GeV

mode, the integrated v2 for both the EoS is about 30% larger compared to pure

transport mode. Our calculated results are also compared with the data available

from E877 and E895 experiments [182, 204]. Our results for all three configura-

tions of UrQMD model, clearly overestimate the data, in the investigated energy

range. This observation in line with the previous calculations [182], where the

energy excitation function of the charged particle v2 has been compared to data

over a wide energy range, from (ELab = 90A MeV to
√

sNN = 200 GeV, using

pure UrQMD (v2.2) model.

The slope of the directed flow as a function of beam energy is sensitive to

the underlying EoS and can provide insights about the dynamics of the QCD

medium. The slope (dv1
dy ) is estimated for charged hadrons, at mid-rapidity

within the interval |yc.m.| ≤ 0.75, as displayed in Figure 6.19. The slope demon-
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Figure 6.15. Rapidity dependence of directed flow (v1(yc.m.)) of negative
kaons (K−) in mid-central Au+Au collisions at bombarding energies Eb =
6A,8A,10Aand25A GeV

strates opposite trends in the cascade and hydrodynamic mode of evolution.

Note that the slope is negative in case of pure transport and positive in case of

Hadron gas and Chiral EoS. The slope also shows some sensitivity to the un-

derlying EoS. It starts to saturate at higher energies in case of hybrid mode and

decreases in the absence of hydrodynamic expansion.

The variation of v4 as a function of beam energy (ELab) is also a very im-

portant observable to study due to its sensitivity to the nuclear EoS. In Figure

6.20, we show the beam energy (ELab) dependence of the v4 of charged hadrons

in the mid-rapidity region (-0.75 6 yc.m. 6 0.75) for the three variants of the

UrQMD model. Among the different evolution scenarios under study, v4 seems

to increase as energy goes up for Chiral EoS, and v4 starts to increase for cas-

cade case up to 8A GeV and then drops a bit down. In contrast, v4 appears
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Figure 6.16. Comparison of 〈px〉 vs normalized rapidity (y
′
) for protons from

E895 experiment [164] at AGS energies with UrQMD for different EoS for 6A
and 8A GeV
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Figure 6.17. v2 vs yc.m. for charged hadrons using UrQMD for different EoS
for 6A, 8A, 10A and 25A GeV

to have a monotonic decreasing trend as a function of beam energy in case of

Hadron gas EoS. By taking into account the large statistical fluctuations, one

could make a statement that the v4 at high baryon densities bears an effect of
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Figure 6.18. v2 as a function of beam energy (ELab) for different EoS at
midrapidity. It is compared with the v2 of the protons and the charged particles
at E895 and E877 [182, 204] respectively.
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Figure 6.19. Slope (dv1
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of beam energy (ELab) for different EoS at midrapidity.

different EoS. But any concrete comment can only be made upon reduction of

these uncertainties.

According to [177–179], the generation of v4 is governed by both the

intrinsic v2 and the 4th order moment of collective flow. The contribution of v2

to v4 is simply estimated as v4 = 0.5(v2)
2, within ideal fluid dynamics and in the

absence of any fluctuations. Hence, with the ratio v4/(v2)
2, one can gain some
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Figure 6.20. v4 as a function of beam energy (ELab) for different EoS at
midrapidity.
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Figure 6.21. v4/(v2)
2 as a function of beam energy (ELab) for different EoS

at midrapidity.

insights about the dynamics of the collision. Results available at RHIC [205–

208] show double the value of v4, v4/(v2)
2 ≈ 1. Also, note that the results

from Parton-Hadron-String Dynamics (PHSD) show four times higher value,

v4/(v2)
2 ≈ 2 [209], over a range of beam energies studied in min-bias Au +

Au collisions. In [180], an attempt has been made to study this ratio using

JAM model. In Fig 6.21, we show this ratio as function of beam energy (ELab).

It is higher than 0.5 and goes maximum up to about 2, within the predictions

from PHSD results. Here also, the results suffer from statistical fluctuations for
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hybrid mode, making it difficult to make any strong conclusions, and the results

can be more reliable upon reduction of these uncertainties. From Figs. 6.20 and

6.21, one can note that the descending trend in both v4 and v4/(v2)
2 prevails for

Hadron gas EoS and pure transport case.

In [210], the authors argued about the incomplete equilibration in the

medium in the context of v4/(v2)
2. They explained the behaviour of v4/(v2)

2

as a function K−1 which is the typical number of collisions per particle, where

K is the Knudsen number, a dimensionless parameter to characterize the degree

of thermalization, and is related to the beam energy and system size. For K−1

� 1, local equilibrium is expected to be achieved. Incomplete thermalization

leads to specific deviations from the ideal hydrodynamic behaviour. If the ratio

v4/(v2)
2 > 0.5, the medium is not expected to be fully equilibrated which also

can be seen in Fig 6.21. However, this would prevent the use of the ideal hydro-

dynamic model to describe the medium evolution in such low energy collisions.

A viscous hydrodynamic expansion might be a more reliable tool, but this is

beyond the scope of the present work. A conclusive picture can only be drawn

once data on flow measurements will be available from the future experiments

at FAIR and NICA.
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Chapter 7

Conclusion and Outlook

In this chapter, the results from this thesis are summarised with possible future

outlooks.

The aim of this thesis is to perform a comprehensive study of the collision

dynamics of particles produced in proton-proton and nucleus-nucleus collisions

over low as well as high-temperature regimes of the QCD phase diagram. It

consists of results on data analysis of measurements of charm and beauty quark

decay electrons in proton-proton collisions with ALICE at the different center-

of-mass energies at the LHC and study of the collective flow of charged hadrons

produced in low energy heavy-ion collisions.

At first, the pT-differential cross-sections of the electrons from charm and

beauty quark decays have been measured using different analysis techniques. To

begin with, electrons from heavy-flavours are analysed in proton-proton colli-

sions at
√

s = 7 and 13 TeV using data-driven photonic-electron tagging method.

Earlier, the measurements were performed using the cocktail method which in-

troduced large systematic uncertainties on the final measurement due to the in-

put distributions used to make the cocktail. The production cross-sections of

electrons from charm and beauty quarks are measured at
√

s = 7 and 13 TeV.

The latter analysis is the first measurement in pp collisions with ALICE from

very low transverse momentum i.e. 0.2 GeV/c. The former analysis is per-

formed on the data obtained with the normal magnetic field (0.5 T) in the central

barrel whereas, the latter one is with a low or reduced magnetic field (0.2 T). The

distribution of electrons from Dalitz decays and photon conversions, being the

major source of background, are built by using the invariant mass technique and

then subtracted from inclusive electrons to get heavy-flavour electrons. This raw
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yield of heavy flavour electrons is then corrected for the tracking and particle

identification (PID) efficiencies, obtained using Monte Carlo (MC) simulations,

to get the invariant yield. The data-driven method has helped to gain a very good

precision on the obtained cross-section in contrast to the published measurement

using the cocktail method at
√

s = 7 TeV. The measured cross-sections show a

good agreement with the pQCD calculations in whole transverse momentum

regime under investigation. A similar analysis was performed at
√

s = 13 TeV

and cross-section at this energy also agrees with the theoretical predictions.

Moreover, the electrons from beauty hadron decays are measured using

DCA template fit method using Monte Carlo information in proton-proton col-

lisions at
√

s = 5.02 TeV. This measurement is important for understanding the

mass-dependent energy loss of the quarks inside the QCD medium. Due to

low reconstruction efficiency and small signal to background ratio at low trans-

verse momentum region, the measurement of beauty electrons is difficult with

the current ALICE set-up. Therefore, unlike heavy flavour electron analysis,

the measurement is started from 2 GeV/c in pT. Firstly, the DCA distributions

(or templates) of the electrons from different sources are built from MC sim-

ulations. The obtained distributions are corrected using the experimental mea-

surements since the shapes of these distributions are not well reproduced in MC

compared to data. These corrected distributions are then fitted to the inclusive

electron DCA distribution using the Maximum Likelihood Fit approach which

determines the amplitude of the distribution for each source. From that, the

raw yield of the electrons from the beauty hadron decays is estimated and then

corrected for the acceptance and efficiencies to get the invariant spectrum. The

cross-section is well described by the theoretical predictions. This measurement

is an important reference for measuring the energy loss of the beauty quarks in

the medium in Pb–Pb collision at
√

sNN = 5.02 TeV. Furthermore, the relative

contribution of beauty quark electrons to heavy-flavour electrons are measured

and confronted with the theoretical predictions. It is observed that the beauty

contribution hints towards dominating the total heavy-flavour electron contribu-

tion beyond certain transverse momentum region.

In future, the ongoing upgrade of ALICE detector for Run 3 and later
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for Run 4 will open-up lots of exciting opportunities in nucleon-nucleon and

nucleus-nucleus collisions. The improved primary vertex and impact-parameter

resolution, together with the improved luminosity of the LHC accelerator com-

plex, will provide a chance to perform the precision measurements. It will also

enable the possible new measurements of the species such as Λb baryon and B

meson, which were not achieved during Run 1 and 2 data taking periods.

In the later part of the thesis, the focus was shifted to study the properties

of the QGP and freeze-out conditions of the produced particles in the low energy

heavy-ion collisions which can turn out as predictions for the upcoming experi-

ments in different accelerator facilities around the globe. Study of the collective

flow, both isotropic and anisotropic, have been one of the interesting domain of

the relativistic heavy-ion collisions since the start of the heavy-ion program.

We begin with the investigation of the kinetic freeze-out conditions of

light/bulk hadrons in central Au + Au and Pb + Pb collisions, at AGS, SPS

and partially at RHIC BES energies, using a non-boost-invariant version of the

blast-wave model. The assumption of boost-invariance is explicitly broken by

introducing a dependence of the transverse size of the fireball on the space-time

rapidity. The transverse momentum and rapidity spectra for a variety of particle

species are simultaneously analysed to obtain the best-fitted values of ηmax, av-

erage transverse velocity (〈βT 〉) and kinetic freeze-out temperature (Tkin). The

overall fit to the data is reasonably good over a wide range of beam energy

(ELab). The results indicate a relatively low Tkin in the range 55−90 MeV with

a substantial 〈βT 〉 of about 0.55c−0.6c. We also found that Tkin increases grad-

ually with the incident beam energy. Higher values of ηmax were observed in

case of the elliptic fireball than the cylindrical one. This may be attributed to the

fact that one needs a larger value of ηmax for ellipsoidal cross-section compared

to the cylindrical one, in order to have an identical volume of the fireball needed

to reproduce the measured rapidity spectra. For the upcoming experiments at

FAIR and NICA accelerator facilities, these measurements would be useful to

better understand the freeze-out conditions. Moreover, the transverse momen-

tum and rapidity spectra of heavy strange hadrons are fitted simultaneously in

the beam energy range from 20A – 158A GeV at SPS. The fit results of heavy
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strange hadrons indicate that Tkin values are in the range 90− 110 MeV with

〈βT 〉 of about 0.4c− 0.5c. The temperature values are rather higher than the

light particles which indicate early kinetic (thermal) freeze-out of heavy strange

hadrons. The results of light hadrons along with heavy strange hadrons are used

to study the mass-dependent hierarchy in the kinetic freeze-out conditions of

different hadrons in central Pb+Pb collisions at different SPS energies using the

same model. We found a clear mass-dependent hierarchy in the fitted kinetic

freeze-out parameters. This hierarchy of kinetic freeze-out parameters is ex-

pected as the medium induced momentum change of heavy hadrons would be

smaller compared to lighter hadrons. Therefore, as the temperature of the fire-

ball decreases, one would expect an earlier kinetic decoupling of heavy hadrons.

We found that the extracted freeze-out parameters for charmed hadrons at 158A

GeV also corroborates this mass-dependent hierarchy.

Furthermore, the rapidity spectra of light hadrons, as well as heavy strange

hadrons, are tested with a different model prescription than blast-wave to ex-

plore the longitudinal properties of the medium. For this, a non-conformal so-

lution of the Landau hydrodynamical model as obtained in a recent work [154],

is employed to describe the rapidity distributions. This prediction explains the

heavy strange hadrons spectra nicely, however, not so satisfactorily for light

hadrons. We found that the extracted value of sound velocity in the medium

also exhibits a mass-dependent hierarchy implying an early emission of heavy

strange from the fireball compared to the light hadrons. Similar feature has been

obtained earlier from fits to pT -spectra using the blast-wave model. We advocate

that our findings are essential to provide predictions for upcoming experiments

at FAIR and NICA accelerator facilities.

Looking forward, it will be interesting to repeat this exercise with charmed

hadrons for lower energy collisions, when the data become available. This

would be possible with the future measurements at SPS. The NA60+ experi-

ment [148] at SPS aims at the measurement of charmonia in Pb+Pb collisions

in the beam energy range Elab = 20A− 158A GeV. In addition, the upgraded

version of NA61/SHINE experiment at SPS plans to measure the open charm

mesons (D meson) via their hadronic decay channel, in Pb+Pb collisions at beam
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energies 40A and 150A GeV [211]. A large statistics data set at 150A GeV has

already been collected which is presently being analysed. The existence of mass

hierarchy in kinetic decoupling at low energy collisions can be tested more ro-

bustly if, in addition to charmonia, transverse spectra of D mesons are also made

available, since their rest mass is closer to that of multi-strange hadrons. It will

be interesting to perform this analysis in the future.

Moreover, the study of the anisotropic flow coefficients of the charged

and identified hadrons in the non-central heavy-ion collisions was performed.

We made an attempt to address a long-standing issue of probing the equation-

of-state of the strongly-interacting matter, from the measurement of collective

flow observables in heavy-ion collisions. We focus on the flow parameters v1,

v2 and v4 at mid-rapidity in semi-central Au+Au collisions, in the beam energy

range 6−25A GeV, where the future FAIR and NICA accelerators would be op-

erated. The UrQMD transport approach coupled with the ideal hydrodynamic

expansion for different nuclear equations of state is employed for this purpose.

We start with the examination of the elliptic flow parameter, v2 of charged and

identified hadrons as a function of transverse momentum and rapidity. We have

noticed that v2 is always higher in the hydrodynamic scenario when compared

with the transport mode of the UrQMD model but fails to differentiate between

the partonic and hadronic equations of state. The observed insensitivity can be

attributed to the small lifetime of the hydrodynamic phase in such low energy

collisions. We have also studied the constituent quark number scaling of elliptic

flow for all the energies and nuclear EoS. From the results in hand, v2 shows

reasonably good scaling. Furthermore, an attempt has been made to study the

directed flow of charged and identified hadrons as a function of rapidity. For

the case of charged hadrons, the slope of v1 is sensitive to the hydrodynami-

cal scenario and able to differentiate the pure transport mode from the hydro

mode. On the other hand, similar to the observation in the case of v2, it fails

to distinguish between the two EoS and is rather insensitive to the underlying

degrees of freedom in the investigated energy regime. Along with this, efforts

have been made to study the effect of different EoS on the slope of the directed

flow (dv1/dy), elliptic flow (v2) and v4 of charged hadrons as a function of the
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beam energy (ELab). Also, the ratio v4/(v2)
2 is studied as a function of beam

energy. The ratio lies within the values 0.5 and 2 which is consistent with the

results obtained previously [205–209], given the statistical fluctuations. Upon

the reduction in statistical errors, more conclusive remarks can be made. These

predictions will be useful once data from the experiments at NICA [21], and

FAIR [22, 23] become available.

In future, it will be interesting to study these observables over a wide

range of beam energies to understand the insensitivity of flow coefficients to the

underlying degrees of freedom in detail. It is also possible to perform the study

using another available equation of state, i.e. Bag model in which the first-order

phase transition is incorporated and expected to be more suitable at low beam

energies.
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Chapter 8

Appendix

8.1 Data sets and run numbers: pp 7 TeV

• LHC10b -

117222, 117220, 117116, 117112, 117109, 117099, 117092, 117063,

117060, 117059, 117053, 117052, 117050, 117048, 116645, 116643,

116574, 116571, 116562, 116403, 116288, 116102, 115401, 115393,

115193, 115186, 114931

• LHC10c -

120829, 120825, 120824, 120823, 120822, 120821, 120820, 120758,

120750, 120741, 120671,120617, 120616, 120505, 120503, 120244,

120079, 120076, 120073, 120072, 120069, 120067,119862, 119859,

119856, 119853, 119849, 119846, 119845, 119844, 119842, 119841,

119163, 119161,119159

• LHC10d -

126158, 126097,126090, 126088, 126082, 126081, 126078, 126073,

126008, 126007, 126004, 125855, 125851, 125850,125849, 125848,

125847, 125844, 125843, 125842, 125633, 125632, 125630, 125296,

125134, 125101,125100, 125097, 125085, 125023, 122375, 122374,

126437, 126432, 126425, 126424, 126422, 126409, 126408, 126407,

126406, 126405,126404, 126403, 126359, 126352, 126351, 126285,

126284, 126283, 126168, 126160

• LHC10e -

130840, 130834, 130848, 130847, 130844, 130842, 130799, 130798,
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130795, 130793, 130704, 130696, 130608, 130601, 130520, 130519,

130517, 130480, 130375, 130356, 130354, 130343, 130342, 130179,

130178, 130172, 130158, 130157, 130149, 129983, 129961, 129960,

129959, 129744, 129742, 129738, 129736, 129735, 129729, 129726,

129725, 129723, 129667, 129666, 129659, 129654, 129653, 129652,

129650, 129647, 129641, 129639, 129599, 129587, 129586, 129540,

129528, 129527, 129523, 129520, 129514, 129513, 129512, 128913,

128855, 128853, 128850, 128843, 128836, 128835, 128833, 128824,

128823, 128820, 128778, 128777, 128678, 128677, 128621, 128615,

128611, 128609, 128605, 128582, 128507, 128505, 128504, 128503,

128498, 128495, 128494, 128486, 128483, 128452, 128263, 128260,

127942, 127941, 127940, 127937, 127936, 127935, 127933, 127931,

127822, 127719, 127718, 127714, 127712

The same numbers were used for the corresponding Monte Carlo samples.

Table 8.1. Summary of the data sample and Monte Carlo simulations used in
pp 7 TeV analysis

Period/Sample Number of events Additional information
Data

LHC10b, c, d & e 361.3 M pp,
√

s = 7 TeV, minimum bias,
223 runs, reconstruction pass 4

Monte Carlo
simulations
LHC15a2b 158 M pp, 7 TeV, PYTHIA HF

enriched production
anchored to pass 4

reconstruction of pp 2010
LHC14j4b, c, d & e 314.8 M PYTHIA, minimum bias,

reconstruction pass 4

8.2 Data sets and run numbers: pp 13 TeV with

low B

• LHC18c (FAST and CENT WoSDD sample) -

285958, 285957, 285946, 285917, 285893, 285892, 285869, 285851,
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285830, 285812, 285811, 285810, 285806, 285805, 285804, 285781,

285778, 285777, 285756, 285755, 285753, 285722, 285698, 285666,

285664, 285663, 285662, 285643, 285642, 285641, 285640, 285639,

285603, 285602, 285601, 285599, 285578, 285577, 285576, 285575,

285557, 285550, 285545, 285516, 285515, 285497, 285496, 285481,

285471

The same numbers were used for the corresponding Monte Carlo samples.

Table 8.2. Summary of the data sample and Monte Carlo simulations used in
pp low B 13 TeV analysis

Period/Sample Number of events Additional information
Data

LHC18c 442 M pp,
√

s = 13 TeV low B,
FAST and minimum bias, 49 runs,

Cent WoSDD reconstruction pass 1
Monte Carlo
simulations
LHC18l5b 23M pp, 13 TeV, PYTHIA HF

FAST enriched production
anchored to pass 1

reconstruction of pp 2018
LHC18h1 117M PYTHIA, minimum bias,

FAST and Cent WoSDD reconstruction pass 1

8.3 Data sets and run numbers: pp 5.02 TeV

The selected runlist used for the analysis is based on the good runs marked by

DPG group.

LHC17p_fast:

TPC+TOF: 282343, 282342, 282341, 282340, 282314, 282313, 282312,

282309, 282307, 282306, 282305, 282304, 282303, 282302, 282247, 282230,

282229, 282227, 282224, 282206, 282189, 282147, 282146, 282127, 282126,

282125, 282123, 282122, 282120, 282119, 282118, 282099, 282098, 282078,

282051, 282050, 282031, 282025, 282021, 282016, 282008

LHC17p_CENT_WoSDD:
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TPC+TOF: 282343, 282342, 282341, 282340, 282314, 282313, 282312,

282309, 282307, 282306, 282305, 282304, 282303, 282302, 282247, 282230,

282229, 282227, 282224, 282206, 282189, 282147, 282146, 282127, 282126,

282125, 282123, 282122, 282120, 282119, 282118, 282099, 282098, 282078,

282051, 282050, 282031, 282030, 282025, 282021, 282016, 282008

LHC17q: 282367, 282366, 282365

The Monte-Carlo sample used for the analysis include a General Purpose

samples LHC17l3b_fast and LHC17l3b_centWoSDD, and a heavy-flavour and

Dalitz particle enhanced sample LHC18a4b2_Geant3_fast_HFE.

Table 8.3. Summary of the data sample and Monte Carlo simulations used in
this analysis

Period/Sample Number of events Additional information
Data

LHC17p and q 930 M pp,
√

s = 5.02 TeV,
minimum bias,

FAST and Cent WoSDD 41 runs, reconstruction pass 1
Monte Carlo simulations

LHC18a4b2 FAST 26M pp, 5.02 TeV, PYTHIA
HF enriched production

anchored to pass 1
reconstruction of pp 2017

LHC17l3b 190M PYTHIA, minimum bias,
FAST and Cent WoSDD reconstruction pass 1
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8.4 Mathematical distributions

8.4.1 Landau probability distribution

• In principle, mean and sigma are undefined. µ and c are the location and

scale parameter.

• for µ = 0 and c = 1 (default values), the exact location of the maximum

of the distribution (most probable value) is at x = -0.22278

Figure 8.1. Landau Distribution [214]

163



8.4.2 Error function

Figure 8.2. Error Function [215]
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8.5 Fits of TPC nσ distributions of electrons at 7 TeV
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Figure 8.3. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) between data and fit is shown for 7 TeV.
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Figure 8.4. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) between data and fit is shown for 7 TeV.
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Figure 8.5. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) between data and fit is shown for 7 TeV.
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Figure 8.6. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) between data and fit is shown for 7 TeV.

8.6 Fits of TPC nσ distributions of electrons at 13 TeV
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Figure 8.7. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) of data and fit is shown for 13 TeV.
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Figure 8.8. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) of data and fit is shown for 13 TeV.
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Figure 8.9. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) of data and fit is shown for 13 TeV.
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Figure 8.10. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) between data and fit is shown for 13 TeV.
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Figure 8.11. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) of data and fit is shown for 13 TeV.
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Figure 8.12. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) of data and fit is shown for 13 TeV.
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Figure 8.13. TPC nσ distribution of electrons with simultaneous fit of elec-
trons (red), pion (green) and kaon (grey) distributions in different pT bins. In
addition, ratio (blue) of data and fit is shown for 13 TeV.
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8.7 RMS distributions: Inclusive track selection at 7 TeV
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Figure 8.14. Distribution of the difference between the varied and reference
spectra, divided by the reference value for inclusive track selection and PID
cuts, in different bins of pT for pp at

√
s = 7 TeV.
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Figure 8.15. Distribution of the difference between the varied and reference
spectra, divided by the reference value for inclusive track selection and PID
cuts, in different bins of pT for pp at

√
s = 7 TeV.
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8.8 RMS distributions: Associated track selection at 7 TeV
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Figure 8.16. Distribution of the difference between the varied and reference
spectra, divided by the reference value for associated track selection cuts, in
different bins of pT for pp at

√
s = 7 TeV.
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Figure 8.17. Distribution of the difference between the varied and reference
spectra, divided by the reference value for associated track selection cuts, in
different bins of pT for pp at

√
s = 7 TeV.

177



8.9 Fraction of charmed hadrons to D meson in pp collisions at
√

s = 5.02
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Figure 8.18. Measured D±/D0, D∗±/D0, D±s /D0 and D±s /D± ratio in pp at
5.02 TeV
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8.10 DCA distributions of charged hadrons in data, MC before and after the

improver
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Figure 8.19. DCA distributions of charged hadrons in data (black) and MC
before (red) and after (blue) the improver, and the gaussian fits performed for
the extraction of the mean and sigma in different pT bins.
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Figure 8.20. DCA distributions of charged hadrons in data (black) and MC
before (red) and after (blue) the improver, and the gaussian fits performed for
the extraction of the mean and sigma in different pT bins.
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Figure 8.21. DCA distributions of charged hadrons in data (black) and MC
before (red) and after (blue) the improver, and the gaussian fits performed for
the extraction of the mean and sigma in different pT bins.
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