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Abstract 

Innovation in the field of catalysis is of utmost importance to reduce reaction time 

and reaction efficiency. This requires sophistication in existing techniques and 

investigation of new, suitable materials for efficient catalytic design. Alloys as 

heterogeneous catalysts can be employed in comparison to pure elements. The 

Hydrogen Evolution Reaction (HER), a key step in the electrolysis of water, gives 

Hydrogen which can be considered as a very clean renewable energy resource 

compared to conventional fossil fuels. HER needs economic catalysts because of 

expensive pure element platinum electrocatalysts. In this study, we’ll find out 

suitable High Entropy Alloys as the highly active catalysts for HER.  To do so, 

we perform adsorption energy calculations for preparing training data from few 

selected surface microstructures using DFT with the PBE functional and GPAW. 

We wish to develop a simple model for the full distribution of adsorption energies 

involving random combinations of lattice positions using the prediction of a 

Machine Learning Algorithm. The optimization of the alloy then needs to be done 

so as to maximize catalytic activity using a suitable regression programming 

technique in the model algorithm. My aim is to engineer economically feasible 

catalysts for HER which in turn increases the prospects of Hydrogen as a clean 

renewable resource of energy.    
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CHAPTER 1: INTRODUCTION 

Approximately 80% of the global energy demand is satisfied by the non-

renewable resources of energy and only 20% by the renewable, alternative energy 

resources. Ever increasing demand and reducing availability of non-renewable, 

conventional sources of energy has led to the active research for alternative 

sources of energy since the last century. In this context, hydrogen as an alternative 

clean fuel source has remarkable potential which can be utilized to meet this 

enormous energy demand.  

However, there are considerable obstacles to fully tap and utilize this resource.1                                                                                                                                  

The Hydrogen Evolution Reaction (HER) leads to the hydrogen gas production 

from the electrochemical splitting, or electrolysis of water. The electrolysis of 

water is given be the reaction below: 

H2O (l)  →  H2(g)  +  ½O2(g) 

ΔG° = +237.2 kJ mol−1, ΔE° = 1.23 V vs standard hydrogen electrode (NHE) 

involves two half-cell reactions:                                                                                

1.  The Hydrogen Evolution Reaction (HER) 

2H +(aq)  +  2e− → H2(g) 

2.  The Oxygen Evolution Reaction (OER)  

2H2O (l)  →  4e−  +  4H+ (aq)  +  O2(g) 

The Hydrogen adsorption reaction can be described by the Volmer mechanism. 

The Tafel mechanism and Heyrovsky mechanism shows the desorption of the 

adsorbate from the catalyst.2  

1) Hydrogen adsorption (described by Volmer mechanism) 

H3O
+ + M + e− ⇌ M−H* + H2O (acidic medium)   

H2O + M + e− ⇌ M-H* + OH− (alkaline medium)  
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(2) Hydrogen desorption (described by Heyrovsky mechanism) 

H+ + e- + M-H* ⇌ H2 + M (acidic medium) 

H2O + e- + M-H* ⇌ H2
 + OH- + M (alkaline medium) 

(3) Hydrogen desorption (as per Tafel Mechanism)  

2M−H* ⇌ H2 + 2M (both acidic and alkaline media)  

There is an inherent barrier observed experimentally for the evolution of H2 and 

O2 gases in HER and OER which is known as Overpotential (η). Overpotential is 

the excess potential between the experimental value and the thermodynamic value 

of potential required to carry out the electrolysis which is usually lost as heat. 

Minimization of overpotentials of the HER and the OER require the presence of 

catalysts.4 

HER involves the usage of catalysts involving noble metals such as platinum, 

palladium, rhodium and so on which are quite expensive. Platinum based catalysts 

are currently most effective because of their optimum Gibbs Free Energy for 

hydrogen adsorption (ΔGH*) and high exchange current density (j0). They also 

provide low activation energy pathway for hydrogen desorption.  

However, low abundance and really high cost of Platinum hinder the practical 

applications of hydrogen as a fuel. Nevertheless, there is considerable 

investigation for reducing and even replacing noble metals for this purpose. The 

avant-garde advances and research in this field is quite active for the development 

of low cost and high efficiency catalysts.5          

Heterogeneous catalysts are easy to work with, avoiding the formation of 

inorganic salts. They can be recycled or reused and their storage and disposal is 

relatively easier than homogeneous catalysts.  The separation of homogeneous 

catalysts from the reaction mixture is quite tedious and expensive requiring 

extraction or distillation. 6 
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Heterogeneous catalysts, being different phase, are very ease to remove from the 

reaction mixture. They remain robust at extreme conditions of temperature and 

pressure. Due to these advantages, the chemical processes can be streamlined 

according to our needs, while operational cost remains low. 

Innovation in the field of catalysis is of utmost importance to reduce reaction time 

and reaction efficiency. This requires sophistication in existing techniques and 

investigation of new, suitable materials for efficient catalytic design. Alloys as 

heterogeneous catalysts can be employed in comparison to pure elements.7  

High Entropy Alloys (HEAs) are formed by mixing equal or relatively large 

proportions of (usually) five or more elements. The term is coined as “High 

Entropy” because mixing more elements in similar proportions increase entropy 

of mixing.  

In our study, constituent elements are chosen with similar atomic radii are likely 

to form a stable HEA. HEAs form a defined crystal with constituent elements in 

random order. Their surfaces can provide atomic combinations with high catalytic 

activity.                                                                                              

The surface possibilities in HEAs inspire the investigation of HEA for their usage 

as a catalyst. Owing to the large number of particular combinations giving 

distinctive environment for each combination, catalytic surface of HEA can 

provide a continuum of adsorption energies with very little energy gap and the 

sites with optimal characteristics control the catalytic activity. Hence, tuning of 

composition of HEA surface can be performed which could lead to the highest 

possible activity.8  

The interaction between catalyst and intermediates plays a very important role in 

choosing constituents for HEAs, in accordance with Sabatier Principle. Volcano 

plots show that Gibbs free energy of hydrogen adsorption should be close to zero 

with high exchange current density for exemplary activity.  
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Large positive Gibbs free energy shows quite weak hydrogen attachment to the 

catalyst, whereas high magnitude of negative Gibbs free energy shows very strong 

hydrogen attachment to the catalyst leading to weak desorption.  

Platinum, palladium, and rhodium though exhibit excellent properties for HER, 

but because of the rarity of the noble metal reserves, are quite costly for practical 

applications. Amongst the earth abundant metals, Nickel stands out as the 

strongest candidate for HER, since it possesses the most ideal characteristics of 

minimum ΔGH* and high j0 and Cobalt comes as a close second. Iron, Zinc and 

Copper have been chosen as constituents of HEAs since they have been previously 

used in combination with noble metal as catalysts to reduce the latter percentage.9 

Higher numbers of surface arrangements on HEA catalyst, make it unfeasible to 

carry out quantum mechanical simulations on each arrangement. The solution to 

this problem is employing Machine Learning for predicting catalytic activity of a 

large number of sites by using a training data set, so that the HEAs can be tailored 

with suitable sites possessing optimum activity properties.  
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CHAPTER 2: COMPUTATIONAL METHODS AND APPROXIMATIONS 

2.1.   Schrödinger Equation                                                                                   

The Schrödinger equation is the fundamental equation of quantum mechanics. 

The solution of the Schrödinger wave equation gives us the wave function of 

the electron. It is a partial wave function which uses the concept of conservation 

of energy to obtain information about the electron. It is given by the following 

equation 2.1: 

Ĥ𝛹(𝑥) = 𝐸𝛹(𝑥)                         (2.1) 

where ĤΨ(x) is the Hamiltonian operator and given by,  

Ĥ =  
−ℏ2

2𝑚

𝜕2

𝜕𝑥2
 + 𝑉(𝑥)   (2.2) 

 and 𝐸𝛹(𝑥) is the total energy.[3] 

While, time dependent Schrödinger equation is given as, 

Ĥ𝜓 =  𝑖ℏ
𝑑𝜓

𝑑𝑡
                                    (2.3) 

 

Here, ℏ is given by 
ℎ

2𝜋
, and h is Planck's constant. This time dependent Schrödinger 

equation is the basis of most of the quantum chemical calculations.  

However, the given equation 2.2 can be easily solved for single electron system 

(like H, He+, Li2+ etc.) but the solvation of the expression 2.2 is difficult for a 

many electrons system.10 
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2.1.1   Schrödinger Equation for Multiple Body Systems 

Solving the Schrödinger equation for a multi-electron system is a bit of hassle as 

in multi-electron system the exact equation cannot be separated into the uncoupled 

equation. 

 The Schrödinger equation for many electron systems is given as: 

Ĥ 𝛹(𝑥1, 𝑥2, . . , 𝑥𝑛, 𝑟1, 𝑟2, . . , 𝑟𝑛)  =  𝐸 𝛹(𝑥1, 𝑥2, . . , 𝑥𝑛 , 𝑟1, 𝑟2, . . , 𝑟𝑛) (2.4) 

In the equation 2.3, 𝑥1, 𝑥2, . . , 𝑥𝑛 represent position coordinates of electrons and 

𝑟1, 𝑟2, . . , 𝑟𝑛 represent position coordinates of the nucleus.11 

For many electron systems the Hamiltonian operator is given as follows 

𝐻 =  𝑇𝑒 +  𝑇𝑛 +  𝑉𝑒𝑒 +  𝑉𝑛𝑚 +  𝑉𝑛𝑒 (2.5) 

Where 𝑇𝑒, 𝑇𝑛 represents the total energy due to the motion of the electrons and 

nucleus, respectively, while 𝑉𝑒𝑒, 𝑉𝑛𝑛 represents the coulombic interaction between 

electrons and nuclei, respectively, 𝑉𝑛𝑒 corresponds to the coulombic interactions 

between nucleus and electron. Hence, the extended Hamiltonian operator is given 

by equation 2.6. 

𝐻𝑡𝑜𝑡 =∑
𝑝𝑖
2

2𝑚
+∑

𝑝𝐼
2

2𝑀𝐼
+∑𝑉𝑛𝑢𝑐𝑙(𝑟𝑖) +

1

2
∑

𝑒2

|𝑟𝑖 − 𝑟𝑗|
𝑖≠𝑗

+
1

2
∑

𝑧𝐼𝑧𝐽𝑒
2

|𝑅𝐼 − 𝑅𝐽|𝐼≠𝐽

   (2.6) 

Here in equation 2.6, 𝑉𝑛𝑢𝑐(𝑟) = −∑
𝑧𝐼𝑒

2

|𝑟−𝑅𝐼|
𝐼       (2.6.1) 

For solving this equation, some approximations are used which permits us to 

separate the function into the uncoupled equation. Three major approximations 

are: (1) The Born-Oppenheimer approximation, (2) The independent particle 

approximation, and (3) The π-electron separation approximation. Below we 

have discussed the Born-Oppenheimer approximation.12 
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2.1.2.   The Born-Oppenheimer Approximation  

The Born-Oppenheimer approximation states that the nuclei is heavy and slow 

whereas electrons are also small but fast (can respond almost instantaneously to 

any change in the nuclear coordinates), which means we can decouple the 

dynamic of the nuclei and the electrons. In this approximation, the nuclear kinetic 

energy term can be neglected and the nuclear-nuclear repulsion term can be taken 

as a constant.13    

Hence, the Hamiltonian operator becomes:  

𝐻𝑡𝑜𝑡 = ∑
𝑝𝑖
2

2𝑚
+
1

2
∑

𝑒2

|𝑟𝑖 − 𝑟𝑗|
𝑖≠𝑗

+
1

2
∑

𝑧𝐼𝑧𝐽𝑒
2

|𝑅𝐼 − 𝑅𝐽|
𝐼≠𝐽

       (2.7) 

Even after the application of BO approximation, the solution for the many-

electron systems wave function is computationally too expensive. Keeping this in 

view, other approximations like density functional theory (DFT) are very 

beneficial. 

2.2. Hartree Fock Theory  

Hartree Fock theory is used for the approximation of multiple bodies of 

wavefunctions. A single Slater determinant of N spin-orbitals will furnish the 

wavefunction in this approximation.      

Ψ =  |

𝜓1(𝐱1) 𝜓1(𝐱2) … 𝜓1(𝐱𝑁)
𝜓2(𝐱1) 𝜓2(𝐱2) … 𝜓2(𝐱𝑁)
… . . . … …

𝜓𝑁(𝐱1) 𝜓𝑁(𝐱2) … 𝜓𝑁(𝐱𝑁)

|    (2.8) 

Here the coordinates in space are given by variables . This wavefunction 

obtained is antisymmetric i.e., the sign will change upon the interchange of any 

two electron positions in accordance with Pauli Exclusion Principle.14    

Ψ(𝐱1, 𝐱2, … , 𝐱𝑖 , … , 𝐱𝑗, … , 𝐱𝑁) =  −Ψ(𝐱1, 𝐱2, … , 𝐱𝑗, … , 𝐱𝑖, … , 𝐱𝑁)   (2.9) 
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This theory assumes neglection of the interelectronic correlation by taking a single 

determinant for the wavefunction. There is an average potential assumed from the 

other electrons which is a huge approximation and not very precise.15 

2.3. Density Functional Theory  

DFT is a computational quantum mechanical modelling method used in Physics, 

Chemistry, and Material Science to investigate the electronic structure (ground 

state) of many-body systems. Using this theory, the properties of a many-electron 

system can be determined by using Functionals. In DFT, instead of considering 

wave function, we considered density functional.16  

DFT: work in terms of density  

  𝐸 = 𝐸[𝜂(𝑟)]           (2.10) 

  𝜑2 = 𝜂(𝑟)               (2.11) 

2.3.1. The Hohenberg and Kohn (HK) theorem 

HK theorem is known as the heart of DFT. It proposes the following things:  

1. Every observable such as ground state energy is a unique function of the 

ground state density.  

2. The electron density which minimizes the energy of the overall function 

is the true ground state energy.                                                                                              

The HK theorem provides a method for minimizing energy by changing electron 

density but it is not capable of providing the relation between kinetic energy 

and density.17  

2.3.2. Kohn Sham Equations 

To understand the electron density functions clearly, Kohn and Sham have 

proposed a set of equations. For this the many-body system is replaced by a 

fictitious system of non-interacting electrons. They fractionized the total energy 

functional into the different parts as described in equation 2.7. 
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𝐸[𝜌(𝑟)]  =  𝑇0[𝜌(𝑟)]  +
1

2
ʃʃ
𝜌(𝑟)𝜌(𝑟)′𝑑𝑟𝑑𝑟′

|𝑟 − 𝑟′|
+  ʃ 𝑉𝑒𝑥𝑡 (𝑟)𝜌(𝑟)𝑑𝑟 +  𝐸𝑥𝑐 [𝜌(𝑟)𝑑𝑟]  +  𝐸𝐼𝐼 (2.12) 

In the above equation 2.12, 𝑇0[𝜌(𝑟)] represents the energy due to the motion of 

the electrons in a system having electron density 𝜌 same as that of real system 

excluding electron-electron interactions.18 

Second term in the equation 2.12,   
1

2
ʃʃ
𝜌(𝑟)𝜌(𝑟)′𝑑𝑟𝑑𝑟′

|𝑟−𝑟′|
 represents the pure 

coulombic interaction between the electrons, third term ʃ 𝑉𝑒𝑥𝑡(𝑟)𝜌(𝑟)𝑑𝑟 is the 

interaction between core and valence electrons. The fourth term 𝐸𝑥𝑐[𝜌(𝑟)𝑑𝑟] is 

known as exchange-correlation energy which takes care of all the quantum 

interactions between electrons needed to be approximated. The last term 𝐸𝐼𝐼 

represents the nuclei-nuclei interactions. However, the above equation can be 

reduced in the following form 

𝐸[{𝛹}]  =  𝐸𝑘𝑛𝑜𝑤𝑛[{𝛹}]  +  𝐸𝑥𝑐 [{𝛹}] (2.13) 

Where, 𝐸𝑘𝑛𝑜𝑤𝑛 is sum of the all the known parameters such as kinetic energy, 

potential energy and all the coulombic interactions which can be easily obtained. 

While, 𝐸𝑥𝑐 can only be solved by knowing the value of exchange-correlation 

potential. However, getting these values is very difficult.19 

2.3.3. Exchange-correlation functional 

In equation (2.8), the unknown parameter is an exchange correlation functional, 

which is generally approximated by the Kohn-Sham equation. 𝐸𝑥𝑐 can be 

expressed as a sum of electron exchange and electron correlation as described as 

follows. 

𝐸𝑥𝑐 =  𝐸𝑥 +  𝐸𝑐 (2.14) 

Various local functional are used for approximating the exchange correlational 

energy such as Projector Augmented Wave Method.20 
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2.4. Projector Augmented Wave Method (PAW) 

Since the electronic wave functions of true materials have different behaviour in 

different regions. i.e., in bonding (or valence region) the oscillation of wave 

function is very smooth while for the electrons in cores the oscillation is very 

rapid. In general valence electrons are described by a plane wave basis set while, 

Core electrons could not be represented by the plane wave basis set due to their 

high computational cost. Hence this method uses the partial wave function to 

represents the electron in the augmented region. In PAW method, the highly 

oscillating wave function transforms to smoother form which depends on the 

linear transformation operator (T). The linear transformation operator transforms 

a wavefunction into pseudo wave function. 

ǀ𝛹 𝑛⟩  =  𝛵ǀ𝛹𝑛⟩       (2.15) 

Where 𝛹 𝑛 represents the pseudo wave function. The wave functions (ǀ𝛹𝑛⟩ and 

ǀ𝛹 𝑛⟩) are expressed as a linear combination of partial waves for each 

augmentation regions as described below: 

ǀ𝛹𝑛⟩  =  𝛴𝑖 𝑐𝑖ǀ𝜙𝑖⟩ (2.16) 

ǀ𝛹 𝑛⟩  =  𝛴𝑖  𝑐𝑖ǀ 𝜙 𝑖⟩ (2.17) 

The operator T is given by 

𝛵 =  1 +  𝛴𝑖  (ǀ𝜙𝑛⟩  −  ǀ𝜙 𝑛⟩) ⟨𝑝̃𝑖ǀ (2.18) 

Where, ⟨𝑝̃𝑖ǀ is the projection function which is initiated from different practical 

schemes. In this context, pseudopotential helps to get rid from the problem of core 

and valence electrons. There are a variety of pseudopotentials which can transfer 

oscillating wave function to a smoother one. However, the PAW is combined with 

the ultra-soft pseudopotentials and augmented-planewave.21 
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GPAW 

GPAW is a density-functional theory (DFT) Python code based on the projector-

augmented wave (PAW) method and the atomic simulation environment (ASE). 

It uses plane-waves, atom-centric basis-functions or real-space uniform grids 

combined with multigrid methods. 
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2.5. Computational Details 

 

PBE functional using the Atomic Simulation Environment (ASE) and the GPAW 

code were used for performing DFT calculations using a plane-wave expansion of 

the wavefunction. 22 

Planar 3 × 4 × 4 atoms slabs with a plane-wave cut-off at 400 eV were used to 

calculate adsorption energies. Monkhorst-Pack k-point sampling of the Brillouin 

zone of (4,4,1) was used for the CuCoNiZnFe high entropy alloy. The slabs were 

relaxed to a maximum force criterion of 0.09 eV/Å on the atoms. The top and 

bottom of the slabs were subjected to a vacuum of 10 Å. The positions of the 

atoms were fixed for all while the two top layers were allowed to relax. The 

adsorption energies of molecules O and H were calculated employing identical 

super cells. The same DFT calculations and features were used as for the slabs. 

The adsorption energies of O and H were calculated as: 

∆𝐸𝑂 = 𝐸𝑂∗ − 𝐸∗ − 
1

2
𝐸𝑂2         (2.19) 

∆𝐸𝐻 = 𝐸𝐻∗ − 𝐸∗ − 
1

2
𝐸𝐻2        (2.20) 

where ΔEH and ΔEO are the adsorption energies of H and O respectively. EH* and 

EO* are the density functional theory calculated energies of the relaxed slabs when 

the adsorbate is present. E* is the density functional theory energy of the slab 

when the adsorbate is not present. EH2 and EO2 are the DFT energies of the 

molecular gases.23 

The lattice parameter for the slabs was chosen as the weighted average of the DFT-

calculated lattice parameters of the constituent elements in the top layer of the 

slab. The lattice parameter is expected to take consideration of the effect of strain 

in HEA surface in real cases.24 

The lattice parameters corresponding to a minimum in energy of the individual 

elements were also calculated. A primitive fcc unit cell was used for this purpose. 

The lattice parameter of Ni was found to be 3.499 Å.  
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CHAPTER 3: RESULTS, DISCUSSION AND FUTURE PLANNING 

3.1. Stability Analysis 

The stability of a High Entropy Alloy owes to its remarkably large degree of 

randomness which leads to high entropy which in turn minimizes free energy. The 

study of stability required the parameters of atomic radii and composition of the 

metal constituents in the alloys.   

Theoretical stability of the HEA is verified by performing stability analysis by 

checking the parameters of the atomic radius difference factor (δ) and ratio of 

entropy of mixing and enthalpy of mixing (Ω).31  

Optimizing the configuration or the framework of the alloy leads to the design of 

a potential suitable HEA and the discovery pathway for new alloys.   

The stability is put to test by taking a unit cell of 8 atoms and the lattice points 

were assigned atoms randomly. The lattice parameter of the unit cell was found 

by taking the weighted average of the pure bulk parameters. 

500 unit-cells were taken and δ and Ω values were found for each cell.  

From previous reports, it is observed that the δ and Ω values must be smaller than 

6.6% and larger than 1.1% respectively.32 

Following these values, the formation of a stable solid solution is possible.  The 

stability analysis of 500 combinations was done using the parameters of omega 

and delta%.  

Figure 1 shows the plot of omega and delta% for the 500 combinations and Figure 

2 shows the plot for the combinations exhibiting stable solid solution formation 

only with δ < 6.6% and Ω > 1.1. 
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Discussion on δ and Ω 

1. Delta (δ) 

The equation for the atomic radius difference factor is given as: 

𝛿 =  √∑𝑐𝑖(1 − 𝑟𝑖 𝑟𝑎𝑣𝑔⁄ )2
𝑁

𝑖=1

        (3.1) 

Here, ci is the percentage composition of metals in unit cells, ri is the radius of 

individual component, ravg is the average radius and N is the number of constituent 

metals.33 

2. Omega (Ω) 

Omega is the ratio taken of the product of average melting temperature of the 

constituents and entropy of mixing and the enthalpy of mixing.  

𝛺 = 
𝑇𝑚∆𝑆𝑚
|∆𝐻𝑚|

                             (3.2) 

Entropy of mixing is given by 

∆𝑆𝑚 = −𝑅∑𝑐𝑖 ln 𝑐𝑖                    (3.3)

𝑁

𝑖=1

 

 

 

 

 

 

 

Figure 1: Plot for Omega vs. Delta (%) for all 500 combinations of 8-atom unit      

cells. 
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Figure 2: Plot for Omega versus Delta% depicting                                             

stable solid solution formation only. 

Out of 500 combinations of 8-atom unit cells, 137 unit-cells have been found in 

the necessary bounded region of the parameters. These stable unit cells have been 

used for constructing the required supercells for finding catalysts. 
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3.2. Hyperparameter Tuning 

A hyperparameter is an argument of the model whose value is set before the 

machine learning process is set. The tuning of hyperparameters has to be done so 

that the optimum hyperparameters can be chosen for a machine learning 

algorithm.34 

Hyperparameter types: 

 K in K-NN 

 Regularization constant, kernel type, and constants in SVMs 

 Number of layers, number of units per layer, regularization in neural 

network 

Generalization (test) error of learning algorithms has two main components: 

 Bias: error due to simplifying model assumptions 

 Variance: error due to randomness of the training set 

The trade-off between these components is determined by the complexity of the 

model and the amount of training data. The optimal hyperparameters help to avoid 

under-fitting (training and test error are both high) and over-fitting (Training error 

is low but test error is high). 

HEAs provide a very high number of surface microstructures which leads to the 

optimization of the catalytic properties such as the required optimum values of the 

H adsorption energies and O adsorption energies. 

The huge number of microstructures leads to the correspondingly large number of 

adsorption energies which is impossible to calculate using ab initio method. The 

solution is to take a simple model employing a small set of DFT calculated 

adsorption energies for the commensurate microstructures as the input for the 

machine learning algorithm. 



19 

 

There are many algorithms available for Supervised Machine learning. The 

Gaussian process regression is generally found to give small errors in prediction 

of adsorption energies. 

It permits for the evaluation of adsorption in a nonlinear fashion which is done by 

giving weightage to the microstructures in the training set more similar to the 

surface being checked. The GPR algorithm requires kernel and tuned 

hyperparameters and can be implemented in the open source scikit-learn.35 

The type of adsorption can be on-top adsorption and hollow site adsorption. The 

three metal atoms forming a hollow site can have 35 possibilities if we consider 

the combinations with replacement of 5 elements. The formula for combinations 

with replacements is: 

𝐶𝑅(𝑛, 𝑟) =
(𝑛 + 𝑟 − 1)!

𝑟! (𝑛 − 1)! 
           (3.4) 

Also, the labelling of regions is done for the two nearest neighbour or coordination 

spheres. Figure 3 shows the hcp-hollow adsorption with the white circle being the 

hydrogen atom. The adsorption of H and O in a hollow site are considered for hcp-

hollow site and fcc-hollow sites for this work. 

  

 

 

 

 

Figure 3: Surface Microstructure illustration for hcp-hollow site adsorption. The 

labelled areas 1, 2 and 3 are the adsorbing sites, surface nearest neighbour 

subsurface nearest neighbour regions respectively. The white circle represents the 

hydrogen atom adsorbed in the adsorbing site. 
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The possibilities of the 5 elements in the adsorbing site and the first and second 

nearest neighbour regions lead to the total of 35 × 35 × 35 = 42,875 and           35 

× 35 × 5 = 6125 distinct microstructures for fcc-hollow and hcp-hollow 

adsorption. The input features can be found from the microstructure itself. 

The input features are followed from the publication for which the reference is 

given.36 The total of the number of atoms in the adsorbing site region and in the 

first and second nearest neighbour regions become the parameters for input 

features. 

There are 15 parameters for hcp-hollow, together with the labelling of the 

elements in the adsorbing site and the two nearest surface and subsurface 

coordination regions.  

The input features also include the adsorption energy which is found via density 

functional theory calculations for a particular surface microstructure. 

Figure 4 illustrates one of the surface microstructures and Table 1 the 

corresponding input description for the hcp-hollow adsorbing site. 

          

 

 

a) 

1 

Cu 

0 

Co 

0 

Ni 

0 

Zn 

0 

Fe 

b)                                                               c)                                                   

Table 1: The encoding is done for a) the adsorbing site, b) the nearest region of 

adsorption site and c) subsurface nearest neighbour region for the given 

microstructure in Figure 4. 

  

 

0 

Cu 

1 

Co 

 

0 

Ni 

 

1 

Zn 

1 

Fe 

 

0 

Cu 

0 

Co 

3 

Ni 

0 

Zn 

0 

Fe 
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Figure 4: Surface Microstructure with the input features. There are 15 parameters 

for adsorption in hcp-hollow site. The colours differentiate the metal atoms. 

Green: Ni, Pink: Co, Brown: Cu, Reddish brown: Fe, Blue: Zn. 

Optimal Hyperparameters: Hyperparameters control the over-fitting and under-

fitting of the model. Optimal hyperparameters often differ for different datasets. 

To get the best hyperparameters the following steps are followed: 

1. For each proposed hyperparameter setting the model is evaluated 

2. The hyperparameters that give the best model are selected. 

Hyperparameters Search: Grid search picks out a grid of hyperparameter values 

and evaluates all of them. Guesswork is necessary to specify the min and max 

values for each hyperparameter. Random search randomly values a random 

sample of points on the grid. It is more efficient than grid search. Smart 

hyperparameter tuning picks a few hyperparameter settings, evaluates the 

validation matrices, adjusts the hyperparameters, and re-evaluates the validation 

matrices. Examples of smart hyper-parameter are Spearmint (hyperparameter 

optimization using Gaussian processes).37 

In this process, tuning for Hyperparameters can be performed for the applied 

machine learning algorithms. 
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4.3. Splitting of Train-Test Data 

The Gaussian Process Regression (GPR) algorithm is provided with 80% of the 

microstructures which are grouped in the Training Data set with the corresponding 

adsorption energies H and O adsorbed in hcp -hollow site calculated with the help 

of DFT.  

The remaining 20% of the microstructures are grouped into the Test Data set. They 

are used for predicting or evaluating the performance of a statistical model which 

can be done using 5-fold cross validation.38 This is called as the Splitting of Train-

Test Data. 

On similar grounds using Splitting of Train-Test Data, we can be able to get the 

distribution of predicted adsorption energies via machine learning for all the 

possible surface microstructures of CuCoNiZnFe HEA.  

In the hcp-hollow and fcc-hollow site cases, there are total 6125 distinct and 

42,875 distinct microstructures respectively. 

The favourable adsorption sites for hydrogen adsorption are fcc-hollow sites and 

hcp-hollow sites. We have planned to take around 1% data from whole data set as 

training data which is around 61 and 420 adsorption energies for hcp-hollow and 

fcc-hollow sites respectively.  Due to the time constraint, we’re able to find the 

training data set consisting of 29 microstructures for hcp-hollow site. In the future, 

we wish to find the training data set for fcc-hollow site as well.  

This training data set data set has been planned to use for the prediction of 

adsorption energies using a suitable Machine Learning algorithm. A plot of 

Machine Learning algorithm predicted adsorption energies versus DFT-calculated 

adsorption energies can then be plotted where ΔEpred – ΔEDFT will provide us the 

mean absolute error. Figure 5 shows a sample cross linear regression plot which 

employs the method of least squares in linear regression analysis. 
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Figure 5: A sample plot of Cross Linear Regression showing predicted value 

versus observed value. The difference between the predicted value and the 

observed (calculated value) will provide us the mean absolute error. 

The predicted adsorption energies can then be employed for the optimization of 

catalytic activity as discussed in the next section. 

The contribution of a surface microstructure or the probability is dependent on the 

composition of the HEA. It is given as: 

𝑃𝑖(𝐟) =  ∏𝑓𝑘
𝑛𝑖𝑘

𝑀

𝑘=1

                    (3.5) 

In this equation, Pi(f) is given as the probability of the microstructure i, f is a vector 

formed from molar fractions, M is the total elements which constitute the HEA, fk 

is the molar fraction, and nik is the number of atoms where k is the element. The 

probability found for each microstructure can then be utilized to optimize the 

catalytic activity as found in the next section.  
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FLOWCHART 

 

Figure 6: The outline for future planning of the work to explore the HEA 

CuCoNiZnFe as catalyst for Hydrogen Evolution Reaction. 
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4.4. Best Catalyst for HER 

The best fit for the catalyst for Hydrogen Evolution Reaction is found by 

optimization of the alloy constituents. The refinement of surface is performed after 

covering the whole range of distributions. The optimum binding energy is linked 

to finding particular sites. Based on the Sabatier principle, we can quantify the 

catalytic activity A in equation 4.6 as follows: 

𝐴 = ∑( ∏ 𝑓𝑘
𝑛𝑘

𝑚𝑒𝑡𝑎𝑙𝑠

𝑘

)

𝑍

𝑖=1

exp (−
|∆𝐸𝑖 − ∆𝐸𝑜𝑝𝑡

𝑘𝐵𝑇
)           (3.6) 

 

Here, Z is the number of surface configurations, fk is the atomic fraction, nik is the 

number of element k in configuration ‘i’, ΔEi is the adsorption energy found from 

the model, and ΔEopt is the optimum energy according to the Sabatier principle.5  

A non-linear enhancement method, called sequential least squares programming 

(SLSQP) can be used for the algorithm to find the maximum of the activity. 

The random configuration takes account of the possibility of each site. Each site 

probability is considered along with the difference of the site energy and the 

optimum energy. The summation of all the contributions provides us the relation 

of the catalytic activity.39 

Pure Pt provides Gibbs free adsorption energy of the magnitude near to zero eV 

to *H intermediate which is quite optimum. Thus, it is quite advantageous to find 

a catalyst having characteristics mirroring that of pure Platinum.  

The mixture Cu20Co20Ni20Zn20Fe20 can be taken which is then optimized using the 

SLSQP algorithm or any other suitable algorithm to find the high entropy alloy 

possessing the maximum of catalytic activity and the minimum of overpotential. 

Reduction in overpotential from pure Platinum case is found by the expression 4.7 

where APt is the activity of pure Platinum: 

𝛥𝑈 =  (
𝑘𝐵𝑇

𝑒
) ln (

𝐴

𝐴𝑃𝑡
)          (3.7) 

The HEA found via optimization CutCouNixZnyFez will then be said as the best fit 

catalyst for HER. 

 



26 

 

CHAPTER 5: CONCLUSION 

The Hydrogen Evolution Reaction is employed in fuel cells using very expensive 

Platinum electrocatalysts. They provide very sluggish kinetics due to poor 

stability and overpotential. It is very important to build highly active and cheaper 

catalyst options. 

It is very important for finding non-noble-transition-metal-based (Ni, Fe, Co, Zn, 

Cu, etc.) catalysts which show comparable activities to those of benchmarking Pt-

based materials. After performing detailed analysis, we can explore cheaper 

alternative options such as the HEAs CuCoNiZnFe as catalysts for Hydrogen 

Evolution Reaction. 

These alternatives to Platinum based materials will make the hydrogen evolution 

reaction feasible for the research of alternative fuels replacing the conventional 

fossil fuels. 
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