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Abstract

In this work, the definitions and basics of quantum complexities are followed

and various works which are done in regards of circuit and Kolmogorov com-

plexity are studied. Based on these works, calculations with respect to fi-

delity susceptibility, capacity of entanglement, expected Kolmogorov complex-

ity have been performed. First law of circuit complexity is calculated by using

SYK model Hamiltonian which is also used in calculation of expected Kol-

mogorov complexity and infinitesimal change in Kolmogorov complexity. So

in this way, we tried to build a relation between these two kinds of complex-

ities. Nielsen’s approach has been followed for the calculation of first law of

circuit complexity. In this work we also tried to look for a relation between

first law of thermodynamics and Kolmogorov complexity and hence tried to

build first law of Kolmogorov complexity. Some open questions have been

discussed at the end.
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Chapter 1: Introduction

In this work, we have studied various aspects of quantum information theory

such as quantum complexity, fidelity susceptibility, capacity of entanglement

etc.

Quantum computation and quantum information is the study of the infor-

mation processing tasks that can be accomplished using quantum mechanical

systems. For the classical system, the most basic piece of information is called

a bit. A bit represents a two state system. We can also represent a bit by

binary numbers 0 and 1. But if we work in a quantum mechanical system, the

basic unit of information is quantum bit or qubit. While in classical system a

bit can be in 0 state or 1 state, a qubit is somewhat more general. A qubit can

exist in |0i or |1i or in a superposition state. This state is a linear combination

of the states |0i and |1i.

Apart from qubit another important parameter which needs to be introduced

here is density operator. For that we need to first understand what is an

ensemble. The definition of an ensemble provided by [1] suggests that an

ensemble is a collection of identically prepared physical systems. To define

density operator, firstly we need to define pure and mixed states. If all the

objects are in the same state | ii, the ensemble is represented by a pure state.

In mixed states not all the N objects are in the same state i.e. Ni objects in

the state | ii respectively, such that
P

Ni = N . Now, a density operator ⇢ is

defined as

⇢ =
X

i

!i|↵(i)ih↵(i)|. (1)

For a pure ensemble we have !i = 1 for some vector |↵(i)i with i = n for in-

stance, and !i = 0 for all other conceivable state kets so that the corresponding
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density operator is written as

⇢ = |↵(n)ih↵(n)|. (2)

There are few properties of density operators which are the following (1.)

Density operator is hermitian, ⇢† = ⇢. (2.) Density operator satisfies the

normalization condition, Tr⇢ = 1. (3.) ⇢ � 0 positivity. (4.) for a pure

ensemble ⇢2 = ⇢. There is an important theorem related to density operators

which is used in various calculations in this work. It states that the expectation

value of an observable A in a state represented by a density matrix ⇢, is given

by

hAi⇢ = Tr(⇢A). (3)

It has a simple proof given as,

Tr(⇢A) = Tr(| ih |A) =
X

n

hn| ih |A|ni (4)

=)
X

n

h |A|nihn| i = h |A| i = hAi (5)

After studying these preliminary parameters, let us now turn our attention to

quantum complexity. Quantum complexity has come up as a very interesting

approach for understanding various physical phenomena. In this work, firstly

we have tried to study the basics of Quantum complexity, its classification.

Then we tried to use its relation with other quantum information parameters

which can be used to understand various physical processes. In this work

we have tried to calculate quantities from various known parameters such as

fidelity susceptibility, capacity of entanglement, quantum Fisher information

in the field of quantum information.

In chapter 2, we will introduce the quantities required to understand quantum
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complexities. Firstly we will define the basics of circuit and Kolmogorov com-

plexity, then we will introduce fidelity susceptibility, capacity of entanglement

and velocity coupling correspondence. In chapter 3, we will calculate the ex-

pected Kolmogorov complexity, first law of circuit complexity using Nielsen’s

approach and then we will try to search for first law of Kolmogorov complex-

ity. In chapter 4, we will compile the calculations and in chapter 5, we will

conclude our work and discuss some open questions.

Quantum complexity can be defined in various ways but here we are following

the definitions of circuit and Kolmogorov complexity provided in [2], [3]. Kol-

mogorov complexity is also defined in [4] and [5]. These texts can be referred

to get the greater insight of Kolmogorov complexity. [6] provides an overall

understanding of quantum complexity theory in a broader sense. Defining field

theory is rather di�cult in quantum field theory. This is because it is di�cult

to work in infinite dimensional Hilbert space. Other important works which

has been done in this regard are [7] and [8]. [7] discusses circuit complexity

in quantum filed theory.
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Chapter 2: Quantities of quantum

information in field theory

2.1 Introduction to Quantum complexity

In the broad sense complexity can be studied under two sections. One is cir-

cuit complexity and the other is algorithmic complexity or better known as

Kolmogorov complexity. As our main aim is to understand complexity in field

theory, one of the major works done in this direction is to relate complexity

with entropy [2]. This work suggests that the phase space probability distri-

bution for a classical non-relativistic gas often separates into two factors, one

depending on the positions of the particles and the other on the momenta,

P (x, p) = F (x)G(p). (6)

So, the total entropy is a sum of two terms, the positional entropy associated

with the distribution F (x), and the kinetic entropy associated with G(p),

S = �
Z

F (x)logF (x)dx�
Z

G(p)logG(p)dp. (7)

Where the positional entropy associated with the distribution F (x); and the

kinetic entropy associated with G(p) [2]. According to [2], there is a conjecture

which states that,

At any instant, the ensemble average of the computational complexity of the

quantum system Q; is proportional to the classical positional entropy of the

auxiliary system A.

This conjecture suggests a relation between circuit (or computational) com-

plexity and classical entropy. We can relate the positional entropy of a classical

particle in an auxiliary classical system A to the complexity of quantum sys-

tem Q because the circuit complexity will only depend on the position of the
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particle and not its velocity. To understand this we follow the definition of

computational complexity. Briefly computational or circuit complexity defines

the complexity of quantum circuit required to achieve a particular state from

some reference state. So, the complexity will depend upon the position of

the unitary operator in the state space that is used to achieve the final state.

Because if we change the position of final state in state space then unitary

operator will be changed and hence there will be change in complexity. For

studying this we need to consider a quantum system. As a particular example

we consider a quantum system Q consisting of K qubits interacting through

a k-local Hamiltonian of the form

H =
X

i1<i2<...<i3

X

a1={x,y,z}

...
X

ak={x,y,z}

Ja1,a2,...,ak
i1,i2,...,ik

�a1
i1
�a2
i2
...�ak

ik
. (8)

It can be simplified in schematic form as

H =
X

I

JI�I . (9)

where I runs over generalized (4K � 1) Pauli operators and J ’s are coupling

constants. Here k-local means that the building blocks of a k-local Hamil-

tonian are Hermitian operators that involve at most k qubits. The classical

system A represents the evolution of a quantum system as the motion of a

non-relativistic particle moving on SU(2K) asK qubits are defined by 2K vari-

ables. The space SU(2K) is a homogeneous group space generated by (4K�1)

generators. [2] identifies computational complexity with positional entropy as

computational complexity has only to do with the distance of a point from

the origin.

Now for the coupling constants J defined in (8), we have a velocity-coupling

correspondence, or just V/J-correspondence. It suggests that JI are the ini-

tial values of the velocity components VI which we will define in later section
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in this chapter. Through that the kinetic entropy of the classical auxiliary

system A can be identified with the entropy of the probability distribution

P (J) defined by quantum system Q, since Kolmogorov complexity measures

the length of the shortest algorithm that can prepare a string. Applied to

the string of J ’s it would define a Kolmogorov complexity for each specific

instance of a Hamiltonian. Here we need to consider velocity because as we

discussed in (6) that phase space probability distribution can be divided in

two parts. One part depends on position and other on momenta. We also

know that momenta is just product of mass and velocity. So indirectly we can

say that we divide the probability distribution into position and velocity part.

Through this we can assume a relation between kinetic entropy and P (J).

2.2 Relation of complexity with entropy with respect to

time evolution of complexity

If we consider a time development operator U(t) = e�◆Ht, for a k-local Hamil-

tonian H. [2] suggests that the computational complexity of U(t) evolve with

time. We see that the complexity C(t) grows linearly as

C(t) = Kt, (10)

for a time exponential in K. At time T ⇠ eK the complexity reaches its

maximum possible value Cmax and flattens out for a very long time.

Cmax = eK . (11)

On a much longer timescale of order exp(ek) quantum recurrences quasi-

periodically return the complexity to sub exponential values. This pattern

is equivalent to evolution of classical entropy. However, for classical case the

linear growth of entropy will persist only a time polynomial (n the number
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of degrees of freedom), the maximum entropy will also be of order of degrees

of freedom and the recurrence time will be simply exponential not doubly

exponential.

2.3 Circuit Complexity

Circuit complexity or the gate complexity or computational complexity de-

fines how a final state is arrived from an initial state through application of

quantum circuit. Quantum circuit consists of a number of quantum gates

which are used in a manner to achieve the desired unitary operation. If U

is a unitary operation which is carried out to give the final state, then the

quantity m⇣(U) is defined as minimum number of gates from ⇣ to achieve U ,

⇣ be a set of unitary gates which is universal on K qubits. Quantum gates

are analogous to classical logic gates except that they must be implemented

reversibly. According to quantum postulate, quantum states evolve unitarily.

The operator which can act on a single qubit state has to be unitary U †U = 1,

which preserves norm of state. Quantum circuit contains logic gates connected

by straight lines, which do not represent physical wires but indicates the di-

rection of logic flow with time. [3] introduces a metric d(., .) on SU(2K) such

that d(I, U)  m⇣(U). Here I is the K-qubit identity operation. Thus the

metric d provides a lower bound on the number of gates required to implement

U . In chapter 3, we will use the approach of [3] to calculate first law of circuit

complexity.

2.4 Kolmogorov complexity

Kolmogorov complexity or algorithmic complexity is complexity of bit strings.

Kolmogorov complexity measures the length of shortest algorithm that can

prepare a string. [9] provides an e↵ective definition for Kolmogorov complexity
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for any classical system but it is even valid for a quantum system. It is given

as the following: let U be any reference machine satisfying for all i 2 N ,

y 2 {0, 1}⇤, U(hi, yi) = �i(y). The Kolmogorov complexity of x is

K(x) = minz{l(z) : U(z) = x, z 2 {0, 1}⇤} (12)

= minz{l(hi, yi) : �(y) = x, y 2 {0, 1}⇤, i 2 N}, (13)

where i defines a set of Turing machines, N is a set of natural numbers, �i is the

enumeration of corresponding functions which are computed by the respective

Turing machines. Turing Machine can be defined as a computer program

written in a general-purpose language. We can think of z as a program that

prints x. {0, 1}⇤ defines a set of finite strings or sequences. For example,

{0, 1}⇤ = {✏, 0, 1, 00, 01, 10, 11, ...} here ✏ denotes the empty word with no

letters. (hi, yi) indicates a pair of ith machine operating on y. (12), (13) suggest

that K(x) of a finite object x is the shortest e↵ective binary description of x.

Since z is a program which prints x, so (12) defines minimum length of z.

[2] suggests that average Kolmogorov complexity is related to entropy. As

we discussed before that Kolmogorov complexity is related to kinetic entropy

and through velocity coupling correspondence that we are going to discuss

later, we can relate the entropy of probability distribution of J to Kolmogorov

complexity. If we define entropy with that of Shannon’s formula

S = �
Z

P (J)logP (J)dJ. (14)

Then average kolmogorov complexity is given as

�
X

P (J)logP (J) =
X

P (J)Ck(J) = hCki, (15)

where P (J) are probability distribution of coupling constants, here for an

example this distribution follow SYK model defined in (8). Here P (J) has
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Gaussian distribution.

Now, in quantum information theory, there are various parameters which are

needed to use complexity as a probe for studying gravitation such as fidelity

susceptibility and capacity of entanglement. First we will study the basics of

these quantities and later we will use these to study complexity.

2.5 Fidelity susceptibility

Fidelity is a measure of closeness of two quantum states. Following [10] we

take a pure quantum state | (�1)i in the Hilbert space. Here � is a param-

eter. A neighboring state | (�2)i can be achieved by infinitesimal change in

the parameter �. Now taking the inner product of two states for a small

perturbation �� = �2 � �1, using Taylor’s expansion, we have

h (�1)| (�2)i = 1�G���
2 + O(��3), (16)

here the �� term is zero because we are looking for the minima of the fidelity,

therefore its first derivative with respect to � would be zero. This expression,

considered as a metric can measure the distance between two pure states. Now

if we consider density matrices [11], parameterized by a continuous parameter

✓, for two density matrices ⇢ and �, Fidelity is given as

F (⇢, �) = Tr
qp

⇢�
p
⇢. (17)

Using Taylor series expansion for an infinitesimal flow ✓ + ✏, we can define

F (⇢(✓), ⇢(✓ + ✏)) = 1� 1

2
�F (✓)✏

2 + ... (18)

�F (✓) = �
@2F (⇢(✓), ⇢(✓ + ✏))

@✏2

�����
✏=0

, (19)

here �F is known as reduced fidelity susceptibility. F (⇢(✓), ⇢(✓+✏)) can be used

as a measure of how much the density matrix changes along an infinitesimal

10



flow ✓ + ✏.

Now we will study capacity of entanglement which is an important quantum

information quantity. We will use this in chapter 3 to create a relation of

expected Kolmogorov complexity and fidelity susceptibility.

2.6 Capacity of entanglement

For a density matrix ⇢, the entanglement entropy is given as

S = �Tr(⇢ log ⇢).

Introducing a modular Hamiltonian K = �log⇢, the entanglement entropy

becomes

S = Tr(K⇢) = hKi.

Now as given in [11], capacity of entanglement is defined as

CE(⇢) = Tr(⇢(� log ⇢)2)� (�Tr(⇢ log ⇢))2 (20)

CE(⇢) = hK2i � hKi2. (21)

For a thermodynamic system with inverse temperature �, one can define the

capacity of entanglement to be equal to the heat capacity of the system

CE(⇢) = �2[hH2i� � hHi2�], (22)

here

⇢thermal = e��H .

If we have a deformation in the density matrix ⇢, with a deformation parameter

✓, i.e.

⇢(✓) =
e�(1+✓)K

Tr[e�(1+✓)K ]
(23)

=) log(⇢(✓)) = �(1 + ✓)K � log(Tr[e�(1+✓)K ]), (24)

11



then the capacity of entanglement is given as

CE(⇢) = Tr[⇢(� log ⇢)2]� [�Tr(⇢ log ⇢)]2 (25)

CE(⇢) = Tr[⇢{(1 + ✓)2K2 + 2log(Tr[e�(1+✓)K ]) (26)

+ 2(1 + ✓)K log
�
Tr[e�(1+✓)K ]

�
}]

� [Tr{⇢{(1 + ✓)K + log
�
Tr[e�(1+✓)K ]

�
}}]2,

CE(⇢) = Tr[⇢(1 + ✓)2K2 + 2 log
�
Tr[e�(1+✓)K ]

�
⇢ + (27)

2(1 + ✓) log
�
Tr[e�(1+✓)K ]

�
⇢K]

� [Tr{⇢(1 + ✓)K + log
�
Tr[e�(1+✓)K ]

�
⇢}]2

CE(⇢) = 2 log
�
Tr[e�(1+✓)K ]

�
+ 2(1 + ✓) log

�
Tr[e�(1+✓)K ]

�
hKi+ (28)

(1+✓)2hK2i�(1+✓)2hKi2�2 log
�
Tr[e�(1+✓)K ]

�
�2(1+✓) log

�
Tr[e�(1+✓)K ]

�
hKi.

From here, we can see that capacity of entanglement is given by variance of

K, given by,

CE(⇢) = (1 + ✓)2(hK2i � hKi2) (29)

= (1 + ✓)2h(�K)2i. (30)

However, it is an interesting question as to how can (30) be generalized. For

this purpose, we take the perturbation V with parameter ✓ (V doesn’t com-

mute with K).

⇢(✓) =
e�K�✓V

Tr[e�K�✓V ]
(31)

log(⇢(✓)) = �K � ✓V � log
�
Tr[e�K�✓V ]

�
. (32)
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Now, we know,

CE(⇢) = Tr[⇢(� log ⇢)2]� [�Tr(⇢ log ⇢)]2 (33)

= Tr[⇢(K + ✓V + log
�
Tr[e�K�✓V ]

�
)2]� (34)

{Tr[⇢(K + ✓V + log
�
Tr[e�K�✓V ]

�
)]}2

CE(⇢) = Tr(⇢K2)+✓2Tr(⇢V 2)+2 log
�
Tr[e�K�✓V ]

�
Tr(⇢)+2✓Tr[⇢(K ·V )]

+ 2 log
�
Tr[e�K�✓V ]

�
Tr(⇢K) + 2✓ log

�
Tr[e�K�✓V ]

�
Tr(⇢V )

�[Tr(⇢K)]2�✓2[Tr(⇢V )]2�2 log
�
Tr[e�K�✓V ]

�
�2Tr(⇢K)Tr(⇢V )✓

� 2 log
�
Tr[e�K�✓V ]

�
Tr(⇢K)� 2✓Tr(⇢V ) log

�
Tr[e�K�✓V ]

�
.

The above cumbersome equation can be solved in a very simple format as,

CE(⇢) = hK2i+✓2hV 2i+2log(Tr[e�K�✓V ])+2✓hK·V i+2log(Tr[e�K�✓V ])hKi

+2✓log(Tr[e�K�✓V ])hV i� hKi2� ✓2hV i2� 2log(Tr[e�K�✓V ])

�2log(Tr[e�K�✓V ])hKi�2✓log(Tr[e�K�✓V ])hV i�2✓hKihV i,

CE(⇢) = hK2i � hKi2 + ✓2[hV 2i � hV i2] + 2✓[hK · V i � hKihV i] (35)

= h(�K)2i+ ✓2h(�V )2i+ 2✓[hK · V i � hKihV i]. (36)

The results in (35), (29) can be verified by using V as K in (35). We have

done these calculations by using the definition of capacity of entanglement

provided in [11].

2.7 Velocity coupling correspondence

If we think of the time evolution of the Hamiltonian defined by (9), we can

think it as the moving point U(t), which we may think of as the motion of a

fictitious particle moving on SU(2K). SU(2K) defines a state space. So, the

motion of a point in the state space is equivalent to the motion of a unitary
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operator which defines a series of quantum gates required to achieve the state.

Using Schrodinger equation,

◆U̇ = HU. (37)

The particle starts at the point U = 1 i.e. the identity matrix. Using (9) in

(37), we get,

U̇ = �◆
X

I

JI�IU. (38)

If we solve for JI ,

U̇U † = �◆
X

I

JI�IUU †. (39)

Now, we know that for unitary operator, UU † = 1, this gives,

◆U̇U † =
X

I

JI�I , (40)

◆�KU̇U † =
X

I

JI�K�I . (41)

Applying trace on both sides of above equation,

◆Tr(�KU̇U †) =
X

I

JITr�K�I . (42)

Now,

Tr(�K�I) = �KI . (43)

So, we get,

JI = ◆Tr(�IU̇U †). (44)

At the origin U = 1,

◆Tr(U̇�I) = JI . (45)

14



The left side of this equation is the projection of initial velocity onto the

tangent space axes oriented along the Pauli basis. In the other words the JI

are initial values of the velocity component VI .

JI = VI

�����
initial

. (46)

Above relation is known as velocity coupling correspondence.

15
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Chapter 3: Calculations

3.1 Expected Kolmogorov complexity

In the introduction of complexity we defined the SYK model Hamiltonian (8),

we also defined the coupling constants, for these coupling constants we have

a probability distribution function given as

P (J) =
exp
�
�1

2B
P

I
J2
I

�

Z
, (47)

here B can be understood as inverse temperature � as used earlier. Now for

this distribution we use the relation of expected Kolmogorov complexity with

entropy (15). Since coupling constants are not binary bits but can take any

real value, so can convert summation to integration. Partition function is

given as,

Z =
Y

I

Z
P (J)dJ (48)

Z =
Y

I

Z 1

0

exp
⇣
� 1

2
BJ2dJ

⌘
(49)

=
Y

I

1

2

r
2⇡

B
(50)

=
⇣r ⇡

2B

⌘4K�1

(51)

Following (48), probability distribution is

P (J) =
⇣r2B

⇡

⌘4K�1Y

I

exp

✓
�1

2
BJ2

I

◆
. (52)

Therefore, from (15), we have

hCki = �
Z ⇣r2B

⇡

⌘4K�1Y

I

exp

✓
�1

2
BJ2

I

◆
log
h⇣r2B

⇡

⌘4K�1Y

I

exp

✓
�1

2
BJ2

I

◆i
dJ,

17



= �
Z ⇣r2B

⇡

⌘4K�1Y

I

exp

✓
�1

2
BJ2

I

◆
log
⇣r2B

⇡

⌘4K�1

dJ (53)

+

Z ⇣r2B

⇡

⌘4K�1Y

I

exp

✓
�1

2
BJ2

I

◆�X

I

1

2
BJ2

I

⌘
dJ (54)

Finally, we get,

hCki = �4K � 1

2
log
⇣2B
⇡

⌘
+

4K � 1

2

⇣r ⇡

2B

⌘4K�2

. (55)

This is the expected value of Kolmogorov complexity for the given probability

distribution. [2] defines the variance of Hamiltonian for a infinite temperature

thermofield-double state as

(�H)2 = TrH2 (56)

= Tr
X

I

X

L

�I�LJIJL. (57)

=
X

I

X

L

JIJLTr�I�L (58)

Here, JI and JL are just numbers, not operators. Now,

Tr�I�L = �IL. (59)

Therefore,

h(�H)2i = h
X

I

J2
I
i. (60)

Now from (52), we can write

log(P (J)) = log
⇣r2B

⇡

⌘4K�1

�
⇣X

I

1

2
BJ2

I

⌘
. (61)

Therefore using (56)

hlog(P (J))i = log
⇣r2B

⇡

⌘4K�1

� h(�H)2i1
2
B. (62)
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We know that,

hlog(P (J))i =
Z

P (J)logP (J)dJ.

As a result the expected Kolmogorov Complexity is given by,

�
Z

P (J)logP (J)dJ =

Z
P (J)Ck(J)dJ = hCki. (63)

Finally, from (62) and (63), we get

hCki = �log
⇣r2B

⇡

⌘4K�1

+ h(�H)2i1
2
B. (64)

Now for a thermal state, we can use (22)

h(�H)2i = CE

B2
, (65)

so, using (64) and (65),

hCki = �log
⇣r2B

⇡

⌘4K�1

+
CE

2B
. (66)

This is relation of expected Kolmogorov complexity with the capacity of en-

tanglement. Now, for calculating the change in Kolmogorov complexity we

need to assume two values of expected Kolmogorov complexity at B1 and B2.

Ck(B1) = �log
⇣r2B1

⇡

⌘4K�1

+
CE

2B1
(67)

= �log
⇣r2B1

⇡

⌘4K�1

+
B1

2
h(�H)2iB1 . (68)

Similarly for B2

Ck(B2) = �log
⇣r2B2

⇡

⌘4K�1

+
B2

2
h(�H)2iB2 . (69)

Here, we are changing state by changing B, as temperature is B�1. From

here, we can compute change in Kolmogorov complexity as

�Ck(�B) = log
⇣rB1

B2

⌘4K�1

+
1

2

"
B2h(�H)2iB2 � B1h(�H)2iB1

#
. (70)
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For a small ✏ change around B1, such that

B2 � B1 = ✏

we can take Taylor expansion of Kolmogorov complexity around B1

Ck(B2) = Ck(B1) + ✏
@Ck

@B

�����
B1

, (71)

where

�Ck =
@Ck

@B

�����
B1

Ck(B) = �(4K � 1)

2
log
⇣2B
⇡

⌘
+

B

2
h(�H)2iB (72)

@Ck

@B

�����
B1

= �(4K � 1)

2B1
+
h(�H)2iB1

2
+

B1

2

@

@B1
h(�H)2iB1 . (73)

This is change in Kolmogorov complexity for a small ✏ change.

Now [11] provides a relation between reduced fidelity susceptibility and ca-

pacity of entanglement given as

�F =
1

4
CE. (74)

This relation can be understood in a very simple way. Using (17), if we take

� = ⇢+ ✏�⇢, and letting ⇢ being diagonal, we have

F = Tr
qp

⇢(⇢+ ✏�⇢)
p
⇢ (75)

=) F =
X

i,j

q
�2
i
+ ✏�⇢ij�i, (76)

here �i are eigenvalues of ⇢. Now, di↵erentiating Fidelity with respect to ✏,

@F

@✏
=
X

i,j

1

2
p
�2
i
+ ✏�⇢ij�i

�⇢ij�i (77)
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@2F

@✏2
= �

X

i,j

1

(4�2
i
+ ✏�⇢ij�i)3/2

(�⇢ij)
2(�i)

2. (78)

Putting ✏ = 0 gives,

@2F

@✏2

�����
✏=0

= �
X

i,j

1

4(�i)3
(@⇢ij)

2(�i)
2. (79)

Using (18), we have

�F =
1

2(�i + �j)
(�⇢)ij(�⇢)ji. (80)

Now, here we define a symmetric logarithmic derivative L(✓) of ⇢(✓) [11] as

L(✓) =
1

⇢(✓)

@⇢(✓)

@✓
(81)

@⇢(✓)

@✓
=

1

2
(L⇢+ ⇢L). (82)

Now, quantum Fisher information g(✓) [11] is defined as,

g(✓) = Tr(⇢(✓)L2(✓)) (83)

=) g(✓) = Tr
⇣@⇢(✓)

@✓
L(✓)

⌘
. (84)

Now, using Taylor expansion,

⇢+ ✏�⇢ = ⇢+ ✏
@⇢(✓)

@✓
. (85)

Using (81) and (85), we get,

�⇢ =
1

2
(⇢L+ L⇢). (86)

In component form,

�⇢ij =
1

2
(Lij�j + �iLij) (87)

=) Lij =
2

(�i + �j)
�⇢ij. (88)

21



This gives us,

L2(✓) =
4

(�i + �j)2
�⇢ij�⇢ji. (89)

Using (89), we get,

Tr(⇢L2(✓)) =
X

i,j

2

(�i + �j)
�⇢ij�⇢ji. (90)

From (90) and (80), we have,

g = 4�F . (91)

Now, [11] provides us the relation of capacity of entanglement and Quantum

Fisher information such that CE = g, so following (91), we have,

CE = 4�F . (92)

Using this we can relate expected Kolmogorov complexity with reduced fidelity

susceptibility as

hCki = �log
⇣r2B

⇡

⌘4K�1

+
2�F

B
. (93)

3.2 Nielsen’s approach for circuit complexity

and 1st law of circuit complexity

Nielsen provides a geometric approach towards computational complexity [2],[12].

For achieving a target state | T i from a reference state | Ri, C(| T i) is min-

imum number of gates required for the unitary transformation. The unitary

transformation is given as

U(�) =
 �
P exp

h
� i

Z
�

0

ds H(s)
i
, H(s) =

X

I

Y I(s)OI . (94)
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Here, s parameterize the position (or distance) along the trajectory, while
 �
P

indicates right-to-left path ordering in interpreting the exponential operator.

The Hamiltonian H(s) is a linear combination of hermitian operators OI .

The coe�cients Y I(s) are control functions specifying which gates are being

applied at a particular point s along the trajectory.

Nielsen’s approach to identifying the optimal circuit is to minimize the cost

defined as

D(U(�)) =

Z 1

0

ds F (U(s), Y I(s)), (95)

where F is a local cost function assumed to depend only on the position U(s)

and the Y I(s).

The circuit complexity is then the cost evaluated for the optimal trajectory.

C(| T i) = Min D

If we choose xa as coordinates for the space of unitary operators U(xa).

U(x(�)) =
 �
P exp

h
� i

Z
�

0

dsH(x(s))
i
, H(s) =

X

a

ẋa(s)Oa(x). (96)

So the cost becomes, D =
R 1

0 ds F (xa(s), ẋa(s)), here F is only a function

of coordinates xa and the velocities ẋa. So if we equate this cost function to

variational principal of classical mechanics, then we can write Euler-Lagrange

equation for this function

@F

@xa
� @

@s

⇣ @F
@ẋa

⌘
= 0, (97)

and

C(| T i) = Min

Z 1

0

ds F (xa(s), ẋa(s)). (98)

As suggested by [12], from Nielsen’s approach of circuit complexity we can

proceed toward the first law of complexity. For this we need to examine
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circuit complexity under a small perturbation. For a fixed reference state, if

the target state is perturbed from | T i to | T + � i. Then,

�C = C(| T + � i)� C(| T i). (99)

Let us take xa(s, z) as geodesic solutions which satisfy the boundary conditions

given as

xa(s = 0, z) = xa

0(z), xa(s = 1, z) = xa

1(z), (100)

here z is a parameter of geodesic family. For a small variation �z around z = 0

we can write,

xa(s, z) = xa(s) + �xa, �xa = va(s)�z,

here, xa(s) = xa(s, z = 0) and va(s) = @zxa(s, z)|z=0. So, change in com-

plexity is written as

�C =

Z 1

0

ds [F (xa(s) + va(s)�z, ẋa(s) + v̇a(s)�z)� F (xa(s), ẋa(s))]. (101)

First order change in complexity can be written as

�C =

Z 1

0

ds
h @F
@xa

�xa � @s
⇣ @F
@ẋa

⌘
�ẋa + @s

⇣ @F
@ẋa

⌘
�xa

i
(102)

�C =

Z 1

0

ds
h @F
@xa
� @

@s

⇣ @F
@ẋa

⌘i
va(s) +

@F

@ẋa
va
���
s=1

s=0
. (103)

Following (97), change in complexity can be written as

�C =
@F

@ẋa
va
���
s=1

s=0
(104)

= pav
a

���
s=1
� pav

a

���
s=0

, (105)

here va = �xa and pa = @F

@ẋa . By observing the results here, we can draw an

analogy that in the state space, F can be identified as a Lagrangian and pa
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can be identified as its conjugate momentum.

For a fixed reference state we can change in complexity as

�C = pa�x
a

���
s=1

. (106)

According to [12], (106) is referred as first law of circuit complexity.

From the first law of circuit complexity as described above, we can calcu-

late variation in complexity for the Hamiltonian provided in [2]. In [12], the

Hamiltonian used for unitary transformation given as

H(s) =
X

I

Y I(s)OI ,

and the Hamiltonian used in [2] has the form

H =
X

I

JI�I

Here we observe that the structure of two Hamiltonian is similar for several

reasons. Firstly OI are hermitian operators whereas �I are Pauli matrices.

J’s are coupling constants whereas Y’s are control function which have similar

role as coupling constants. Second, from [2] we have coupling constant veloc-

ity correspondence and in [12], Y’s are related to the velocity coordinates of

state space. So, we can use (9) for unitary transformation in (94).

Now for calculating variation in circuit complexity, we need a local cost func-

tion F , [12] gives several properties of this cost function which are (1) Smooth-

ness, (2) Positivity, (3) Triangle inequality and (4) Positive homogeneity, using

them we can take cost function as

F (U, Y ) =
X

I

|Y I | (107)

or F (U, J) =
X

I

|JI |. (108)
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Since J has a Gaussian distribution, we can take its average value as

h
X

I

JIi =
X

I

Z
JIP (JI)dJI (109)

=
�
r

2B

⇡

�4K�1
X

I

⇣Y

I

Z 1

0

JI exp(�1

2
BJ2

I
)dJI

⌘
, (110)

solving this integral, we get the local cost function as

F =

 r
2

B⇡

!4K�1

(4K � 1), (111)

pa =
@F

@ẋa
=
⇣r 2

⇡

⌘4K�1

(4K � 1)
(1� 4K)

2B
4K�1

2

@B

@ẋa
(112)

�C = pa
@xa(s, z)

@z

���
s=1

(113)

�C =
⇣r 2

⇡

⌘4K�1

(4K � 1)
(1� 4K)

2B
4K�1

2

@B

@ẋa

@xa(s, z)

@z

���
s=1

. (114)

So here we get a relation of variation of circuit complexity for a fixed reference

state.

3.3 Search for first law of Kolmogorov

complexity

Since variance calculates the deviation of a random variable around some

central value or mean so, from (56), we can take change in energy around

the mean value to be equal to square root of variance of Hamiltonian or the

standard deviation.

dE =
p
h(�H)2i (115)

=

s
h
X

I

J2
I
i. (116)
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Using,

h
X

I

J2
I
i =

X

I

Z 1

0

J2
I
P (J)dJ (117)

=
X

I

⇣⇣2B
⇡

⌘ 4K�1
2
Y

I

Z 1

0

J2
I
e�

1
2BJ

2
dJ
⌘
. (118)

Evaluating,

Z 1

0

J2
I
e�

1
2BJ

2
dJ =

1

B

r
2⇡

B
, (119)

we have,

h
X

I

J2
I
i = (4K � 1)

⇣ 2

B

⌘4K�1

. (120)

So, from here we can calculate change in energy as square root of (120).

dE =
p

4K � 1

r⇣ 2

B

⌘4K�1

(121)

Now, if here we use first law of thermodynamics, we can think of getting a

relation,

dE = TdS � PdV. (122)

Shannon’s formula for entropy is given as,

S = �
Z

P (J) log P (J) dJ. (123)

If we take continuous J function then by definition of expected Kolmogorov

complexity, and taking B as inverse temperature,

TdS =
1

B
�Ck (124)

= �(4K � 1)

2B2
+
h(�H)2iB

2B
+

1

2

@

@B
h(�H)2iB. (125)
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So, from (124) and (121), we can calculate PdV as

PdV = TdS � dE (126)

= �(4K � 1)

2B2
+
h(�H)2iB

2B
+

1

2

@

@B
h(�H)2iB �

p
4K � 1

r⇣ 2

B

⌘4K�1

.(127)

Here, we have tried to look for a relation of first law of Kolmogorov complex-

ity by using first law of thermodynamics. We can further work on this by

understanding the physical significance of each term in (127).

28



Chapter 4: Result and discussion

In this section we will try to compile all the results which we obtained during

our whole work process. These results broadly describe the change in com-

plexity (Kolmogorov as well as computational). An important result which

we got is expression of expected Kolmogorov complexity (55) which we can

think of as absolute value of Kolmogorov complexity, using this we also tried

to calculate infinitesimal change around this absolute value with the help of

Taylor expansion (73). Another important calculation which revolve around

expected Kolmogorov complexity is establishing its relation with capacity of

entanglement and fidelity susceptibility which is a important result in the

point of view of application of complexity in the field of gravitational physics

as these quantities have established role in bulk theory. Another thing in re-

gard of Kolmogorov complexity is the search of its first law on the lines of

first law of thermodynamics which we think is a very interesting agenda that

we tried to touch. This is a very new approach regarding first law of circuit

complexity. In this approach, first we defined change in energy around the

mean value to be equal to square root of variance of Hamiltonian. Then we

used Hamiltonian (9) and the definition of expected Kolmogorov complexity

(15) to relate first law of thermodynamics and Kolmogorov complexity. Fur-

ther progress can be made in this regard as it is a very interesting and new

approach. In the regime of circuit complexity first we studied Nielsen’s idea

of circuit complexity and then calculated its first law by taking SYK model

Hamiltonian (114). In between these, we also tried to calculate capacity of

entanglement for a modular Hamiltonian K for two di↵erent perturbations

(29), (35).

As we mentioned earlier that Quantum complexity is an interesting and a new
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field. Much work has been done and a lot more needs to be done in under-

standing this emerging field. We hope that this work will also play a small

role in this regard.
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Chapter 5: Conclusion and Scope for

future work

So again we want to emphasis that till now we have calculated expected Kol-

mogorov Complexity, its relation with Fidelity susceptibility and capacity of

entanglement and also change in Kolmogorov complexity for an infinitesimal

change using Taylor expansion. In the domain of circuit complexity we cal-

culated variation in circuit complexity for a particular Quantum Hamiltonian

and we also tried to find a relation kolmogorov complexity with first law of

thermodynamics. From here one thing which can be done is to relate these two

complexities. There are a few works which are done in this direction like [13]

from a di↵erent point of view. As we have used same SYK model Hamiltonian

for calculating change in circuit complexity as well as Kolmogorov complex-

ity. So an attempt can be made to compare these two and understand the

relation between these two complexities. Another important aspect which is

visible from the present calculation is to calculate variation of Kolmogorov

complexity on the lines of first law of circuit complexity. This aspect can

also be used to draw a relation between these two complexities. Use of com-

plexity for understanding gravity is also an important area of research. In

AdS/CFT, there are certain field theories which are dual to gravity in AdS.

A lot of recent work have been done by assuming field theory complexity is

volume in AdS. Another important aspect is time evolution of complexity. As

we studied earlier that using a k-local Hamiltonian for a time development

operator, we have a time evolution of computational complexity (10). We can

study time evolution of complexity for a time dependent Hamiltonian. For a

time dependent Hamiltonian we can calculate the explicit expression of time

evolution of complexity.
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