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Abstract

Wireless mobile communication and its applications have become a crucial part of our daily lives.

With the increasing number of wireless devices, the number of users, and massive data traffic, the sig-

nificant challenges for today’s Fourth-Generation (4G) wireless communication system are the effec-

tive utilization of Radio Frequency (RF) spectrum and energy efficiency. Also, it is to be noted that the

expected data rates for Fifth-Generation (5G) and beyond communication cannot be achieved using

4G technologies. This led to the development of various new technologies for 5G and beyond wire-

less communication. Three of the key technologies involved in 5G and beyond are Non-Orthogonal

Multiple Access (NOMA), cooperative communication, and RF energy harvesting.

The principal reason for using NOMA in 5G and beyond communication is its capability to serve

multiple users using the same time and frequency resources. Two main techniques involved in NOMA

are power-domain and code-domain. Power-domain in NOMA attains multiplexing in the power do-

main, whereas code-domain in NOMA attains multiplexing in the code domain. NOMA dominates

typical Orthogonal Multiple Access (OMA) in terms of various aspects like spectral efficiency, con-

nectivity, latency, and fairness. Cooperative NOMA is an extended version of NOMA, which incorpo-

rates multiple or single relays into the NOMA networks to improve reliability. Since we are moving

towards the design of advanced communication receivers for high data rate applications, the power

consumption of wireless devices has become an important issue.

Further, successive interference cancellation (SIC) technique involved in NOMA and complex

signal processing techniques will quickly drain the battery life. Hence, to solve the problem of high

energy consumption in 5G and beyond wireless systems, RF energy harvesting becomes a promising

technology. Conventional energy harvesting techniques using solar power, wind energy, etc., are

not reliable. Thus, non-conventional energy harvesting techniques such as Wireless Power Transfer

(WPT) and Simultaneous Wireless Information and Power Transfer (SWIPT) will act as a solution.

In WPT, the energy from powerful RF sources such as base stations, dedicated access points, etc.,

can be harvested to power individual wireless nodes. Further, SWIPT enables the wireless nodes

to harvest the energy from incoming RF signals using time switching or power splitting techniques
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and transmit information using harvested energy. In a nutshell, cooperative NOMA and RF energy

harvesting together will serve as promising candidates for 5G and beyond wireless communication.

In our work, the performance analysis of cooperative NOMA networks with and without RF en-

ergy harvesting has been investigated over Rayleigh fading channel. We have derived mathematical

expressions for performance metrics such as outage probability, system throughput, and ergodic ca-

pacity. The derived performance metrics have been validated using Monte-Carlo simulations. Further,

the performance of the proposed system models have also analyzed for the cases with imperfect chan-

nel state information (CSI) and SIC, which exist in practical scenarios. Finally, various interesting

inferences have been reported using the obtained performance metrics.
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Chapter 1

Introduction

1.1 Introduction

Non-Orthogonal Multiple Access (NOMA) has been recognized as a promising multiple access method

for the Fifth-Generation (5G) networks due to its higher spectral efficiency and massive connectivity.

NOMA is broadly classified into two types: Power Domain (PD) NOMA and code domain NOMA.

Here our work is in the direction of PD-NOMA. In PD-NOMA, multiple users are served using

the same time, frequency resource blocks but with different power allocation coefficients, i.e., users

with better channel conditions are assigned lower power coefficient values, whereas users with poor

channel conditions are assigned higher power coefficient values. This thesis will hereafter refer to

PD-NOMA as just NOMA. NOMA employs two techniques, namely superposition coding and Suc-

cessive Interference Cancellation (SIC) at transmitter and receiver, respectively. At the transmitter,

multiple users are multiplexed in the power domain using superposition coding. At the receiver, mul-

tiple users are demultiplexed using SIC. SIC is an iterative algorithm, where data corresponded to

each user is decoded based on the decreasing order of power coefficients allocated to each user, i.e.,

data corresponds to a user who is allocated with a high power coefficient is decoded first. Then data

corresponding to a user who is allocated with the next highest power coefficient is decoded. This pro-

cess is continued until information corresponding to all users is decoded. Unlike NOMA, Orthogonal

Multiple Access (OMA) techniques, such as Frequency Division Multiple Access (FDMA), Time Di-

vision Multiple Access (TDMA), Code Division Multiple Access (CDMA), Orthogonal Frequency

Division Multiple Access (OFDMA), serve a single user in each orthogonal resource block. These

OMA techniques are spectral inefficient compared with the NOMA [5].

In cooperative communication, multiple relays or a single relay are employed between transmitter

and receiver. Here in the cooperative communication, apart from the base station, relays also will
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forward the information to the receiver. In cooperation communication, the information is transmit-

ted in two phases: the base station transmits information to the relay in the first phase. In the second

phase, relay forwards information to the receiver. There are two modes of operation at the relay:

half-duplex (HD) and full-duplex (FD). Two orthogonal time slots or frequency bands are employed

for data transmission and reception in HD mode. Simultaneous transmission and reception on the

same frequency band and at the same time is possible in FD mode. In cooperative communication

networks along with the base station, the relay node also will transmit the signal to the mobile users.

So, mobile users receive the signal from both the base station as well as from the relay. Due to this

cooperative communication, diversity gain can be achieved without incorporating multiple antennas

at the receiver, and also coverage area of the base station is extended. Integrating NOMA with co-

operative communication has several advantages such as reliability, extension of coverage area, and

improved diversity gain [4]. So, incorporating NOMA with cooperative communication would be a

promising technology for 5G and beyond communication.

Using the strong user as a relay, cooperative NOMA can successfully assist the user with weak

channel conditions. However, this user may not want to engage in relaying because it would drain the

battery quickly and limit its life. Radio Frequency (RF) energy harvesting is a promising candidate

to solve energy consumption issues. With Simultaneous Wireless Information and Power Transfer

(SWIPT), the strong user can harvest energy from the incoming RF signals transmitted by the base

station and use it to power the relay transmission. As a result, the strong user will have a motive to

relay information to the weak user, and the weak user will be able to assisted by the strong user [5].

So, integrating SWIPT with cooperative NOMA would be a promising candidate for 5G and beyond

communication.

1.2 Literature Review

Recently, many research works have been done by integrating NOMA with various technologies.

Authors in [2] have made a performance comparison between NOMA and OMA for both uplink

and downlink scenarios. In terms of sum rate, the NOMA exceeds the OMA in [2]. Further, au-

thors in [2] have investigated Multiple Input Multiple Output (MIMO) NOMA and it is proved that

MIMO-NOMA exceeds NOMA in terms of both outage probability and sum rate. For cooperative

NOMA systems with finite time slots, a two-stage superposed transmission mechanism is proposed

in [7]. Conventional cooperative NOMA (CCN) networks suffer from low spectral efficiency due to

a half-duplex limitation. To inscribe this problem, the authors in [12], [19] proposed an incremental
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cooperative NOMA (ICN) protocol in a downlink scenario and they derived outage probability and

system throughput expressions over Rayleigh fading channels. Further, they also demonstrated that

the proposed ICN protocol exceeds the CCN protocol. The authors of [14] proposed three coopera-

tive relaying schemes to improve the outage performance for the two far users in the presence of both

direct and relay links.

Incorporating multiple relays in a dual-hop cooperative NOMA system provides a significant

performance improvement. Two typical relay selection schemes are examined in dual-hop cooperative

networks: opportunistic relay selection (ORS) [3] and partial relay selection (PRS) [11]. The PRS

technique considers channel state information (CSI) between source and relay links or between the

relay and mobile users links for relay selection. The ORS method considers CSI between source

and relay links, as well as between relay and mobile users for relay selection. In [11], the authors

investigated the outage performance of NOMA with PRS scheme for AF relay systems. RF signal

energy harvesting has recently drawn significant attention in wireless communication networks to

increase battery lifetime at the wireless sensor nodes, mobile users, and relay [15]. In [15], the

authors have considered AF relaying network. Energy is harvested from the received RF signal by an

energy-constrained relay node, which is then used to send the base station information to the receiver.

In [21], the authors have proposed the SWIPT NOMA networks. Here, the near user acts as an FD

mode energy harvesting relay node to aid transmission from source node to far user. To achieve ideal

values of power allocation factor and power splitting ratio, an alternative optimization-based approach

is proposed [21]. Analysis of NOMA networks having non-linear energy harvesting is carried out in

[18], [20], [9]. In a practical scenario, imperfect CSI and imperfect SIC exist in the system. The

effects of inaccurate CSI information in an energy harvesting cooperative NOMA system with a

source, two users, and an energy harvesting relay are explored in [6]. In [16], authors investigated the

performance of cooperative NOMA networks under PRS scheme with outdated CSI. The impact of

channel correlation coefficient, relay selection mode, and relay position on system performance has

been shown in [16].

The authors in [22] investigated NOMA systems where SIC is applied to both legitimate users

and eavesdroppers. Furthermore, to alleviate the SIC error produced by imperfect SIC, a power

allocation method is devised for legitimate users [22]. Unlike the SWIPT-enabled cooperative NOMA

networks, the research works in [13] considered the SWIPT-enabled cooperative NOMA networks

with imperfect CSI and SIC. Performance of cooperative NOMA system with imperfect SIC and CSI

is investigated in [1], [10]. The impact of residual hardware impairments, channel estimate errors,

and SIC on SWIPT aided cooperative NOMA system over Nakagami-m channels is explored in [13]

and closed-form expressions for outage probability and ergodic sum rate are determined. In addition,
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an asymptotic outage probability analysis is performed. The results reveal that owing to channel

estimate problems, the outage probability has an error floor. Furthermore, channel estimate errors

have a greater influence on system the performance than residual hardware impairments.

1.3 Motivations and Contributions

1.3.1 Chapter 2

The motivations behind the work in Chapter 2 are summarized as follows:

• The performance of cooperative NOMA with PRS scheme for DF relaying in the presence of

both direct link and relay link has not been investigated in the existing literature to the best of

our knowledge.

• In particular, the performance analysis in [11] was reported only for the AF relaying. Therefore,

there is a need to analyze the performance of the DF relaying.

The contributions of the work in Chapter 2 are summarized as follows:

• The closed-form expressions for performance metrics such as outage probability, ergodic ca-

pacity, and overall system throughput of the proposed system model are derived.

• The Monte Carlo simulations are also carried out to validate the derived closed-form expres-

sions.

1.3.2 Chapter 3

The motivations behind the work in Chapter 3 are summarized as follows:

• The existing literature lack in deriving the exact outage probability expression for the SWIPT-

enabled cooperative NOMA system over Rayleigh fading channels. Furthermore, most of the

works in the multi-relay scenario are limited to AF or DF relaying without a direct link.

• In particular, the outage probability analysis for the SWIPT-enabled cooperative NOMA sys-

tem over Rayleigh fading channels in [15], [17] are restricted to asymptotic outage probability

expressions only.

• There is a need to derive the closed-form expressions for the outage probability in order to

perform exact outage probability analysis.
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The contributions of the work in Chapter 3 are summarized as follows:

• The exact closed-form outage probability expressions are derived for the proposed system over

Rayleigh fading channels.

• In addition, the expressions of ergodic capacity, overall system throughput, and energy effi-

ciency are also derived.

• The diversity order analysis is carried out by deriving the asymptotic outage probability expres-

sions.

• Finally, Monte Carlo simulations are performed to validate the derived performance metrics.

1.3.3 Chapter 4

The motivations behind the work in Chapter 4 are summarized as follows:

• SWIPT-enabled cooperative NOMA system achieves spectral efficiency, energy efficiency, re-

liability. This system achieves full diversity order if there is perfect CSI. However, perfect CSI

is not possible in real-time scenarios.

• The existing literature lacks performance analysis of SWIPT-enabled cooperative NOMA sys-

ten with imperfect CSI and SIC in the presence of both the direct link and the relay link.

The contributions of the work in Chapter 2 are summarized as follows:

• The closed-form expressions for performance metrics such as outage probability, ergodic ca-

pacity, and overall system throughput of the proposed system model are derived.

• The Monte Carlo simulations are also carried out to validate the derived closed-form expres-

sions.

1.4 Organization of the Thesis

The rest of this thesis is organized as follows: In Chapter 2, the system model of PRS NOMA for DF

relay networks is discussed. Further, in chapter 3, the performance analysis of the SWIPT-enabled

cooperative NOMA system is carried out. Chapter 4 shows the performance analysis of the SWIPT-

enabled cooperative NOMA system with imperfect CSI and SIC. Finally, Chapter 5 includes the

conclusion and scope of the future work of this thesis.
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Chapter 2

Performance Analysis of NOMA with Partial

Relay Selection for DF Relay Networks

2.1 Introduction

This chapter describes a downlink cooperative NOMA system model. We proposed a system model

of NOMA with Partial Relay Selection for DF Relay Networks. In the proposed system model, we

employed one base station, multiple relays, two mobile users. Further, we assume all receiver nodes

know the full CSI of all the links. Out of multiple relays, one is selected based on the relay selection

scheme. Here, PRS is considered in our work. In the PRS scheme, only CSI between source-to-relay

links are required. One relay is selected out of multiple relays based on the instantaneous signal-

to-noise ratio (SNR) between source-to-relay links. Receiver nodes receive the signal from the base

station and from the relay in two phases. Out of two received signals, one signal is considered. So, di-

versity combining is to be employed at receiver nodes. There are various kinds of diversity combining

techniques such as selection combining, switched combining, maximum-ratio combining, equal-gain

combining. Here in our work, we have considered selection combining diversity technique, which is

the simplest and the least complex among all the other techniques. In the selection combining tech-

nique, out of two received signals at the receiver node, the received signal which is having maximum

signal-to-interference-plus-noise-ratio (SINR) is considered. The performance of this proposed sys-

tem is analyzed by deriving the exact outage probability, ergodic capacity expressions, and overall

system throughput over Rayleigh fading channels.
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2.2 Organisation of Chapter

The rest of the chapter is organized as follows: The system model for a Cooperative NOMA sys-

tem has been discussed in Section 2.3. Section 2.4 provides the closed-form expressions for outage

probability and ergodic capacity of both mobile users over Rayleigh fading channels. Furthermore,

Numerical results and inferences are given in Section 2.5. Finally, the concluding remarks are given

in Section 2.6.

2.3 System Model

Let us consider a downlink cooperative NOMA system model as shown in Figure 2.1, where a base

station (BS) S intends to transmit the signal to two mobile users D1,D2 with the help of a single DF

relay, which is selected out of K number of relays based on PRS scheme. Here out of K relays, one

relay is selected based on the instantaneous SNR between S→ Rk links, Where, k = 1,2, ....K. Here

the data transmission takes place in two phases, and we assume symbol by symbol transmission. The

relay employs HD mode and all nodes in the network are equipped with a single antenna. Let hi, j rep-

resents the independent Rayleigh fading channel coefficient between nodes i and j with variance Ωi, j,

Where, i6=j, i ∈{S,R}, j ∈{Rk,D}. The relation between Ωi, j and the normalized distance between

nodes is Ωi, j = d−np
i, j , where, di, j is normalised distance between nodes, np is path-loss exponent.

At the beginning of the transmission, the source node selects one relay based on the channel state

information.

Figure 2.1: System Model
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The random variables Wi, Xk, Yik represents instantaneous SNR of links S→Di, S→ Rk, Rk→Di,

respectively, where, random variables Wi, Xk, Yik are given as follows:

Wi = ρs|hSDi|
2 = γSDi (2.1)

Xk = ρs|hSRk |
2 = γSRk (2.2)

Yik = ρs|hRkDi|
2 = γRkDi (2.3)

The cumulative distributive functions (CDFs) of random variables Wi, Xk, Yik are given by

FWi (wi) = 1− exp
(
−wi

ρsΩSDi

)
(2.4)

FXk (xk) = 1− exp
(
−xk

ρsΩSRk

)
(2.5)

FYik (yik) = 1− exp
(
−yik

ρsΩRkDi

)
(2.6)

Out of multiple relays, one relay is selected, and that chosen relay will decode the signal received

from S in the first phase and then forward the decoded signal to both the users in the second phase.

The PRS strategy is employed to select relay based on the instantaneous SNR between S→ Rk. Let

the selected relay index is k∗, and its respective instantaneous SNR is obtained as follows:

k∗ = arg max
k=1,....K Xk (2.7)

Xk∗ =
max
k=1,....K Xk (2.8)

The CDF of the selected relay k∗ is

FXk∗ (xk∗) = P(Xk∗ < xk∗) (2.9)

FXk∗ (xk∗) = P(max(X1,X2, ......Xk)< xk∗) (2.10)

FXk∗ (xk∗) = P(X1 < x,X2 < x, ......Xk < xk∗) (2.11)

FXk∗ (xk∗) = P(X1 < xk∗)P(X2 < xk∗) ....... (2.12)

After substituting (2.5) in (2.12), the CDF of selected relay is given as follows

FXk∗ (xk∗) =

[
1− exp

(
−xk∗

ρsΩSR1

)][
1− exp

(
−xk∗

ρsΩSR2

)]
........ (2.13)

Let ΩSR1 = ΩSR2 = ...........ΩSRK

So, now CDF of the selected relay k∗ is rewirtten as follows

FXk∗ (xk∗) =

[
1− exp

(
−xk∗

ρsΩSRk∗

)]K

(2.14)
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FXk∗ (xk∗) =
k=K

∑
k=0

(
K
k

)
(−1)k exp

(
−xk∗k

ρsΩSRk∗

)
(2.15)

FXk∗ (xk∗) = 1−
k=K

∑
k=1

(
K
k

)
(−1)k−1 exp

(
−xk∗k

ρsΩSRk∗

)
(2.16)

First Phase:

The received signals at both mobile users D1,D2 are given by

yD1 = hSD1 (
√

a1 psx1 +
√

a2 psx2)+nD1 (2.17)

yD2 = hSD2 (
√

a1 psx1 +
√

a2 psx2)+nD2 (2.18)

where nD1 and nD2 denote the additive white gaussian noise (AWGN) with zero mean and variance

σ2, hSD1 and hSD2 are the fading channel coefficients, ai denotes power coefficient for symbol xi,

i=1,2, ps is transmission power at the S. As user1 is far away from the base station compared to user2

so, a1 ≥ a2.

The received SINR at D1 to detect its symbol x1 is given by

γ1 =
a1 ps|hSD1|2

a2 ps|hSD1|2 +σ2 (2.19)

γ1 =
a1W1

a2W1 +1
(2.20)

where, ρs =
ps
σ2 represents the average SNR.

The received SINR at D2 to detect symbol x1 is given by

γ1,2 =
a1W2

a2W2 +1
(2.21)

The received SINR at D2 to detect its symbol x2 after SIC is given by

γ2 = a2W2 (2.22)

The received signal at selected relay k∗ from S is

yRk∗ = hSRk∗ (
√

a1 psx1 +
√

a2 psx2)+nRk∗ (2.23)

where, nRk∗ represents AWGN at relay k∗ having zero mean and variance σ2

The received SINR at Rk∗ to detect symbol x1 is given by

γR,1 =
a1Xk∗

a2Xk∗+1
(2.24)

The received SINR at Rk∗ to detect symbol x2 after SIC is given by

γR,2 = a2Xk∗ (2.25)
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Second phase: The received signal at D1 and D2 in the second phase can be expressed as

yDF
1 =

√
a1 psx1hRk∗D1 +

√
a2 psx2hRk∗D1 +n1 (2.26)

yDF
2 =

√
a1 psx1hRk∗D2 +

√
a2 psx2hRk∗D2 +n2 (2.27)

where n1 and n2 represent the AWGN at D1 and D2 , respectively, with zero mean and variance σ2

, transmission power at relay is pr and we assume pr = ps. The received SINR at D1 to detect its

symbol x1 is given by

γ
DF
1 =

a1Y1k∗

a2Y1k∗+1
(2.28)

The received SINR at D2 to detect symbol x1 is given by

γ
DF
1,2 =

a1Y2k∗

a2Y2k∗+1
(2.29)

The received SINR at D2 to detect its symbol x2 after SIC is given by

γ
DF
1,2 = a2Y2k∗ (2.30)

2.4 Performance Analysis

2.4.1 Outage Probability Analysis of User1

The outage probability of the D1 is given by

P1 = P
(
max

(
γSD1,γRk∗D1

)
< γth

)
(2.31)

where γth is SINR threshold

= P
(
γSD1 < γth∩ γRk∗D1 < γth

)
(2.32)

= P(γSD1 < γth)P
(
γRk∗D1 < γth

)
(2.33)

P1 = P(γ1 < γth)P
(
γR,1 < γth∪ γR,2 < γth∪ γ

DF
1 < γth

)
(2.34)

After simplifying the above equation, we can rewrite it as follows

P1 = P(γ1 < γth)
(
1−P

(
γR,1 > γth∩ γR,2 > γth∩ γ

DF
1 > γth

))
(2.35)

After, substituting (2.20), (2.24), (2.25), (2.28) in (2.35), we get

P1 = P(W1 < φ1)(1−P(Xk∗> φ2∩Y1k∗ > φ1)) (2.36)

where, φ1 =
γth

(a1−a2γth)
, φ2 = max

(
γth

(a1−a2γth)
,
γth

a2

)
(2.37)

After, substituting (2.4), (2.16), (2.6), in (2.36), we get

P1 =

(
1− exp

(
−φ1

ρsΩSD1

))(
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1) exp

(
−φ2

ρsΩSRk∗

)
exp
(
−φ1

ρsΩRk∗D1

))
(2.38)
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2.4.2 Outage Probability Analysis of User2

The outage probability of the D2 is given by

P2 = P
(
max

(
γSD2,γRk∗D2

)
< γth

)
(2.39)

= P
(
γSD2 < γth∩ γRk∗D2 < γth

)
(2.40)

= P(γSD2 < γth)P
(
γRk∗D2 < γth

)
(2.41)

After simplifying the above equation, we can rewrite it as follows

P2 = P(γ1,2 < γth∪ γ2 < γth)P
(
γR,1 < γth∪ γR,2 < γth∪ γ

DF
1,2 < γth∪ γ

DF
2 < γth

)
(2.42)

After simplifying the above equation, it can rewritten follows

P2 = (1−P(γ1,2 > γth∩ γ2 > γth))
(
1−P

(
γR,1 > γth∩ γR,2 > γth∩ γ

DF
1,2 > γth∩ γ

DF
2 > γth

))
(2.43)

After, substituting (2.21), (2.22), (2.24), (2.25), (2.29), (2.30) in (2.43), we get

P2 = (1−P(W2 > φ2))(1−P(Xk∗> φ2∩Y2k∗ > φ2)) (2.44)

After, substituting (2.4), (2.16), (2.6), in (2.44), we get

P2 =

(
1− exp

(
−φ2

ρsΩSD2

))(
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1) exp

(
−φ2

ρsΩSRk∗

)
exp
(
−φ2

ρsΩRk∗D2

))
(2.45)

2.4.3 Ergodic Capacity Analysis of User1

The ergodic capacity of the user1 is given by

C1 = E
[

1
2

log2 (1+Z1)

]
(2.46)

Z1 is a random variabe and Z1 = max
(
γ1,min

(
γR,1,γ

DF
1
))

C1 =
1

2ln(2)

∫
∞

0

1−FZ1 (x)
1+ x

dx (2.47)

where FZ1 (x) = P
(
max

(
γ1,min

(
γR,1,γ

DF
1
))

< x
)

(2.48)

FZ1 (x) = P
(
γ1 < x∩min

(
γR,1,γ

DF
1
)
< x
)

(2.49)

After simplifying the above equation, we can rewrite it as follows

FZ1 (x) = P(γ1 < x)
(
1−P

(
max

(
γR,1,γ

DF
1
)
> x
))

(2.50)
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After, substituting (2.20), (2.24), and (2.28) in (2.50), we get

FZ1 (x) = P(W1 < µ1)(1−P(Xk∗ > µ1)P(Y1k∗ > µ1)) (2.51)

where, µ1 =
x

(a1−a2x)
(2.52)

After substituting (2.4), (2.16), (2.6) in (2.51), we get

FZ1 (x) =
[

1− exp
(
−µ1

ρsΩSD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1) exp

(
−µ1k

ρsΩSRk∗

)
×exp

(
−µ1

ρsΩRk∗D1

)]
(2.53)

After simplifying the above equation, we can rewrite it as follows

FZ1 (x) =
[

1− exp
(
−µ1

ρsΩSD1

)]
+

[ k=K

∑
k=1

(
K
k

)
(−1)(k−1) exp

(
−µ1

ρs

(
k

ΩSRk∗
+

1
ΩRk∗D1

))
×
(

1− exp
(
−µ1

ρsΩSD1

))]
(2.54)

The above equation is valid only if x < a1
a2

After substituting (2.54) in (2.47), we get

C1 =
1

2ln(2)

∫ a1
a2

0

1−FZ1 (x)
1+ x

dx (2.55)

The above equation can be re-written as

C1 =
1

2ln(2)

∫ a1
a2

0

B

1+ x
dx (2.56)

where, B = exp
(
−µ1

ρsΩSD1

)
−
[ k=K

∑
k=1

(
K
k

)
(−1)(k−1) exp

(
−µ1

ρs

(
k

ΩSRk∗
+

1
ΩRk∗D1

))
×
(

1− exp
(
−µ1

ρsΩSD1

))]
(2.57)

2.4.4 Ergodic Capacity Analysis of user2

The ergodic capacity of the user2 is given by

C2 = E
[

1
2

log2 (1+Z2)

]
(2.58)

Z2 is a random variabe and Z2 = max
(
γ2,min

(
γR,2,γ

DF
2
))

C2 =
1

2ln(2)

∫
∞

0

1−FZ2 (x)
1+ x

dx (2.59)

where FZ2 (x) = P
(
max

(
γ2,min

(
γR,2,γ

DF
2
))

< x
)

(2.60)
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FZ2 (x) = P
(
γ2 < x∩min

(
γR,2,γ

DF
2
)
< x
)

(2.61)

After simplifying the above equation, we can rewrite it as follows

FZ2 (x) = P(γ2 < x)
(
1−P

(
max

(
γR,2,γ

DF
2
)
> x
))

(2.62)

After, substituting (2.22), (2.25), and (2.30) in (2.62), we get

FZ2 (x) = P
(

W2 <
x
a2

)(
1−P

(
Xk∗ >

x
a2

)
P
(

Y2k∗ >
x
a2

))
(2.63)

After, substituting (2.4), (2.16), and (2.6) in (2.63), we get

FZ2 (x) =
[

1− exp
(

−x
a2ρsΩSD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

[
exp(−xµ2)

−exp(−xµ3)

]]
(2.64)

where, µ2 =
k

a2ρsΩSRk∗
+

1
a2ρsΩSD2

, µ3 = µ2 +

(
1

a2ρsΩRk∗D2

)
(2.65)

After, substituting (2.64) in (2.59), we get

C2 =
1

2ln(2)

[∫
∞

0

exp
(

−x
a2ρsΩSD2

)
1+ x

dx+
∫

∞

0

∑
k=K
k=1

(K
k

)
(−1)(k−1) (exp(−xµ2)− exp(−xµ3))

1+ x
dx
]
(2.66)

After simplifying the above equation, we can rewrite it as follows

C2 =
1

2ln(2)

[[
− exp

(
1

a2ρsΩSD2

)
Ei
(

−1
a2ρsΩSD2

)]
+

[ k=K

∑
k=1

(
K
k

)
(−1)(k−1)

×
[
− exp(µ2)Ei(−µ2)+ exp(µ3)Ei(−µ3)

]]]
(2.67)

where, Ei(. ) represents the exponential integral function [8, Eq. (3.352.4)]

2.4.5 Overall System Throughput

The overall system throughput is given by

R = (1−P1)R1 +(1−P2)R2 (2.68)

where, P1 and P2 are obtained from (2.38) and (2.45) respectively. R1 and R2 are target rates of user1

and user2 respectively.
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2.5 Numerical Results and Discussions

In this section, we will analyze the derived closed-form expressions. We also demonstrate the ef-

fects of various parameters on outage probability, overall system throughput, ergodic capacity for

the proposed system model. For numerical investigation, we set a1 = 0.7, a2 = 0.3, γth = 2 dB,

np = 4, R1 = 1.5,R2 = 1.5, ΩSD1 = (1)−4, ΩSD2 = (0.75)−4, ΩSRk∗ = (0.5)−4, ΩRk∗D1 = (0.5)−4, and

ΩRk∗D2 = (0.25)−4
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Figure 2.2: Outage Probability vs. Average SNR of user1 for different values of K

Figure 2.2 shows the effect of number of relays in system (K) on the outage probability of the

user2. From the plot, we can observe that with the increase in value of K, the outage performance

improves. Because if more relays are employed in this system, then the best relay can be selected out

of K relays. To achieve the outage probability of 10−2, the SNR required for the system with K=1,

K=2, and K=3 are 18 dB, 16.5 dB, 16.5 dB, respectively. So, the SNR gain achieved by the system

with K=2, K=3 w.r.t system with K=1 are 2.5 dB, 2.5 dB, respectively. So, it has been inferred that

with the increase in value of K above 2, there is no improvement in SNR gain. When SNR increases,

the outage probability tends to decrease. It is because as SNR increases, the signal becomes much

stronger than the noise.
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Figure 2.3: Outage Probability vs. Average SNR of user2 for different values of K

Figure 2.3 shows the effect of value of K on the outage probability of the user2. From the plot, we

can observe that with the increase in the number of relays, the outage performance improves. Because

if more relays are employed in this system model, then the best relay can be selected out of K relays.

To achieve the outage probability of 10−2, the SNR required for the system with K=1, K=2, K=3, and

K=4 are 14 dB, 10 dB, 8 dB, 7.5 dB, respectively. So, the SNR gain achieved by the system with K=2,

K=3, and K=4 w.r.t system with K=1 are 4 dB, 6 dB, 6.5 dB respectively. So, it has been inferred that

with the increase in value of K above 3, there is not much improvement in SNR gain.
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Figure 2.5: Ergodic Capacity vs. Average SNR of user2 for different values of K

Figure 2.4 and 2.5 shows the effect of the number of relays in system on the ergodic capacity

of the user1 and user2 respectively. From both figures, we can observe that with the increase in

value of K, the ergodic capacity increases slightly. For user1, the ergodic capacity saturates at high

SNR. It is because, user1 decodes its signal by considering the user2 signal as noise. For user2, the
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ergodic capacity increases linearly with SNR. It is because while decoding its signal, the user2 has no

interference with the user1 signal.
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Figure 2.6: Outage Probability vs. Average SNR for system with relay and system without relay
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Figure 2.7: Throughput vs. Average SNR for system with relay and system without relay

Figure 2.6 and 2.7 show the impact of the relay on the outage probability and overall system

throughput respectively. From both plots, we can observe that system with a relay has better perfor-
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mance than system without a relay in terms of both outage probability and throughput. It has been

inferred from Figure 2.6 that to obtain the outage probability of 10−2, SNR required for the system

with a relay is 8.5 dB lesser when compared to the system without a relay. From figure 2.7, it is

inferred that to obtain throughput of 2.5 bits/sec/Hz, SNR required for the system with a relay is 3.5

dB lesser when compared to the system without a relay. When SNR increases, the throughput tends

to increases and saturates at high SNR. It is because, at high SNR, outage probability is almost zero,

so throughput will be the sum of target rates of both users.

2.6 Conclusions

In this chapter, the performance analysis of the PRS scheme for the DF-relay-based cooperative

NOMA system is carried out by deriving the exact outage probability and ergodic capacity expressions

in closed-from over Rayleigh fading channels. Furthermore, closed-form expressions for performance

metrics such as outage probability, ergodic capacity, and overall system throughput of the proposed

system model are implemented in MATLAB. From simulation results, it is observed that the outage

performance of the proposed system model for both users improves with the increase in value of K.

Also, outage performance for the system with relay is better than the system without relay, and also,

there is improvement in diversity gain for the system with a relay. Further, it is observed that ergodic

capacity for user1 saturates at high SNR while ergodic capacity for user2 proportionally increases

with SNR. It is inferred from the simulation results that the ergodic capacity of both users increases

with an increase in value of K. Finally, the simulated outage probability and ergodic capacity values

obtained from Monte Carlo simulations agree well with the theoretical outage probability and ergodic

capacity values. Therefore, the derived expressions are validated using simulations as well.
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Chapter 3

SWIPT Enabled Cooperative NOMA

Networks for 5G and Beyond Wireless

Communication Systems

3.1 Introduction

The exact expressions of performance metrics for the downlink cooperative NOMA system model

are derived over Rayleigh fading channels in chapter 2. The proposed system model in chapter 2 has

achieved reliability enhancement and also spectral enhancement. Energy harvesting has emerged as

a promising technology to enhance energy efficiency. To achieve energy enhancement, the energy

harvesting technique should be incorporated into the proposed system model. So, in this chapter, we

used the SWIPT energy harvesting technique in the proposed downlink cooperative NOMA system.

In this chapter, we discuss the SWIPT-enabled cooperative NOMA system model for DF networks.

Time switching-based relaying (TSR) protocol is considered in our work. The performance of this

proposed system is analyzed by deriving closed-form expressions of outage probability, ergodic ca-

pacity, energy efficiency, and overall system throughput over Rayleigh fading channels.

3.2 Organisation of Chapter

The rest of the chapter is organized as follows: The system model for a SWIPT-enabled cooperative

NOMA system has been discussed in Section 3.3. Section 3.4 provides the closed-form expressions

for the outage probability, ergodic capacity, overall system throughput, and energy efficiency over

Rayleigh fading channels. Furthermore, numerical results and inferences are given in Section 3.5.
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Finally, the concluding remarks are given in Section 3.6.

3.3 System Model

The communication block diagram with the total block time T for two phases in the TSR protocol is

shown in the figure 3.1. The first sub-block of time, i.e., αT, is for energy harvesting, the first half of

the remaining block, i.e., (1−α)T/2, is for the information transmission between S to selected relay

and then the remaining (1−α)T/2 is for the information transmission between Rk to Di. Where,

i=1,2. and k = 1,2,...K. Let α , 0 < α < 1, denote the time allocation ratio. The transmission between

source to Di happens in two phases. In the first phase, the source sends a power multiplexed signal

to Di and the selected relay. Here, the transmission between S and selected relay transmission in the

first phase is further divided into two sub-phases: the energy harvesting and decoding phase. In the

energy harvesting phase, the selected relay harvest the energy from the received signal from S for

sub-block time αT, and it decodes the received signal from S for sub-block time (1−α)T/2. In the

second phase, selected relay will forward the decoded signal in sub-block time (1−α)T/2 to Di with

the harvested energy from S. Both mobile users receive the signal from S and from the selected relay

and selection combining is employed at Di.

Figure 3.1: Time switching-based relaying protocol of the energy harvesting system

The CDFs of random variables |hSDi|2 , |hSRk |2, |hRkDi|2 are given by

F|hSDi |
2 (x) = 1− exp

(
−x

ΩSDi

)
(3.1)

F|hSRk |
2 (y) = 1− exp

(
−y

ΩSRk

)
(3.2)

F|hRkDi |
2 (z) = 1− exp

(
−z

ΩRkDi

)
(3.3)
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Out of multiple relays, one relay is selected, and that chosen relay will harvest energy from S, decode

the signal received from S and then forward the decoded signal to both users with the harvested energy

in the forwarding phase.

The PRS strategy is employed to select relay based on the instantaneous SNR between S→ Rk. Let

the selected relay index is k∗, and its respective instantaneous SNR is as follows:

k∗ = arg max
k=1,....K ρs|hSRk |

2 (3.4)

ρs|hSRk∗ |
2 =max

k=1,....K ρs|hSRk |
2 (3.5)

The CDF of the selected relay k∗ is

F|hSRk∗ |
2 (x) = P

(
|hSRk∗ |

2 < x
)

(3.6)

F|hSRk∗ |
2 (x) = P

(
max

(
|hSR1|

2, |hSR2|
2, ......|hSRk |

2)< xk∗
)

(3.7)

After simplifying the above equation, we can rewrite it as follows

F|hSRk∗ |
2 (x) =

K

∏
k=1

P
(
|hSRk |

2 < x
)

(3.8)

After, substituting (3.2) in (3.8) the CDF of selected relay is as follows:

F|hSRk∗ |
2 (x) =

K

∏
k=1

[
1− exp

(
−x

ΩSRk

)]
(3.9)

Let ΩSR1 = ΩSR2 = ...........ΩSRK

So, now CDF of the selected relay k∗ is rewritten as follows

F|hSRk∗ |
2 (x) =

[
1− exp

(
−x

ΩSRk∗

)]K

(3.10)

F|hSRk∗ |
2 (x) =

k=K

∑
k=0

(
K
k

)
(−1)k exp

(
−xk

ρsΩSRk∗

)
(3.11)

F|hSRk∗ |
2 (x) = 1−

k=K

∑
k=1

(
K
k

)
(−1)k−1 exp

(
−xk

ρsΩSRk∗

)
(3.12)

In the first phase S transmits the signal to both users and the selected relay and in the second phase

selected relay will forward the decoded signal to both users. The transmission between the source

and selected relay in the first phase is divided into two more sub-phases called energy harvesting and

decoding phases.

First Phase: The Received signals at both mobile users D1,D2 are given by

yD1 = hSD1 (
√

a1 psx1 +
√

a2 psx2)+nD1 (3.13)
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yD2 = hSD2 (
√

a1 psx1 +
√

a2 psx2)+nD2 (3.14)

where nD1 and nD2 denote AWGN with zero mean and variance σ2 , hSD1 and hSD2 are the fading

channel coefficients, ai is power coefficient for symbol xi, i=1,2, and ps is transmission power at the

S. As user1 is far away from the base station compared to user2 so, a1 ≥ a2. The received SINR at

D1 to detect its symbol x1 is given by

γ1 =
a1ρs|hSD1 |2

a2ρs|hSD1|2 +1
(3.15)

The received SINR at D2 to detect symbol x1 is given by

γ1,2 =
a1ρs|hSD2|2

a2ρs|hSD2|2 +1
(3.16)

The received SINR at D2 to detect its symbol x2 after SIC is given by

γ2 = a1ρs|hSD2|
2 (3.17)

Energy Harvesting Phase: The received signal at selected relay k∗ from S during sub-block time αT

is

yRk∗ = hSRk∗ (
√

a1 psx1 +
√

a2 psx2)+nRk∗ (3.18)

where nRk∗ represents AWGN at relay k∗ having zero mean and variance σ2. The harvested energy

is as follows:

EH = |hSRk∗ |
2 psαT η (3.19)

where, η is energy harvesting efficiency.

The transmission power at Rk∗ for forwarding the decoded signal to both users is

PT =
EH

(1−α)T/2
(3.20)

Decoding Phase: The received signal at selected relay k∗ from S during sub-block time (1−α) T
2 is

yRk∗ = hRk∗ (
√

a1 psx1 +
√

a2 psx2)+nRk∗ (3.21)

The received SINR at Rk∗ to symbol x1 is given by

γR,1 =
a1ρs|hSRk∗ |

2

a2ρs|hSRk∗ |2 +1
(3.22)

The received SINR at Rk∗ to detect symbol x2 after SIC is given by

γR,2 = a2ρs|hSRk∗ |
2 (3.23)
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With the harvested energy, the relay Rk∗ will forward the decoded signal to both users in the second

phase

Second Phase: The received signal at D1 and D2 in the second phase can be expressed as

yDF
1 = hRk∗D1

(√
a1PT x1 +

√
a2PT x2

)
+n1 (3.24)

yDF
2 = hRk∗D2

(√
a1PT x1 +

√
a2PT x2

)
+n2 (3.25)

where n1 and n2 represent the AWGN at D1 and D2 , respectively, with zero mean and variance σ2

and transmission power at relay is PT .

The received SINR at D1 to detect its symbol x1 is given by

γ
DF
1 =

a1φEρs|hSRk∗ |
2|hRk∗D1|2

a2φEρs|hSRk∗ |2|hRk∗D1|2 +1
(3.26)

where, φE =
2αη

1−α
(3.27)

The received SINR at D2 to detect symbol x1 is given by

γ
DF
1,2 =

a1φEρs|hSRk∗ |
2|hRk∗D2|2

a2φEρs|hSRk∗ |2|hRk∗D2|2 +1
(3.28)

The received SINR at D2 to detect its symbol x2 after SIC is given by

γ
DF
2 = a2φEρs|hSRk∗ |

2|hRk∗D2|
2 (3.29)

3.4 Performance Analysis

3.4.1 Outage Probability Analysis of user1

The outage probability of the D1 is given by

P1 = P
(
max

(
γSD1,γRk∗D1

)
< γth

)
(3.30)

where γth is SINR threshold

P1 = P
(
γSD1 < γth∩ γRk∗D1 < γth

)
(3.31)

P1 = P(γSD1 < γth)P
(
γRk∗D1 < γth

)
(3.32)

After simplifying the above equation, we can rewrite it as follows

P1 = P(γ1 < γth)
(
1−P

(
γR,1 > γth∩ γR,2 > γth∩ γ

DF
1 > γth

))
(3.33)

After simplifying the above equation, we can rewrite it as follows

P1 = P(γ1 < γth)P
(
γR,1 < γth∪ γR,2 < γth∪ γ

DF
1 < γth

)
(3.34)
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After, substituting (3.15), (3.22), (3.23), (3.26) in (3.34), we get

P1 = P
(
|hSD1|

2 < τ
)(

1−P

(
|hSRk∗ |

2 > θ ∩
a1φEρs|hSRk∗ |

2|hRk∗D1|2

a2φEρs|hSRk∗ |2|hRk∗D1|2 +1
> γth

))
(3.35)

where, τ =
γth

(a1−a2γth)ρs
, v =

γth

a2ρs
, θ = max(τ,v) ; (3.36)

After, substituting (3.1), (3.12), (3.3) in (3.35), we get

P1 =

[
1− exp

(
−τ

ΩSD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
×
∫

∞

θ

exp

(
−τ

′

xΩRk∗D1

)
exp
(
−xk

ΩSRk∗

)
dx
]

(3.37)

where, τ =
γth

(a1−a2γth)φEρs
(3.38)

The integral
∫

∞

θ
exp
(
−τ
′

xΩRk∗D1

)
exp
(
−xk

ΩSRk∗

)
dx can be solved by using Chebyshev gauss quadrature and

by 1st order modified Bessel function of the second kind [8, Eq. (3.324.1)].

By using Chebyshev gauss quadrature and first-order modified Bessel function of the second kind,

the above equation can be rewritten as follows

P1 ≈
[

1− exp
(
−τ

ΩSD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)

×
[

2

√
τ
′
ΩSRk∗

kΩRk∗D1

K1

(
2

√
τ
′k

ΩSRk∗ΩRk∗D1

)
−

S

∑
i=1

Wi
√

1− ti2

×exp

(
−τ

′
2

(ti +1)θΩRk∗D1

)
exp
(
−(ti +1)θk

2ΩSRk∗

)]]
(3.39)

where, K1(.) represents the first-order modified Bessel function of the second kind. [gradshteyn2007],

Wi = π/S, ti = cos
(2i−1

2S π
)

3.4.2 Outage Probability Analysis of user2

The outage probability of the D2 is given by

P2 = P
(
max

(
γSD2,γRk∗D2

)
< γth

)
(3.40)

= P
(
γSD2 < γth∩ γRk∗D2 < γth

)
(3.41)

= P(γSD2 < γth)P
(
γRk∗D2 < γth

)
(3.42)

After simplifying the above equation, we can rewrite it as follows

P2 = P(γ1,2 < γth∪ γ2 < γth)P
(
γR,1 < γth∪ γR,2 < γth∪ γ

DF
1,2 < γth∪ γ

DF
2 < γth

)
(3.43)
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After simplifying the above equation, we can rewrite it as follows

P2 = (1−P(γ1,2 > γth∩ γ2 > γth))
(
1−P

(
γR,1 > γth∩ γR,2 > γth∩ γ

DF
1,2 > γth∩ γ

DF
2 > γth

))
(3.44)

After substituting (3.16), (3.17) (3.22), (3.23), (3.28), (3.29) in (3.44), we get

P2 =
[
1−P

(
|hSD2 |

2 > θ
)][

1−P
(
|hSRk∗ |

2 > θ ∩|hSRk∗ |
2|hRk∗D2|

2 > θ
′
)]

(3.45)

where, τ
′
=

γth

(a1−a2γth)ρsφE
, v
′
=

γth

a2ρsφE
, θ

′
= max

(
τ
′
,v
′
)

(3.46)

After substituting (3.1), (3.12), (3.3) in (3.45), we get

P2 =

[
1− exp

(
−θ

ΩSD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
×
∫

∞

θ

exp

(
−θ

′

xΩRk∗D2

)
exp
(
−xk

ΩSRk∗

)
dx
]

(3.47)

The integral
∫

∞

θ
exp
(
−θ
′

xΩRk∗D2

)
exp
(
−xk

ΩSRk∗

)
dx can be solved by using Chebyshev gauss quadrature and

by 1st order modified Bessel function of the second kind [8, Eq. (3.324.1)].

By using Chebyshev gauss quadrature and first-order modified Bessel function of the second kind,

the above equation can be rewritten as follows

P2 ≈
[

1− exp
(
−θ

ΩSD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)

×
[

2

√
θ
′
ΩSRk∗

kΩRk∗D2

K1

(
2

√
θ
′k

ΩSRk∗ΩRk∗D2

)
−

S

∑
i=1

Wi
√

1− ti2

×exp

(
−θ

′
2

(ti +1)θΩRk∗D2

)
exp
(
−(ti +1)θk

2ΩSRk∗

)]]
(3.48)

Asymptotic outage probability of D1:

Using McLaurin’s expression, we have ex = 1 + x for small value of x. So by using (3.39), the

asymptotic outage probability of D1 is obtained as follows:

P1,∞ ≈
[

τ

ΩSD1

][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
×
∫

∞

θ

(
1− −τ

′

xΩRk∗D1

)
exp
(
−xk

ΩSRk∗

)
dx
]

(3.49)

By using [8, Eq. (3.352.4)], the above equation can be rewritten as follows

P1,∞ ≈
[

τ

ΩSD1

][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)[
ΩSRk∗

k
exp
(
−θk
ΩSRk∗

)
+

τ
′

ΩRk∗D1

Ei
(
−kθ

ΩSRk∗

)]]
(3.50)
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where, Ei(−x)≈Ec+ln(x) for small value of x, Ec is euler’s constant, and Ec =− lims→∞

(
∑

m=
m=1

1
m − ln(s)

)
Asymptotic outage probability of D2:

Using McLaurin’s expression, we have ex = 1+ x for small value of x. So by using the asymptotic

outage probability of D2 is given as follows:

P2,∞ ≈
[
−θ

ΩSD2

][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)[
ΩSRk∗

k
exp
(
−θk
ΩSRk∗

)
+

θ
′

ΩRk∗D1

Ei
(
−kθ

ΩSRk∗

)]]
(3.51)

Diversity order of both users: The diversity order of user1 is

d1 =− lim
ρ→∞

log(P1 (ρs))

log(ρ)
(3.52)

After substituting (3.50) in (3.52), d1 is obtained as 2

The diversity order of user2 is

d2 =− lim
ρ→∞

log(P2 (ρs))

log(ρ)
(3.53)

After, substituting (3.51) in (3.53), d2 is obtained as 2

3.4.3 Ergodic Capacity Analysis of user1

The ergodic capacity of the user1 is given by

C1 = E
[

1
2

log2 (1+Z1)

]
(3.54)

where W1 is a random variable and W1 = max
(
γ1,min

(
γR,1,γ

DF
1
))

C1 =
1

2ln(2)

∫
∞

0

1−FZ1 (x)
1+ x

dx (3.55)

where FZ1 (x) = P
(
max

(
γ1,min

(
γR,1,γ

DF
1
)))

(3.56)

FZ1 (x) = P
(
γ1 < x∩min

(
γR,1,γ

DF
1
)
< x
)

(3.57)

After simplifying the above equation, we can rewrite it as follows

FZ1 (x) = P(γ1 < x)
(
1−P

(
max

(
γR,1,γ

DF
1
)
> x
))

(3.58)

After, substituting (3.1), (3.12), (3.3) in (3.58), we get

FZ1 (x) = P
(
|hSD1|

2 < µ
)(

1−P
(
|hSRk∗ |

2 > µ ∩|hSRk∗ |
2|hRk∗D1 |

2 >
µ

φE

))
(3.59)

where µ =
x

(a1−a2x)ρs
(3.60)

26



After substituting (3.1), (3.22), (3.26) in (3.59), we get

FZ1 (x) =
[

1− exp
(
−µ

ΩSD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
×
∫

∞

µ

exp
(

−µ

yφEΩRk∗D1

)
exp
(
−yk

ΩSRk∗

)
dy
]

(3.61)

The above equation is valid if x < a1
a2

After, substituting (3.61) in (3.55), we get

C1 =
1

2ln(2)

∫ a1
a2

0

C

1+ x
dx (3.62)

where C = exp
(
−µ

ΩSD1

)
+

[
1− exp

(
−µ

ΩSD1

)][ k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
∫

∞

µ

exp
(

−µ

yφEΩRk∗D1

)
exp
(
−yk

ΩSRk∗

)
dy
]

(3.63)

3.4.4 Ergodic Capacity Analysis of user2

The ergodic capacity of the user2 is given by

C2 = E
[

1
2

log2 (1+Z2)

]
(3.64)

where Z2 is a random variable and Z2 = max
(
γ2,min

(
γR,2,γ

DF
2
))

C2 =
1

2ln(2)

∫
∞

0

1−FZ2 (x)
1+ x

dx (3.65)

where FZ2 (x) = P
(
max

(
γ2,min

(
γR,2,γ

DF
2
)))

(3.66)

FZ2 (x) = P
(
γ2 < x∩min

(
γR,2,γ

DF
2
)
< x
)

(3.67)

After simplifying the above equation, we can rewrite it as follows

FZ2 (x) = P(γ2 < x)
(
1−P

(
max

(
γR,2,γ

DF
2
)
> x
))

(3.68)

After, substituting (3.17), (3.23), (3.29) in (3.68), we get

FZ2 (x) = P
(
|hSD2|

2 <
x

a2ρs

)(
1−P

(
|hSRk∗ |

2 >
x

a2ρs
∩|hSRk∗ |

2|hRk∗D1|
2 >

x
a2ρsφE

))
(3.69)

After, substituting (3.1), (3.12), (3.3) in (3.69), we get

FZ2 (x) =
[

1− exp
(

−x
a2ρsΩSD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
×
∫

∞

x
a2ρs

exp
(

−x
ya2φEρsΩRk∗D2

)
exp
(
−yk

ΩSRk∗

)
dy
]

(3.70)
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After, substituting (3.70) in (3.65), we can rewrite it as follows

C2 =
1

2ln(2)

∫
∞

0

D

1+ x
dx (3.71)

where D = exp
(

−x
a2ρsΩSD2

)
+

[
1− exp

(
−x

a2ρsΩSD2

)][ k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

ΩSRk∗

)
∫

∞

x
a2ρs

exp
(

−x
ya2φEρsΩRk∗D2

)
exp
(
−yk

ΩSRk∗

)
dy
]

(3.72)

3.4.5 Overall System Throughput

The overall system throughput is given by

R = (1−P1)R1 +(1−P2)R2 (3.73)

where P1 and P2 are obtained from (3.39) and (3.51) respectively. R1 and R2 are target rates of user1

and user2 respectively.

3.5 Energy Efficiency

Energy efficiency is a ratio of total data rate and total energy consumption. Where total data rate is

overall system throughput. So, the expression for energy efficiency is as follows

η =
2R

T (ps +PT )
(3.74)

After substituting ps and PT , the above equation can be rewritten as follows

η =
2R

ρs
(
1+ψEΩSRk∗

) (3.75)

3.6 Numerical Results and Discussions

In this section, we will analyze the derived closed-form expressions. We also demonstrate the ef-

fects of various parameters on outage probability, overall system throughput, ergodic capacity for

the proposed system model. For numerical investigation, we set a1 = 0.7, a2 = 0.3, γth = 2 dB,

np = 4, R1 = 1.5,R2 = 1.5, ΩSD1 = (1)−4, ΩSD2 = (0.75)−4, ΩSRk∗ = (0.5)−4, ΩRk∗D1 = (0.5)−4, and

ΩRk∗D2 = (0.25)−4, =0.7, η = 0.8, S = 4.
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Figure 3.2: Outage probability vs. average SNR of user1 for different values of K

Figure 3.2 shows the effect of K on the outage probability of the user2. From the plot, we can

observe that with the increase in value of K, the outage performance improves because if more relays

are employed in this system, then the best relay can be selected out of K relays. To achieve the outage

probability of 10−2, the SNR required for the system with K=1, K=2, K=3, and K=4 are 16.5 dB,

10.5 dB, 7.5 dB, 6 dB, respectively. So the SNR gain achieved by the system with K=2, K=3, K=4

w.r.t system with K=1 are 6 dB, 9 dB, 10.5 respectively. So, it has been inferred that with the increase

in value of K above 3, there is no improvement in SNR gain. When SNR increases, the outage

probability tends to decrease. It is because as SNR increases, the signal becomes much stronger than

the noise.
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Figure 3.3: Outage Probability vs. Average SNR of user2 for different values of K

Figure 3.3 shows the effect of value of K on the outage probability of the user2. From the plot, we

can observe that with the increase in the number of relays, the outage performance improves because

if more relays are employed in this system model, then the best relay can be selected out of K relays.

To achieve the outage probability of 10−2, the SNR required for the system with K=1, K=2, K=3, and

K=4 are 14 dB, 9.5 dB, 6.5 dB, 5 dB, respectively. So, the SNR gain achieved by the system with

K=2, K=3, and K=4 w.r.t system with K=1 are 4.5 dB, 7.5 dB, 9 dB respectively. So, it has been

inferred that with the increase in value of K above 3, there is not much improvement in SNR gain.
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Figure 3.5: Ergodic Capacity vs. Average SNR of user2 for different values of K

Figure 3.4 and 3.5 shows the effect of the number of relays on the ergodic capacity of the user1 and

user2 respectively. From both figures, we can observe that with the increase in value of K, the ergodic

capacity increases slightly. For user1, the ergodic capacity saturates at high SNR. It is because user1
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decodes its signal by considering the user2 signal as noise. For user2, the ergodic capacity increases

linearly with SNR. It is because while decoding its signal, the user2 has no interference with the user1

signal.
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Figure 3.6: Outage Probability vs. Average SNR for system with relay and system without relay
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Figure 3.7: Throughput vs. Average SNR for system with relay and system without relay

Figure 3.6 and 3.7 shows the impact of the relay on the outage probability and overall system
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throughput respectively. From both plots, we can observe that system with a relay has better perfor-

mance than system without a relay in terms of both outage probability and throughput. It has been

inferred from figure 2.6 that to obtain the outage probability of 10−2, SNR required for the system

with a relay is 13 dB lesser when compared to the system without a relay, and from Figure (2.7) that

to obtain throughput of 2.5 bits/sec/Hz, SNR required for the system with a relay is 10 dB lesser when

compared to the system without a relay. When SNR increases, the throughput tends to increase and

saturates at high SNR. It is because, at high SNR, outage probability is almost zero. So throughput

will be the sum of target rates of both users.
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Figure 3.8: Energy Efficiency vs. Average SNR

Figure 3.8 shows the effect of the target rate on the energy efficiency. From the figure, one can

observe that the system attains maximum energy efficiency at a particular SNR value, and also when

the target rate changes, the peak of the energy efficiency is also varying. Energy efficiency is higher at

lower SNR regions and lower at higher SNR regions. This is because, at higher SNR regions, power

consumed by the system is more than the achieved overall system throughput.

3.7 Conclusions

In this chapter, the performance analysis of the SWIPT-enabled cooperative NOMA system model for

DF networks is carried out by deriving the outage probability, ergodic capacity expressions, energy

efficiency, and overall system throughput expressions in closed-from over Rayleigh fading channels.
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Furthermore, closed-form expressions for performance metrics such as outage probability, ergodic

capacity, energy efficiency, and overall system throughput of the proposed system model are im-

plemented in MATLAB. From simulation results, it is observed that the outage performance of the

proposed system model for both users improves with the increase in value of K, outage performance

for the system with relay is better than the system without relay, and also, there is improvement in

diversity gain of the system with relays. Also, it is observed that ergodic capacity for user1 saturates

at high SNR, while ergodic capacity for user2 proportionally increases with SNR. It is inferred from

the simulation results that the ergodic capacity of both users increases with an increase in value of K.

From high SNR analysis of outage probability, the diversity order of 2 is obtained. Further, when the

target rate changes, the peak of energy efficiency also varies. Finally, the simulated outage probability,

ergodic capacity, energy efficiency, and overall system throughput values obtained from Monte Carlo

simulations agree well with the theoretical outage probability and ergodic capacity values. Therefore,

the derived expressions are validated using simulations as well.
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Chapter 4

SWIPT Enabled Cooperative NOMA

Networks for 5G and Beyond Wireless

Communication Systems with Imperfect CSI

and SIC

4.1 Introduction

The exact expressions for performance metrics of the SWIPT-enabled cooperative NOMA system

model for DF networks are derived over Rayleigh fading channels in chapter 3. The proposed system

model in chapter 3 has achieved reliability, spectral efficiency, and energy efficiency. In chapter 3,

performance analysis is carried out by assuming perfect CSI and perfect SIC. However, practically

perfect CSI and perfect SIC are not possible at receiver or transmitter nodes. Thus, to make our system

applicable to the practical scenario, we must consider imperfect CSI and imperfect SIC. Chapter 4

is an extended version of the chapter 3 system model, where imperfect CSI and imperfect SIC are

considered at all nodes. In this chapter, we discuss the SWIPT-enabled cooperative NOMA system

model for DF networks with imperfect CSI and imperfect SIC. The performance of this proposed

system is analyzed by deriving the exact outage probability and ergodic capacity expressions over

Rayleigh fading channels.
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4.2 Organisation of Chapter

The rest of the chapter is organized as follows: The system model for a SWIPT-enabled cooperative

NOMA system for DF networks with imperfect CSI and imperfect SIC has been discussed in Section

4.3. Section 4.4 provides the closed-form expressions for outage probability and ergodic capacity of

both mobile users over Rayleigh fading channels. Furthermore, Numerical results and inferences are

given in Section 4.5. Finally, the concluding remarks are given in Section 4.6.

4.3 System Model

In this chapter, we have considered the imperfect CSI. So the estimate for the channel hi, j is ĥi, j,

which is defined as follows:

hi, j = ĥi, j + ei, j (4.1)

where ei, j stands for channel estimation error which follows the complex Gaussian distribution with

zero mean and variance σ2
i, j. The channel estimate ĥi, j also follows the complex Gaussian distribution

with zero mean and variance Ω̂i, j = d−np
i, j − σ2

i, j. The CDF of random variables |ĥSDi|2 , |ĥSRk |2,

|ĥRkDi|2 are given by

F|ĥSDi |
2 (x) = 1− exp

(
−x

Ω̂SDi

)
(4.2)

F|ĥSRk |
2 (y) = 1− exp

(
−y

Ω̂SRk

)
(4.3)

F|ĥRkDi |
2 (z) = 1− exp

(
−z

Ω̂RkDi

)
(4.4)

Out of multiple relays, one relay is selected and that chosen relay will harvest energy from S, decode

the signal received from S and then forward the decoded signal to both users with the harvested energy

the forwarding phase.

The PRS strategy is employed to select relay based on the instantaneous SNR between S→ Rk. Let

the selected relay index is k∗ and its respective instantaneous SNR is given as follows:

k∗ = arg max
k=1,....K ρs|ĥSRk |

2 (4.5)

ρs|ĥSRk∗ |
2 =max

k=1,....K ρs|ĥSRk |
2 (4.6)

The CDF of the selected relay k∗ is

F|ĥSRk∗ |
2 (x) = P

(
|ĥSRk∗ |

2 < x
)

(4.7)

F|ĥSRk∗ |
2 (x) = P

(
max

(
|ĥSR1|

2, |ĥSR2|
2, ......|ĥSRk |

2)< x
)

(4.8)
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After simplifying the above equation, we can rewrite it as follows

F|ĥSRk∗ |
2 (x) =

K

∏
k=1

P
(
|ĥSRk |

2 < x
)

(4.9)

After substituting (4.3) in (:9), the CDF of selected relay is as follows:

F|ĥSRk∗ |
2 (x) =

K

∏
k=1

[
1− exp

(
−x

Ω̂SRk

)]
(4.10)

Let Ω̂SR1 = Ω̂SR2 = ...........Ω̂SRK

Now CDF of the selected relay k∗ is

F|ĥSRk∗ |
2 (x) =

[
1− exp

(
−x

Ω̂SRk∗

)]K

(4.11)

F|ĥSRk∗ |
2 (x) =

k=K

∑
k=0

(
K
K

)
(−1)k exp

(
−xk

ρsΩ̂SRk∗

)
(4.12)

F|ĥSRk∗ |
2 (x) = 1−

k=K

∑
k=1

(
K
K

)
(−1)k−1 exp

(
−xk

ρsΩ̂SRk∗

)
(4.13)

First Phase: The received signals at both mobile users D1 and D2 are given by

yD1 =
(
ĥSD1 + eSD1

)
(
√

a1 psx1 +
√

a2 psx2)+nD1 (4.14)

yD2 =
(
ĥSD2 + eSD2

)
(
√

a1 psx1 +
√

a2 psx2)+nD2 (4.15)

where nD1 and nD2 are AWGN with zero mean and variance σ2, ĥSD1 and ĥSD2 are channel estimates

of the fading channel coefficients hSD1 , hSD2 , respectively, ai is power coefficient for symbol xi, ı=1,2,

and ps is transmission power at S. As user1 is far away from the base station compared to user2, we

assume a1 ≥ a2. Let eSD1 , eSD2 indicate channel estimation errors at user1 and user2, respectively.

The variances of eSD1 , eSD1 are σ2
eSD1

and σ2
eSD2

, respectively.

The received SINR at D1 to detect its symbol x1 is given by

γ1 =
a1 ps|ĥSD1|2

a2 ps|ĥSD1|2 + psσ2
eSD1

+σ2
(4.16)

After simplifying the above equation, we can rewrite it as follows

γ1 =
a1ρs|ĥSD1|2

a2ρs|ĥSD1|2 +ρsσ2
eSD1

+1
(4.17)

The received SINR at D2 to detect symbol x1 is given by

γ1,2 =
a1ρs|ĥSD2|2

a2ρs|ĥSD2|2 +ρsσ2
eSD2

+1
(4.18)
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The received SINR at D2 to detect its symbol x2 after SIC is given by

γ2 =
a2ρs|ĥSD2 |2

a1βSD2ρs|ĥSD2|2 +ρsσ2
eSD2

+1
(4.19)

where βSD2 represents the level of residual interference due to imperfect SIC at D2

Energy Harvesting Phase: The received signal at selected relay k∗ from S during sub-block time αT

is

yRk∗ =
(
ĥSRk∗ + eSRk∗

)
(
√

a1 psx1 +
√

a2 psx2)+nRk∗ (4.20)

where nRk∗ represents AWGN at relay k∗ having zero mean and variance σ2, ĥSRk∗ is estimated channel

coefficient of hSRk∗ , eSRk∗ is channel estimation error at selected relay and the variance of eSRk∗ is

σ2
eSRk∗

.

The harvested energy is as follows:

EH =
(
|ĥSRk∗ |

2 +σ
2
eSRk∗

)
psαT η (4.21)

where η is energy harvesting efficiency

The transmission power at R for forwarding the decoded signal to both users is

PT =
EH

(1−α)T/2
(4.22)

Decoding Phase: The received signal at selected relay k∗ from S during sub-block time (1−α) T
2 is

yRk∗ =
(
ĥSRk∗ + eSRk∗

)
(
√

a1 psx1 +
√

a2 psx2)+nRk∗ (4.23)

The received SINR at Rk∗ to detect symbol x1 is given by

γR,1 =
a1ρs|ĥSRk∗ |

2

a2ρs|ĥSRk∗ |2 +ρsσ2
eSRk∗

+1
(4.24)

The received SINR at Rk∗ to detect symbol x2 after SIC is given by

γR,2 =
a2ρs|ĥSRk∗ |

2

a1βSRk∗ρs|ĥSRk∗ |2 +ρsσ2
eSRk∗

+1
(4.25)

where βSRk∗ represents the level of residual interference due to imperfect SIC at Rk∗

Second Phase: The received signal at D1 and D2 in the second phase can be expressed as

yDF
1 =

(
ĥRk∗D1 + eRk∗D1

)(√
a1PT x1 +

√
a2PT x2

)
+n1 (4.26)

yDF
2 =

(
ĥRk∗D2 + eRk∗D2

)(√
a1PT x1 +

√
a2PT x2

)
+n2 (4.27)

where n1 and n2 represent the AWGN at D1 and D2 with zero mean and variance σ2 , transmission

power at relay is PT , ĥRk∗D1 and ĥRk∗D2 are channel estimates of the fading channel coefficients hRk∗D1
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and hRk∗D2 , respectively, eRk∗D1 and eRk∗D2 are channel estimation errors at user1 and user2, respec-

tively, and finally, the variances of eRk∗D1 and eRk∗D2 are σ2
eRk∗D1

and σ2
eRk∗D2

, respectively.

The received SINR at D1 to detect its symbol x1 is given by

γ
DF
1 =

a1PT |ĥRk∗D1|2

a2PT |ĥRk∗D1 |2 +PT σ2
eRk∗D1

+σ2
(4.28)

γ
DF
1 =

a1φEρs|ĥRk∗D1 |2
(
|ĥSRk∗ |

2 +σ2
eSRk∗

)
a2φEρs|ĥRk∗D1|2

(
|ĥSRk∗ |2 +σ2

eSRk∗

)
+σ2

eRk∗D1
φEρs

(
|ĥSRk∗ |2 +σ2

eSRk∗

)
+1

(4.29)

The received SINR at D2 to detect symbol x1 is given by

γ
DF
1,2 =

a1PT |ĥRk∗D2|2

a2PT |ĥRk∗D2 |2 +PT σ2
eRk∗D2

+σ2
(4.30)

After, substituting (4.22) in (4.30), we get

γ
DF
1,2 =

a1φEρs|ĥRk∗D2 |2
(
|ĥSRk∗ |

2 +σ2
eSRk∗

)
a2φEρs|ĥRk∗D2|2

(
|ĥSRk∗ |2 +σ2

eSRk∗

)
+σ2

eRk∗D2
φEρs

(
|ĥSRk∗ |2 +σ2

eSRk∗

)
+1

(4.31)

The received SINR at D2 to detect its symbol x2 after SIC is given by

γ
DF
2 =

a2φEρs|ĥRk∗D2 |2
(
|ĥSRk∗ |

2 +σ2
eSRk∗

)
a1βRk∗D2φEρs|ĥRk∗D2|2

(
|ĥSRk∗ |2 +σ2

eSRk∗

)
+σ2

eRk∗D2
φEρs

(
|ĥSRk∗ |2 +σ2

eSRk∗

)
+1

(4.32)

where βRk∗D2 represents the level of residual interference due to imperfect SIC at D2

4.4 Performance Analysis

4.4.1 Outage Probability Analysis of user1

The outage probability of the D1 is given by

P1 = P
(
max

(
γSD1,γRk∗D1

)
< γth

)
(4.33)

where, γth is SINR threshold

After simplifying the above equation, we can rewrite it as follows

P1 = P(γ1 < γth)P
(
γR,1 < γth∪ γR,2 < γth∪ γ

DF
1 < γth

)
(4.34)

Further, simplifying the above equation, we can rewrite it as follows

P1 = P(γ1 < γth)
(
1−P

(
γR,1 > γth∩ γR,2 > γth∩ γ

DF
1 > γth

))
(4.35)

After, substituting (4.17), (4.24), (4.29) in (4.35), we get
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P1 = P
[
|ĥSD1 |2 < ψ1

]1−P

|ĥSRk∗ |
2 > ψ2∩|ĥRk∗D1|2 >

γth

(
σ2

eRk∗D1
φE ρs

(
|ĥSRk∗ |

2+σ2
eSRk∗

)
+1
)

(
|ĥSRk∗ |

2+σ2
eSRk∗

)
(a1−a2γth)φE ρs



where,ψ1 =
γth

(
1+σ2

eSD1
ρs

)
(a1−a2γth)ρs

, ψ2 = max

(
γth

(a1−a2γth)
,

γth(
a2−a1βSRk∗ γth

))( 1
ρs

+σ
2eeSRk∗

)
(4.36)

After, substituting (4.2), (4.13), (4.4) in above equation, we get

P1 =

[
1− exp

(
−ψ1

Ω̂SD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)
exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)

×exp

(
−γthσ2

eRk∗D1

(a1−a2γth)Ω̂RkD1

)∫
∞

ψ2−σ2
eSRk∗

exp

(
−τ

′

xΩ̂Rk∗D1

)
exp

(
−xk

Ω̂SRk∗

)
dx
]

(4.37)

The integral
∫

∞

ψ2−σ2
eSRk∗

exp
(

−τ
′

xΩ̂Rk∗D1

)
exp
(
−xk

Ω̂SRk∗

)
dx can be solved by using Chebyshev gauss quadra-

ture and by 1st order modified Bessel function of the second kind [8, Eq. (3.324.1)].

By using Chebyshev gauss quadrature and first-order modified Bessel function of the second kind,

the above equation can be rewritten as follows

P1 ≈
[

1− exp

(
−ψ1

Ω̂SD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)
exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)

×exp

(
−γthσ2

eRk∗D1

(a1−a2γth)Ω̂RkD1

)[
2

√
τ
′
Ω̂SRk∗

kΩ̂Rk∗D1

K1

(
2

√
τ
′k

Ω̂SRk∗ Ω̂Rk∗D1

)
−

×
S

∑
i=1

Wi
√

1− ti2 exp

 −τ
′
2

(ti +1)
(

ψ2−σ2
eSRk∗

)
Ω̂Rk∗D1


×exp

−(ti +1)
(

ψ2−σ2
eSRk∗

)
k

2Ω̂SRk∗

]] (4.38)

where K1(.) represents the first-order modified Bessel function of the second kind. [gradshteyn2007],

Wi = π/S, ti = cos
(2i−1

2S π
)

4.4.2 Outage Probability Analysis of user2

The outage probability of the D2 is given by

P2 = P
(
max

(
γSD2,γRk∗D2

)
< γth

)
(4.39)

P2 = P(γ1,2 < γth∪ γ2 < γth)P
(
γR,1 < γth∪ γR,2 < γth∪ γ

DF
1 < γth∪ γ

DF
1,2 < γth

)
(4.40)

After simplifying the above equation, we can rewrite it as follows

P2 = (1−P(γ1.2 > γth∩ γ2 > γth))
(
1−P

(
γR,1 > γth∩ γR,2 > γth∩ γ

DF
1 > γth∩ γ

DF
1,2 > γth

))
(4.41)
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After, substituting (4.18), (4.19) (4.24), (4.25), (4.31), (4.32) in (4.41), we get

P2 =
[
1−P

(
|ĥSD2|2 > ψ3

)]1−P

|ĥSRk∗ |
2 > ψ2∩|ĥRk∗D2|2 >

γth

(
σ2

eRk∗D1
φE ρs

(
|ĥSRk∗ |

2+σ2
eSRk∗

)
+1
)

(
|ĥSRk∗ |

2+σ2
eSRk∗

)
(a1−a2γth)φE ρs


where ψ3 = max

(
γth

(a1−a2γth)
,

γth

(a2−a1βSD2γth)

)(
1
ρs

+σ
2
eSD2

ρs

)
(4.42)

θ
′′
= max

(
γth

(a1−a2γth)ψEρs
,

γth(
a2−a1βRk∗D2γth

)
ψEρs

)
(4.43)

After, substituting (4.2), (4.13), (4.4) in above equation, we get

P2 =

[
1− exp

(
−ψ3

Ω̂SD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)
exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)

×exp

−θ
′′
ψEρsσ

2
eRk∗D2

Ω̂RkD2

∫ ∞

ψ2−σ2
eSRk∗

exp

(
−θ

′′

xΩ̂Rk∗D2

)
exp

(
−xk

Ω̂SRk∗

)
dx
]

(4.44)

The integral
∫

∞

ψ2−σ2
eSRk∗

exp
(
−θ
′′

xΩRk∗D1

)
exp
(
−xk

ΩSRk∗

)
dx can be solved by using Chebyshev gauss quadra-

ture and by 1st order modified Bessel function of the second kind[8, Eq. (3.324.1)].

By using Chebyshev gauss quadrature and first-order modified Bessel function of the second kind,

the above equation can be rewritten as follows

P2 ≈
[

1− exp

(
−ψ3

Ω̂SD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)
exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)

×exp

−θ
′′
ψEρsσ

2
eRk∗D2

Ω̂RkD2

[2

√
θ
′′
Ω̂SRk∗

kΩ̂Rk∗D2

K1

(
2

√
θ
′′k

Ω̂SRk∗ Ω̂Rk∗D2

)
−

×
S

∑
i=1

Wi
√

1− ti2 exp

 −θ
′′
2

(ti +1)
(

ψ2−σ2
eSRk∗

)
Ω̂Rk∗D2


×exp

−(ti +1)
(

ψ2−σ2
eSRk∗

)
k

2Ω̂SRk∗

]] (4.45)

4.4.3 Ergodic Capacity Analysis of user1

The ergodic capacity of the user1 is given by

C1 = E
[

1
2

log2 (1+Z1)

]
(4.46)

where W1 is a random variable and W1 = max
(
γ1,min

(
γR,1,γ

DF
1
))

C1 =
1

2ln(2)

∫
∞

0

1−FZ1 (x)
1+ x

dx (4.47)
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where, FZ1 (x) = P
(
max

(
γ1,min

(
γR,1,γ

DF
1
)))

(4.48)

FZ1 (x) = P
(
γ1 < x∩min

(
γR,1,γ

DF
1
)
< x
)

(4.49)

After simplifying the above equation, we can rewrite it as follows

FZ1 (x) = P(γ1 < x)
(
1−P

(
max

(
γR,1,γ

DF
1
)
> x
))

(4.50)

After substituting (4.17), (4.31), (4.24) in (4.50), we get

FZ1 (x)=P
(
|ĥSD1|2 < ξ1

)1−P

|ĥSRk∗ |
2 > ξ2∩|ĥRk∗D1|2 > µ

σ2eRk∗D1 +
1(

|ĥSRk∗ |
2+σ2

eSRk∗

)
φE ρs



where µ =
x

(a1−a2x)ρs
, ξ1 =

x
(

1+σ2
eSD1

ρs

)
(a1−a2x)ρs

, ξ2 =
x
(

1+σ2
eSRk∗

ρs

)
(a1−a2x)ρs

(4.51)

After substituting (4.2), (4.13), (4.4) in above equation, we get

FZ1 (x) =
[

1− exp

(
−ξ1

Ω̂SD1

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)

×exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)
exp

(
−ρsµσ2

eRk∗D1

Ω̂Rk∗D1

)

×
∫

∞

ξ2−σ2
eSRk∗

exp

(
−µ

yφEΩ̂Rk∗D1

)
exp

(
−yk

Ω̂SRk∗

)
dy
]

(4.52)

The above equation is valid only if x < a1
a2

After substituting (4.52) in (4.47), we get

C1 =
1

2ln(2)

∫ a1
a2

0

E

1+ x
dx (4.53)

E = exp

(
−ξ1

Ω̂SD1

)
+

[
1− exp

(
−ξ1

Ω̂SD1

)][ k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)

×exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)
exp

(
−ρsµσ2

eRk∗D1

Ω̂Rk∗D1

)

×
∫

∞

ξ2−σ2
eSRk∗

exp

(
−µ

yφEΩ̂Rk∗D1

)
exp

(
−yk

Ω̂SRk∗

)
dy
]

(4.54)

4.4.4 Ergodic Capacity Analysis of user2

The ergodic capacity of the user2 is given by

C2 = E
[

1
2

log2 (1+Z2)

]
(4.55)
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where Z2 is a random variable and Z2 = max
(
γ2,min

(
γR,2,γ

DF
2
))

C2 =
1

2ln(2)

∫
∞

0

1−FZ2 (x)
1+ x

dx (4.56)

where FZ2 (x) = P
(
max

(
γ2,min

(
γR,2,γ

DF
2
)))

(4.57)

FZ2 (x) = P
(
γ2 < x∩min

(
γR,2,γ

DF
2
)
< x
)

(4.58)

After simplifying the above equation, we can rewrite it as follows

FZ2 (x) = P(γ2 < x)
(
1−P

(
max

(
γR,2,γ

DF
2
)
> x
))

(4.59)

After, substituting (4.19), (4.32), (4.25) in (4.59), we get

FZ2 (x)=P
(
|ĥSD2|2 < ξ3

)1−P

|ĥSRk∗ |
2 > ξ4∩|ĥRk∗D2|2 > ξ5

σ2eRk∗D2 +
1(

|ĥSRk∗ |
2+σ2

eSRk∗

)
φE ρs



where ξ3 =
x
(

1+σ2
eSD2

ρs

)
(a2−a1βSD2x)ρs

, ξ4 =
x
(

1+σ2
eSRk∗

ρs

)
(
a2−a1βSRk∗x

)
ρs
, and ξ5 =

x(
a2−a1βRk∗D2x

)
ρs

(4.60)

After, substituting (4.2), (4.13), (4.4) in above equation, we get

FZ2 (x) =
[

1− exp

(
−ξ3

Ω̂SD2

)][
1−

k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)

×exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)
exp

(
−ξ5σ2

eRk∗D2

Ω̂Rk∗D2

)

×
∫

∞

ξ4−σ2
eSRk∗

exp

(
−ξ5

yφEΩ̂Rk∗D2

)
exp

(
−yk

Ω̂SRk∗

)
dy
]

(4.61)

The above equation is valid if x < a2
a1βSD2

After, substituting (4.61) in (4.56), we can rewrite it as follows

C2 =
1

2ln(2)

∫ a2
a1βSD2

0

F

1+ x
dx (4.62)

F = exp

(
−ξ3

Ω̂SD2

)
+

[
1− exp

(
−ξ3

Ω̂SD2

)][ k=K

∑
k=1

(
K
k

)
(−1)(k−1)

(
k

Ω̂SRk∗

)

×exp

(
σ2

eSRk∗
k

Ω̂SRk∗

)
exp

(
−ξ5σ2

eRk∗D2

Ω̂Rk∗D2

)

×
∫

∞

ξ4−σ2
eSRk∗

exp

(
−ξ5

yφEΩ̂Rk∗D2

)
exp

(
−yk

Ω̂SRk∗

)
dy
]

(4.63)
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4.5 Numerical Results and Discussions

In this section, we will analyze the derived closed-form expressions. We also demonstrate the ef-

fects of various parameters on outage probability, overall system throughput, ergodic capacity for

the proposed system model. For numerical investigation, we set a1 = 0.7, a2 = 0.3, γth = 2 dB,

np = 4, R1 = 1.5,R2 = 1.5, ΩSD1 = (1)−4, ΩSD2 = (0.75)−4, ΩSRk∗ = (0.5)−4, ΩRk∗D1 = (0.5)−4, and

ΩRk∗D2 = (0.25)−4, =0.7, η = 0.8, S = 4.

For simplicity assume βSD2 = βSRk∗ = βRk∗D2 = β and σ2
eSD1

= σ2
eSD2

= σ2
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= σ2
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= σ2
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= σ2
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Figure 4.1: Outage Probability vs. Average SNR of user1 for different values of β . σ2
e = 0

Figure 4.1 shows the effect of value of β on the outage probability of the user1. From the plot,

we can observe that with the decrease in the value of β , the outage performance improves. This is

because of the residual interference due to imperfect SIC decreases with decrease in β . For user1

to achieve the outage probability of 10−2, the SNR required for the system with β = 0, β =0.15, β

= 0.175, and β = 2 are 7.8 dB, 8 dB, 10 dB, 13 dB, respectively. So, the SNR gain achieved by

the system with β =0.15, β = 0.175, and β = 2 w.r.t system with β = 0, are 0.2 dB, 2.2 dB, 5.2

dB respectively. So, it has been inferred that in order to achieve the same outage performance that

is obtained by the system having perfect SIC, the system having imperfect SIC have to transmit the

signal with more power. When SNR increases, the outage probability tends to decrease. It is because,

as SNR increases, the signal becomes much stronger than the noise.
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Figure 4.2: Outage Probability vs. Average SNR of user2 for different values of β . σ2
e = 0

Figure 4.2 shows the effect of value of β on the outage probability of the user2. From the plot, we

can observe that with the decrease in the value of β , the outage performance improves this is because

of the residual interference due to imperfect SIC decreases with decrease in β . For user2 to achieve

the outage probability of 10−2, the SNR required for the system with β = 0, β =0.15, β = 0.175, and

β = 2 are 6.5 dB, 7 dB, 9 dB, 13.5 dB, respectively. So, the SNR gain achieved by the system with β

=0.5, β = 2.5, and β = 2 w.r.t system with β = 0, are 4.5 dB, 6.5 dB, 7 dB respectively. So, it has been

inferred that in order to achieve the same outage performance that is obtained by the system having

perfect SIC, the system having imperfect SIC have to transmit the signal with more power.
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Figure 4.3: Outage Probability vs. Average SNR of user1 for different values of σ2
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Figure 4.4: Outage Probability vs. Average SNR of user2 for different values of σ2
e . β = 0

Figure 4.3 and Figure 4.4 show the effect of value of σ2
e on the outage probability of the user1 and

user2 respectively. From the plot, we can observe that with the increase in the value of σ2
e , the outage

performance improves and this is because of the decrease in channel estimate errors. For both user1

and user2, with an increase in the SNR value, the outage performance for the system with perfect CSI

46



improves. However, if the system has hardware impairments, i.e., imperfect CSI, the outage floor is

achieved at a high SNR region. The outage floor exists if there are any hardware impairments in the

system.
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Figure 4.6: Ergodic Capacity vs. Average SNR of user2 for different values of σ2
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Figure 4.5 and Figure 4.6 show the effect of value of σ2
e on the ergodic capacity of the user1 and
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user2 respectively. For both user1 and user2, with an increase in the value of the σ2
e , ergodic capacity

suffers a rate loss and approaches ceiling at high SNR region. For user1 with an increase in σ2
e value

from 0 to 0.05, the ergodic capacity reduces by 0.02 bps/Hz at the high SNR region. For user2 with an

increase in σ2
e value from 0 to 0.05, the ergodic capacity reduces by 3 bps/Hz at the high SNR region.

For user1, the ergodic capacity saturates at the high SNR. It is because user1 decodes its signal by

considering the user2 signal as noise. For user2, the ergodic capacity increases linearly with SNR. It

is because while decoding its signal, user2 has no interference with the user1 signal.
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Figure 4.7: Ergodic Capacity vs. Average SNR of user2 for different values of β . σ2
e = 0

Figure 4.7 shows the effect of value of β on the ergodic capacity of the user2. Ergodic capacity

increases with a decrease in the value of β . The ergodic capacity suffers a rate loss and approaches

ceiling at high SNR region if the system was having imperfect SIC. With an increase in beta value

from 0 to 0.01, the ergodic capacity reduced by 3.5 bps/Hz at the high SNR region.

4.6 Conclusions

In this chapter, the performance analysis of the SWIPT-enabled cooperative NOMA system model for

DF networks with imperfect CSI and SIC is carried out by deriving the exact outage probability and

ergodic capacity expressions in closed-from over Rayleigh fading channels. Furthermore, closed-

form expressions for performance metrics such as outage probability and ergodic capacity of the

proposed system model are implemented in MATLAB. From simulation results, it is observed that
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the outage performance of the proposed system model for both users improve with the decrease in

value of β and σ2
e = 0. If the system has hardware impairments, i.e., imperfect CSI, the outage floor

is achieved at a high SNR region. The ergodic capacity suffers a rate loss and approaches ceiling

at high SNR region if the system had imperfect SIC. Also, it is observed that ergodic capacity for

user1 saturates at high SNR while ergodic capacity for user2 proportionally increases with SNR. It is

inferred from the simulation results that the ergodic capacity of both users increases with an decrease

in value of β and σ2
e = 0. Finally, the simulated outage probability and ergodic capacity values

obtained from Monte Carlo simulations agree well with the theoretical outage probability and ergodic

capacity values. Therefore, the derived expressions are validated using Monte-Carlo simulations as

well.
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Chapter 5

Conclusions and Future Works

This thesis examines the performance of the following three system models: cooperative NOMA for

DF relay networks, SWIPT-enabled cooperative NOMA for DF networks, and SWIPT-enabled coop-

erative NOMA for DF networks with imperfect SIC and CSI. The analytical framework in this thesis

has been carried out over Rayleigh fading channels. The derived closed-form expressions for perfor-

mance metrics are validated by Monte-Carlo-based simulations.

5.1 Conclusions

In chapter 2, we investigated the performance of the proposed system model of NOMA with partial

relay selection for DF Relay Networks. The closed-form expressions for performance metrics such

as outage probability, ergodic capacity, and overall system throughput of the proposed system model

are derived and implemented in MATLAB. Numerical results elucidated the effect of the number of

relays on the performance of the proposed system. Our proposed system outperforms the system

without relay in terms of outage probability and system throughput.

In chapter 3, we investigated the SWIPT-enabled cooperative NOMA system model for DF net-

works. The closed-form expressions for performance metrics such as outage probability, ergodic

capacity, energy efficiency, and overall system throughput of the proposed system model are derived

and implemented in MATLAB. From the numerical results, we have observed the effect of target rate

on the energy efficiency and observed the impact of the number of relays on the system performance.

In chapter 4, we investigated the SWIPT-enabled cooperative NOMA system model for DF net-

works with imperfect CSI and SIC. The closed-form expressions for performance metrics such as

outage probability, ergodic capacity, and overall system throughput of the proposed system model are
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derived and implemented in MATLAB. From the numerical results, the effect of hardware impair-

ments like channel estimate error and level of residual error on the performance of the system are

investigated.

5.2 Future Works

The scope for the future work can be summarized as follows:

• The performance of the SWIPT-enabled cooperative NOMA system model is carried out by

assuming a linear energy harvesting model. However, in practical scenarios, linear energy

harvesting models are not possible. Hence, performance analysis was carried out by considered

non-energy harvesting models.

• The performance of all proposed system models is carried over the Rayleigh fading channel

model. Hence, performance analysis is carried out over generalized fading channel models.

• Investigation on the performance of SWIPT-enabled cooperative NOMA with incremental re-

laying has not been found in the literature. Hence, the performance analysis of the SWIPT-

enabled cooperative NOMA system with incremental relaying is one of the key areas which

can be thoroughly explored.

• In order to make our proposed system model more spectral efficient, FD technique can be

employed. So, performance analysis can be carried out by considering the FD mode at relays.

• We will also discuss the implications of physical layer security in terms of the probability

of secrecy capacity and secrecy outage probability. The average secrecy capacity and secrecy

outage are the important secrecy performance metrics to evaluate the security performance over

active and passive eavesdropping, respectively. We believe that the secrecy performance results

will open a new way of designing secure SWIPT-enabled NOMA networks.
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