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 Deep learning has recently emerged as a promising alternative in Human Activity 

Recognition (HAR) scenarios in ubiquitous and wearable sensors. The HAR enables us to employ a 

number of applications such as forecasting activity, health care systems by monitoring their 

behaviour, assisting the elderly or dementia patients, and so on. Therefore, there are numerous 

machine learning algorithms which are used in the Human Activity Recognition(HAR) such as, 

support vector machine, random forests, hidden markov model and so on. The problem with the 

traditional machine learning model is that we need to extract features manually. It requires expert 

domain knowledge and a very tedious task—The primary concern with adopting deep learning is 

that we do not need to extract features explicitly. Problems with real-world datasets, most notably 

imbalanced datasets and poor data quality, continue to limit the accuracy of activity recognition.  

The processed data is separated into overlapping, fixed-size panes. This window gives input to the 

1D CNN and extracts the features from each window, which are then provided to the LSTM 

network. This thesis proposed a one-dimensional Convolution neural network (or CNN) long-short 

term memory or LSTM (or 1dCNNLSTM) model that recognises the activity from sensor data 

input. The 1dCNN is used as a feature learning from processed input data sequence. And LSTM 

maintains the information regarding or maintains the temporal features between sequences. 

Following that, the output features are fed into a series of fully connected layers for final activity 

recognition. The model's performance has been tested on the Opportunity dataset, a very complex 

dataset recorded in a rich sensors environment. The proposed model performance is tremendous in 

Human Activity Recognition and verified in the experiment chapter. 

Keywords: Assisted living, CNN, LSTM, Confusion matrix, ROC curves, Activity Recognition 
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Chapter 1 

Introduction 

 Technology has made our lives increasingly convenient over the years. A very good example 

of this is Smart Homes ,  an approach to home automation that provides us with security, comfort, 

ease, energy conservation. A specialised form of Smart Homes are Assisted Living Environments 

(ALE). These are living spaces for senior citizens and the differently abled that are endowed with 

various  types of sensors (wearable, camera, motion sensor, pressure sensor, ambient sensor, and so 

on) most of which are integrated to normal every day use objects and  appliances. ALEs  most 

importantly monitor the condition and well-being of residents. In addition to this, ALEs contribute 

significantly towards enhancing the quality and discipline of life by reminding residents of activities 

to be performed, assisting in more effectively conducting daily chores, and also providing 

appropriate suggestions for getting this done. ALEs are especially useful for  people suffering from  

dementia, Alzheimer's disease, or any other memory disorder  through regular reminders on tasks 

such as taking medications, having  breakfast, daily exercise, and others. 

Fig 1.1: HAR deep learning model for activity recognition
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Figure 1.1 depicts the HAR deep learning model and its many phases. The first step is to examine 

data preprocessing and segmenting the data samples into a fixed window size. The input is fed to 

the HAR model, which extracts characteristics from sensor readings. Finally, the output is predicted 

using the softmax activation function to identify the activity based on the class with the highest 

likelihood. 

  One approach in ALEs is the use of vision sensors to keep track of residents. While this is 

effective and numerous studies  have been conducted to test the efficacy of vision sensors in ALEs, 

the big drawback with these is that the privacy of residents is compromised. ,  This is why sensors 

play such an important role in effective monitoring of ALEs. 

  Human Activity Recognition (or HAR) is the category of study that deals with recognising  

or detecting residents' activities in ALEs. Human activity comprises prehistoric activities  such as 

standing, sitting, walking, and daily living activities  such as eating, cooking, grooming, sleeping to 

name a few. .  In this work,  we study the activities  of a single resident or subject. We utilise 

machine learning techniques on sensor data with the intent of effectively monitoring and 

recognising activities of a resident.  

 We collect data from a collection of heterogeneous sensors and employ various Machine 

Learning techniques such as  

Bayesian Networks, Conditional Random Fields, Hidden Markov Models, Convolutions Neural 

Networks (CNN),   Long Short Term Memory (LSTM) networks to effectively monitor and 

recognise Activities of Daily Living (ADL).  
 The main challenge with sensor datasets is the inherently noisy nature of the input. It is 

rather difficult to work upon sensor data sets than image or video data sets because it is difficult to 

analyse and conclude by looking at the numerical values. However, it is easy to understand the 

activity performed in videos or images. Several models, including Bayesian networks, conditional 

random fields, Hidden Markov Models, CNN, LSTM, and others, have been used to recognise 

ADLs from heterogeneous sensors. 

  

1.1 Background 
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  Sensors are in extensive use  nowadays, from little gadgets such as in mobile phones to 

colossal planes. Various sensors are available   such as accelerometers, gyroscopes, ambient 

sensors, torque sensors, temperature sensors, pressure sensors, to name just a few.  ALEs constitute 

an important  application are where sensors are actively employed. In an ALE, the primary purpose 

of sensors is to track the movement of occupants and recognise the activities  performed. Human 

Activity Recognition (HAR) is accomplished in two stages. 

The first stage involves 

•  handling raw sensor data to execute various  preprocessing procedures, 

• dividing the dataset into sliding window sizes of a defined length, and 

• splitting each time series into equal-length segments. A window size of  10 seconds is  

used in most  works in literature [11], [12],[13], [14], [15].  

   The second stage involves  

• extracting features from raw segments and, 

• running the activity classification algorithm. 

 The second stage is critical since the quality of  features extracted from the segments 

determines the overall accuracy of the HAR system. One approach that is widely used in literature  

is to rely on  hand-crafted features, that  require expert domain knowledge. Hand-crafted features 

include spectral entropy, minimum value, maximum value, auto-regressive, FFT coefficients. The 

other preferred technique is deep learning-based that automatically learns the required features from 

the data. The key benefit of this approach is that there is no need for manual feature engineering as  

deep learning learns and trains in an end-to-end manner.  

 In this work, we propose to recognise the current activity of a person in an ALE and also 

need to analyse his/her behaviour over a period of time and draw conclusions on his/her condition. 

To do this, we require not just a model that is effective in identifying activities but also one that is 

able to keep track of the identified activities over a period of time. Thus, in terms of sensor 

readings, the time series patterns of the readings need to be retained.  CNN is mostly unable to 

retain such  time series patterns in memory.  Sequential models are good candidates for maintaining 

such time-series patterns.  Recurrent Neural Networks (RNN) is one such sequential model that can 

efficiently perform such tasks. Long Short Term Memory (LSTM)  is a  special type of RNN 

architecture that   is widely used in time-series processing. In our work, therefore, we use a  hybrid 

model, comprising both a CNN and sequential LSTM model [16]. 
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1.2 Thesis contribution 
The main contributions of the thesis are as follows: 

 The thesis uses a combined form of two neural networks CNN and LSTM, creating a hybrid 

model that is able to effectively monitor and identify the activities of occupants of an Assisted 

Living Environment. 

The hybrid nature of the model allows it to follow activities over time and form inferences 

about a person's state based on continuous monitoring and observation. The proposed model is 

validated using a publicly available real-world dataset with a wide range of sensors. 

     The hybrid techniques reduces the computational complexity of traditional HAR approaches 

while retaining high accuracy. When compared to 2D-CNN, 1D-CNN works more effectively in 

resource-constrained contexts with limited resources. 

1.3 Organisation of the Thesis  

The thesis is organised into five chapters. A summary of each chapter is provided below: 

Chapter 1 (Introduction) 
This chapter describes the background details of activity recognition on sensor datasets, and 

contributions of the thesis. 

Chapter 2 (Literature Survey)   

This chapter provides the detailed literature survey and various activity recognition techniques. 

Chapter 3 (Monitoring Of Well Being Occupants)  
This chapter explains convolution neural network, 1-dimensional convolution neural network, and 

Recurrent neural network and its variant. In later part of this chapter explains the combine version 

of hybrid model. 
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Chapter 4 (Experiment Result and Analysis) 
In this chapter, we describe  the dataset that is  used to evaluate the model's performance. The 

Confusion matrices  and ROC curves are plotted in the second part of the chapter to evaluated  the 

efficacy of the proposed model. 

Chapter 5 (Conclusion and Future Work)  
This chapter concludes the  thesis with pointers to future work.  
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Chapter 2 

Literature Survey 

 Human Activity Recognition (HAR) encompasses a wide range of activities including 

behaviour analysis, monitoring, and gesture recognition. HAR, as shown in Figure 2.1, is done 

primarily using camera and sensor data 

 

    

   Figure 2.1: Types of HAR based on the Datasets 

     

 Camera datasets comprise sequences of images or videos that are used to recognise the 

activity  performed [17][18][19]. On the other hand, sensor data sets have several types of values, 

such as binary-valued sensors and real-valued sensors. Therefore we have to track the motion based 

on a rather heterogeneous dataset [6][7][8][9]. In this thesis, our primary emphasis is on sensor-

based HAR because of their privacy-respecting working mechanism.  

The sensors are not restricted to HAR, and may be expanded to monitor health conditions using 

sensor data such as EEG, ECG, and so on [16]. 



8

2.1 HAR Methods:  
 Different approaches have been devised to tackle sensor data in HAR systems. The 

conventional machine learning approaches used for this purpose include Decision Tree, SVM, 

HMM [20][21] are shown in Figure 2.2.The main issues with machine learning approaches is that 

they are heavily dependent on handcrafted features. To extract feature from the dataset is a tedious 

task and requires expert domain knowledge. 

 On the other hand, deep learning learns the high-level and meaningful features by training  

deep learning models.  

         M. Humayun Kabir et al. [20] propose a two-layer Hidden Markov Model for activity 

recognition. The activities are categorised depending on their locations, such as the restroom, 

kitchen, living room, and so on. Furthermore, the activities are categorised based on the object that 

the locations are placed in. Sensor data is segmented into fixed 60-second windows. The method is 

suitable only for binary sensors in a home environment. 

  Asghari et al. [21] describe a new online application of the Hierarchical Hidden Markov 

Model for detecting current activity on live sensor event streaming. The data stream is split in the 

first phase depending on the beginning and end of the activity patterns. The authors do not use a 

window technique to handle streaming sensor data as determining the appropriate window size adds 

another parameter. Instead of using a window, they offer a novel approach for determining the 
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sequential pattern of sensor data at the start and end of each activity. Detecting the boundary of each 

activity is also a kind of segment to recognise the activity. 

         Bryan David Minor et al. [22] propose a novel technique for predicting future activity 

occurrence times from sensor data utilising multiple imitation learning algorithms and converting 

the task to a regression problem. The approach is based on an activity recognition algorithm devised 

by Krishnan and Cook [23] on streaming sensor data. The activity recognition algorithm extracts 

features from a sliding window containing the sensor values. The optimal window size used in the 

experiments is 30.  

          Francisco Javier Ordóñez et al. [9] introduce a deep neural network for activity recognition. 

The term deep neural network implies a combination of CNN and RNN architectures, which are 

named DeepConvLSTM. The aim of the convolutional layers is to extract the features of the sensor 

data. The recurrent layers are used to learn the temporal dynamics of the sensor signal. The method 

was evaluated on two different datasets, and based on the dataset, the window size is varied. The 

window size is 500 ms, and the step size is 250 ms, which implies that the step size is overlapping 

and is utilised for evaluation. 

 CNN is also widely used in human activity recognition systems [7],[13]. In [13], CNN is 

applied to the mobile sensor dataset to capture scale-invariance and local dependency. Furthermore, 

they propose a weight sharing method called partial weight sharing.  In [7], CNN is used to extract 

local features and calculate certain statistical features to retain information about global features. 

The window size interval is between 1 second and 2.56 seconds and the segment size is 50 to 128 

for the UCI dataset. The WISDM dataset window is 20 to 200 or between 1 second and 10 seconds 

with a step size is 20. 

 A supervised classification algorithm such as a support vector machine is adopted for human 

activity recognition in [26]. The advantage of using SVM is that it requires a small set of data to 

train and test compared to CNN or other neural networks. SVM kernel is used for the non-linear 

problem and the authors test two types of kernel and compare them. For multi-class classification, 

three methods exist: M-SVM, one-versus-one, and one-versus-all. In this paper, the one-versus-one 

method is used because it minimises the indeterminate zone compared to one-versus-all. The feature 

extraction is done manually and the features are chosen for conducting experiments on two subjects 

and identifying the essential features. 

One more hybrid deep learning technique in human activity recognition is by Jing Zhao et al. [25]. 

This work acknowledges certain specific activities as well as the transition between two different 
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activities. The transition between two tasks has a short length and occurs infrequently. The hybrid 

deep learning approach defines the collection of LSTM layers placed on top of the 1-dimensional 

CNN layers. The proposed model is evaluated on a dataset to determine all parameters that impact 

accuracy and the optimum parameters for the model. 

  

In [28] the authors discuss an unsupervised machine learning approach to feature learning from 

sensor data. The approach includes PCA, auto-encoder, de-noising auto-encoder. Instead of using a 

window technique, the authors adopt a channel-wise way that learns the features of each channel 

and concatenates crucial features from the channels. There are two-channels in this accelerometer 

and gyroscope. 
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Chapter 3


Monitoring the Well-Being of Occupants


 We propose a hybrid neural network model for activity recognition from sensor data in an 

assisted living environment. An assisted living environment is equipped with a plethora of various 

types of sensors. The sensors are wired and wireless, and the possibility of errors in wireless sensors 

is usually high. To overcome this, we perform data preprocessing steps to remove corrupt values 

and/or noisy values, missing values, and outliers from the dataset. Subsequently, the sensor dataset 

is partitioned into overlapping window sizes. The significance of partitioning is that the model can 

learn the dependency on the sequences we provide in the window, and can use it for subsequent 

sequences. Finally, the window is given to the hybrid model as input.   

 A myriad of machine learning algorithms such as Support Vector Machine, Decision Tree, 

Neural Network, and other probabilistic graphical methods have been used for activity recognition. 

In this work, we propose a hybrid model for activity recognition that incorporates two machine 

learning algorithms: the first stage machine learning algorithm is a 1D-CNN and it extracts features 

from the sensor's input data; subsequently, the output of the 1D-CNN is fed into an LSTM model 

which does the needful to recognise the activity. 

 The proposed human activity recognition system consists of the following steps: 

• Sensor preprocessing and partitioning the data into windows or segments: Before 

performing any operation, the raw sensor data is preprocessed and normalised. The 

sensor dataset is split into windows each with a specified number of sequences. 

• The preprocessed data is fed into the 1D-CNN model to learn the relevant features 

required to recognise various activities. 

• The output of the 1D-CNN acts as the input of the LSTM network. The LSTM layers 

are updated after each time step. The input of the LSTM layer at time t are the 

elements of all the feature maps at the 1D-CNN layer at time t, with t=1......T. 
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The architecture of the hybrid model is shown in Figure 3.1. 
 

A detailed description of the 1D-CNN and LSTM neural network are included in the following 

sections. 

3.1  1D-CNN  
 The conventional CNN is intended to operate on 2D data such as images and videos. This is 

why they are referred to as “2D-CNNs”. A similar feature learning method is used for one-

dimensional data sequences, such as acceleration and gyroscopic data for human activity 

recognition. The model learns to extract features from observation sequences and to map internal 

features to distinct activity categories. The benefit of using CNNs for sequence classification is that 

they can learn from the raw time series data directly and do not require domain expertise to extract 

features manually. The model can learn the pattern associated with the time-series dataset of the 

sensors. It outperforms models fitted on a version of the dataset with extracted features. In dealing 

Figure 3.1: Architecture of Hybrid Model 
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with one dimensional signals, 1D-CNN has certain advantages over 2D-CNN for the following 

reasons: 

• While training a 1D-CNN, basic array operations will be performed instead of matrix 

operations in a 2D-CNN. The computing complexity, therefore, is considerably reduced. 

• Training a 2D-CNN model requires special hardware such as GPU. On the other hand, 1D-

CNN can be trained using a standard CPU implementation. 

• Owing to their low computation requirements, 1D-CNNs are well suited for real-time and 

low-cost applications. Lightweight devices, in general, imply devices whose computation 

requirements are limited such as sensor nodes, mobile phones, and other handhelds devices. 

 

 

Figure 3.2 shows the convolution operation in 1D-CNN and explains how it is differs from the 

conventional CNN convolution operation. An important difference is that we can afford to use 

larger convolution windows with 1D-CNNs. In a 2D convolution layer, a 3 × 3 convolution window 

contains 3 × 3 = 9 feature vectors; whereas with a 1D convolution layer, a convolution window of 

size 3 contains only 3 feature vectors. We can thus easily afford 1D convolution windows of size 7 

or 9. If we compare with 2D-CNN, it needs significantly less computing power and less memory to 

store the parameters. 

Figure 3.2: How 1D CNN works
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3.2 Long Short-Term Memory (LSTM) 
  

 Long short-term memory recurrent neural network is one of the most popular machine 

learning methods employed for handling sequential data. It keeps track of long-term dependencies 

and maintains information about the order. Following the CNN and pooling, the learned features are 

flattened to a single long vector and sent to the LSTM layer. We have added two fully connected 

layers or dense layers of LSTMs connected after the superficial LSTM layer. The fully connected 

layer ideally acts as a buffer between the learned features and the output, allowing the learned 

features to be interpreted before recognition of the activity. 

 The LSTM cell structure is shown in Figure 3.3. There are four gates that include: the cell 

state gate, forget gate, input data, and the output gate. These can collaborate with each other to 

preserve previous information and further improve the ability of learning useful information from 

accelerometer and gyroscopic time-series data. There are 128 neurons in both the Dense Layer1 and 

the Dense Layer2. 

 

 

 

c(t-1) c(t+1

h(t+1h(t-1)

Figure 3.3: LSTM cell structure and computational  

flow 
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3.3  Data Preparation For Hybrid Model 

 The preliminary step in activity recognition is to prepare the dataset for training the model. 

The dataset that we validate our model with is the OPPORTUNITY dataset [1]. The dataset needs to 

be preprocessed before being fed into the model. Preprocessing involves eliminating non-numerical 

(NaN) values and missing values, and to replace these values with the column's mean value.  The 

1D-CNN works directly with the preprocessed dataset. There are a total of 116 features or variables 

at each time step. Further, each data series is partitioned into overlapping windows of two-seconds 

of data or 60-time steps. The 1D-CNN requires a three-dimensional input, that can be described as:  

input-shape = (sample, steps, features) 

Where 'sample' represents the total number of windows, 'steps' represents each time step in the 

window, and 'features' refers to the total number of axes from all sensors used to collect data. 

 In Equation 1, Xij represents the sensors values of different types of embedded sensors; Yi 

denotes the output  that the model predicts. Four types of activities were recognised, and one more 

category belonging to null activity.  

Equation 1 is the standard structure of the dataset of the sensors.   

         (1) 

 We need to prepare the dimensions of this matrix dataset as per the model requirements. The 

dataset in Equation 1 is split into three dimensions based on the step size. The new input shape is as 

shown earlier: input-shape = (sample, steps, features). The splitting up of the data into three 

dimensional datasets increases the size of the data set in term of bytes. For example, the size of 

subject 1 before splitting is 149,676,640 bytes and it increases significantly to 9,492,329,472 bytes 

(excluding the output attribute).  

 The input matrix shown in Equation 2 is a 3D matrix and later reshapes into a four-

dimensional matrix because of splitting the dataset into sequences, and the further splitting of the 

dataset =

X11 X12 X13 . . . X1n Y1
X 21 X 22 X 23 . . . X 2n Y 2..
Xm1 Xm2 Xm3 . . . Xmn Ym
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sequences into subsequences. For example, the 60-time steps in each window can be split into two 

subsequences of 30-time steps each. 

                          (2) 

  

 The output is shown in Equation 3. There are a total of five activities in the dataset, 

including the null activity. We applied the ‘one-hot-encoding’ for dealing with categorical data in 

the output attribute. The given matrix is a binary matrix, and only one value in each row has a value 

of 1, the remaining values are 0.  

  

                (3) 

 These are the standard operations that we performed on the dataset before it was fed to the 

model. Some of the operations such as splitting the data into windows and further split up into 

subsequences were based on the size of the window. 

3.4  Hybrid Model Training  

 In the hybrid model being proposed, we combine the 1D-CNN and LSTM nets. First, the 

sensor data is pre-processed and normalised. Next, the 1D-CNN is designed to extract features from 

the sequential data. Finally, the LSTM layer further extracts some temporal features and predicts the 

activity. 1D-CNN can extract the effective features of time-series sequence data by performing 1D 

convolution operations using filters or kernels. 

 The hybrid model is trained in a supervised manner, back-propagating the gradients from the 

soft-max layer to the convolution layers of the 1D-CNN. The parameters are optimised based on the 

cross-entropy loss function using the Adam optimiser. Initially, the weights of the networks are 

assigned random values. At the beginning, the output is far from the actual values and the loss score 

Input =

X11 X12 X13 . . . X1n
X 21 X 22 X 23 . . . X 2n..
Xm1 Xm2 Xm3 . . . Xmn

output =

y11 y12 y13 y14 y15
y21 y22 y23 y24 y25

..
ym1 ym2 ym3 ym4 ym5
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is high. With every example that the network processes, however, the weights are adjusted in the 

correct direction and the loss score begins to decrease. 

 The gradients with respect to each weight and bias were computed backwards from the last 

layer to the first layer using the back-propagation method after the loss was known. The 

optimisation procedure was used to update the new weights and bias in the opposite direction of the 

gradients, with the goal of minimising loss. 

The summary of the proposed hybrid model is depicted in Figure 3.4. The figure shows the total 

number of trainable parameters for the hybrid model. It contains information related to layers such 

as number of layers, number of neurons on each layer, and other relevant information. 

 

Figure 3.4: Hybrid model summary  
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Chapter 4 

Experimental Results and Analysis 

  

 We evaluate the thee efficacy of the hybrid model in recognising activity using the 

Opportunity Dataset [1]. We divide each user dataset into ‘training’ and ‘testing’ parts and train and 

test the model respectively for each user with the corresponding data. In each case, we investigate 

the accuracy further, we plot the respective confusion matrix. 

4.1 Dataset 

 The Opportunity dataset is used to assess our model's performance. The Opportunity dataset 

[1] is made up of a collection of complex naturalistic activities gathered in a sensor-rich 

environment. Overall, it includes recording four subjects in a daily living scenario, conducting 

morning activities with sensors of various modalities embedded into the surroundings, the item, and 

on the body, as shown in Figure 4.1. During the recordings, each subject participated in five 

Activities of Daily Living (ADL) and one drill session. During each ADL session, subjects 

performed the activity without any constraints. The ADL was on working in the kitchen an 

included: checking the utensils and ingredients in the kitchen, preparing coffee and drinking, 

preparing sandwiches, eating sandwiches, cleaning the kitchen, and others. In the drill session, the 

subjects performed 20 repetitions of a predefined set of 17 activities such as opening the 

dishwasher, closing the dishwasher, opening the fridge, closing the fridge, and others. 

 The our primary focus on the locomotion activity such Walk, sit, stand, and lying. The 

dataset comprises of 242 attributes and more than 5 lakhs data samples. There are various type of 

sensor used 145 attributes of body worn sensor, 60 attributes of the sensor which are embed to 

objects, 37 attributes of ambient sensors which are mounted on switches and drawers, kitchen 

appliances and doors and reed switches are placed on dishwasher and drawers.   
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Instead of using all the attribute we used those attribute which highly involved in the locomotion 

activities. We used body worn sensors dataset to accomplish our task and total attributes are 144. 

After the pre-processing step we further reduces the dimensions of the dataset by investigating the 

values of the particular sensor.  The dataset we used consist of real valued attribute except the 

output attribute which is unique id given to each activity.  

4.2 Results 

 To train and test our model for this thesis, we use the identical subset used in the 

Opportunity challenge dataset. We only consider the locomotion activity, and the dataset is divided 

into the ‘training’ and ‘testing’ set for each subject. 

 We measure the performance of our model by plotting the Confusion Matrix and the 

Receiver Operating Characteristics (ROC) curves. Confusion matrices contain information related 

to the actual label and the predicted label for locomotion classification. We identify the 

classification errors, as well as their quantities. 

Figure 4.1: Placement of on body sensor in Opportunity dataset[1]

(left: Inertial measurement unit, right: 3-axial accelerometer [1]  
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 The ROC is a graph that depicts a classification model's performance across all 

classification levels. The ROC curve plots two parameters, i.e., the true-positive rate and the false-

positive rate.  

With the help confusion matrix, we can calculate the other performance metrics to see how well our 

model generalise. 

1. Accuracy is one of the metric for evaluating classification model. 

   

                      

 Accuracy alone doesn’t tell the whole story when we are working with class imbalance 

classification. We have to look some other metrics for class imbalance classification problem.  

2.  Precision is tells the proportion of positive classification correctly. 

   

                                

3. Recall calculates the actual positive classification correctly.  

                         

  4. F1-score is harmonic mean of precision and recall. 

    

Accuracy =
Number of correct predict ion
total number of predict ions

Precision =
Tr ue Posit ive

False Posit ive + Tr ue Posit ive

Recall =
Tr ue Posit ive

Tr ue Posit ive + FalseNegat ive

F1 − Score =
2 * Precsion * Recall
Precision + Recall
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  All these metric are shown in Table 4.1 for all the subjects. 

              

The performance of our model is calculated for each subject and a detailed discussion on the 

confusion matrix and  ROC curves in included in the remainder of this chapter. 

       

Subject 1:  
 The confusion matrix for subject 1 is shown in Figure 4.2. We observe that the null class is 

incorrectly classified more than 40% of the time. The model is unable to discriminate between the 

null-class and the standing type of locomotion, resulting in poor model performance. It is also worth 

noting that the static activity is generally accurately categorised. Static activities comprise 

locomotion types such as sitting, and lying down.. 

 The ROC curves are mostly used for binary classification. In a multi-class classification 

scenario, the one-versus-all technique is utilised to make it work like a binary class classification. 

The same effect analysed by the confusion matrix is also analysed using the ROC curves. When 

compared with other classes, class 0 has the smallest area under the curve. In the ROC plot in 

Figure 4.3, class 0 is the same as the null class in the confusion matrix. This leads us to a similar 

conclusion as that drawn by the confusion matrix. 

 

 Figure 4.2 Confusion matrix of subject 1
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Subject 2: 

 The confusion matrix of subject 2 is shown in Figure 4.4. The model behaves in a manner 

similar to that of subject 1. The null class is again wrongly classified more than 30% of the times. 

Almost 50% of the null values are wrongly classified as the ‘walk’ class. The walk class is the 

second most incorrectly classified class, with a rate of more than 32% of the incorrect labels being 

‘stand’ instead of ‘walk’. Lastly, the class sample ‘stand’ is predicted in almost all the classes and 

most of them are predicted correctly.  

 The same effect is observed in the ROC curve in Figure 4.5.  Class 0 has the least area under 

the curve, which is the equivalent null class in the confusion matrix of Figure 4.6. Similarly, class 1 

has the second least area under the curve and corresponds to the walk class. The ROC curve 

provides important insights on the variations in the true positive rate against the false-positive rate. 

Similar to the earlier observations, class 1 has the least but one area under the curve. Class 1 

corresponds to the ‘walk’ class in subject 2's confusion matrix. 

 The activity recognition system seems unable to discriminate between the null class and 

other classes. The null class reflects an error in input or other issues while recording the activity. 

The null primarily affects the overall system performance and degrades its accuracy. 

                 

 Figure 4.3 ROC curves of subject 1
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 Figure 4.4 Confusion matrix of subject 2

 Figure 4.5 ROC curve of subject 2
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Subject 3: 

 A confusion matrix is a standard tool for analysing classification model results. It quantifies 

the number of labels that are erroneously and adequately predicted. The confusion matrix of subject 

3 is shown in Figure 4.6. The Human Activity Recognition (HAR) system suffers from significant 

errors while predicting the null class. If we analyse it further for subject 3, the null class is predicted 

wrongly more than 50% of the times. On most such occasions, the model predicts the null activity 

as a ‘stand’ activity. The ‘walk’ class is the second most undesirable class for the model for 

classification. We do observe, however, that the model can predict activities correctly that do not 

involve any mobility other than the null class.  

 Another way to analyse the model performance is the ROC curve shown in Figure 4.7. Class 

0 has the least area under the curves and the null class in the confusion matrix. If we compare with 

other subjects' performance, the curve corresponding to subject 3 has the smallest area under the 

curve for class null. 

 

 Figure 4.6 Confusion Matrix of subject 3
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Subject 4: 

 The confusion matrix of subject 4 is depicted in Figure 4.7. As previously discussed in the 

cases of subject 1 through subject 3, the model underperforms in predicting the null class. 

Nevertheless, the performance of the HAR system in the predictions for subject 4 are high as 

compared to the others. The incorrect prediction of the null class is only around 19% and of these, it 

predicts the null class as the ‘walk’ class 61.28% of the times. There remains, however,  an issue 

with handling the ‘walk’ class by the model. It predicts 40% of the total walking instances wrongly. 

Furthermore, the model is unable to distinguish between the ‘walk’ class and the ‘stand’ class. The 

performance of the remaining classes, i.e., stand, sit, and lying down is good enough because there 

is no physical movement in these types of activity. 

Just as in the case of the earlier subjects, there is one more way to analyse the classification model 

and that is using the ROC curve. The ROC curves are used to address the one-versus-all approach. 

The area under the curve for class 0 is 0.96, which is higher than that for other subjects. However, it 

underperforms when predicting class 2, which is the ‘walk’ class, and the area under the curve is 

0.90, which is the lowest. The activity ‘lying down’ scores the highest in terms of correct 

predictions in all the subjects compared to other activities. 

 Figure 4.7 ROC curves of subject 3
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 Figure 4.9 ROC curves of subject 4

 Figure 4.8 Confusion matrix of subject 4
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There are some certain other measures in order to more deeply analyse the results provided by the 

model. Accuracy is quite straightforward to calculate. However, it has significant drawbacks 

because it does not consider anything related to the class imbalance dataset and tends to mislead the 

model. The other measures that help us gain better insight include: recall, precision, and the F1-

score shown in Table 4.1. The formulations for these measures are discussed earlier in the chapter. 

In all these measurements, we calculate the True Positive, True Negative, and False Negative. The 

True Positive shows the number of accurately categorized predictions, whereas a certain class 

incorrectly rejects the false negative. True Negative implies the number of incorrectly identified 

predictions. 

 

Accuracy Precision Recall F1-Score

Subject 1 0.822148 0.822148 0.822148 0.822148

Subject 2 0.820462 0.820462 0.820462 0.820462

Subject 3 0.794648 0.794648 0.794648 0.794648

Subject 4 0.801264 0.801264 0.801264 0.801264

Table 4.1: Other evaluation metrics for all the subjects
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Chapter 5 

  

Conclusions and Future Work 

 In this thesis, we propose an approach for Human Activity Recognition (HAR) that are 

especially useful in an Assisted Living Environment. The proposed method is a hybrid approach 

and combines the working of a 1D-CNN and an LSTM Neural Network. The approach potentially 

reduces the computational complexity of usual HAR approaches. As an HAR works with streaming 

sensor data, we use a sliding window technique to effectively handle the same and also to utilise the 

temporal features properly. The key advantages of the proposed method are: i)  the feature 

extraction is carried out in a task-dependent and non-handcrafted manner; ii)  when it comes to 

classification of human activities, the extracted characteristics have greater discriminative strength;  

iii) the model learns dependencies between sequences and keeps them in the same order as they are.  

 The performance of the proposed method is discussed in Chapter 4 of the thesis. The model 

is seen to perform well especially with activities like ‘lying’, ‘sit’, and ‘stand’. There is, however, 

considerable class imbalance with all  subjects of the dataset. Of the remaining activities, the 

model's performance somewhat degrades because the model is unable to distinguish between the 

‘walk’ and null classes. The null activity is rejected incorrectly and predicts either ‘walk’ or ‘stand’.  

‘walk’ is the second most undesirable class from the model's perspective. To improve the model's 

performance, one approach could be removal of all instances of the null class because it does not 

belong to any activity. Overall, the critical point related to the model's performance is that it can 

correctly classify activities without any motion involved. We believe that the proposed method can 

compete as a feature learning and classification tool for the HAR problem.  

 In the future, we plan to further refine the model to identify more complex activities like 

preparing a sandwich, preparing coffee, having a drink, and so on. Such activities are termed 
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complex because they are a combination of a large number of simple activities and a separate set 

and orientation and sensors would be required for each. 
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