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Abstract

Various security and performance issues of authentication and key agreement

(AKA) protocols exist in the cellular networks. We examine the security and

performance issues of the authentication protocols present in second-generation

(2G) Global System for Mobile Communications (GSM), 3G Universal Mobile

Telecommunication System (UMTS), and 4G Long Term Evolution (LTE) cel-

lular networks.

The efficient and secure AKA protocols for the cellular networks are proposed

and analyzed. We propose SAKA protocol for the GSM network that overcomes

the basic limitation of GSM-AKA protocol by providing bidirectional authen-

tication. It reduces the storage space, overheads, and the required bandwidth

by adopting a scheme of generating a delegation key. Similarly, the delegation

key concept is used in the proposed ES-AKA and Secure-AKA protocols for the

UMTS network, which lowers the bandwidth consumption and overheads during

the mutual authentication. A puzzle-based solution scheme is introduced in the

proposed Secure-AKA protocol that prevents the UMTS network from denial of

service (DoS) attack. The proposed protocol for LTE network computes more

functions at user and the server in order to protect the actual identity of user

and key set identifier over the network without increasing the total number of

bits to be transmitted as compared to the original LTE authentication protocol.

Moreover, improved secure algorithms namely NewA3, NewA8, and NewA5 for

the GSM network and MAES-128 algorithm for the UMTS network are proposed

and implemented to enhance the security system of GSM and UMTS network

architecture. In order to develop secure Short Message Service (SMS)-based

applications in the cellular networks, the short messages are provided with end-

to-end secure delivery of message information from the sender to the recipient.

A secure and efficient SecureSMS protocol for secure delivery of value added ser-
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vices using SMS are proposed and analyzed, which provides the security services

like authentication, confidentiality, integrity, and non-repudiation. Another, the

EasySMS protocol is proposed that enables end-to-end secure transmission of

SMS between the mobile users. The ciphering process of EasySMS is imple-

mented by a modified AES algorithm (MAES with 256 bits block size and key

size), where SubByte and ShiftRow of AES are swapped, and an alternative

matrix is used (MixColumns) that is same as its inverse.

Furthermore, in various mobile services, it is always a challenge for the server

to handle maximum number of authentication requests simultaneously based on

its capacity to handle requests. The AKA protocols for SMS-based applications

are extended to provide secure delivery of value added services and end-to-end

SMS security to multiple recipients simultaneously, where the authentication

server is able to handle multiple requests in a batch. These protocols maintain

integrity during the transmission of messages and propose one time activation

code in order to protect the actual identity of mobile user over the network. We

have used a probability model to determine the number of malicious authentica-

tion requests in a batch. Further, an algorithm is also used to identify such users

that are removed from the batch in order to perform re-batch authentication.
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Chapter 1

Introduction

Current AKA protocols for cellular networks are used to authenticate users.

The existing security algorithms provide privacy to the transmitted information

over the network. However, these protocols have various security and perfor-

mance limitations. The security algorithms used with these protocols have been

proved vulnerable or provide weaker encryption. We propose secure and efficient

AKA protocols for 2G GSM, 3G UMTS, 4G LTE networks, which improve the

limitations of original authentication protocols.

1.1 Motivation and Scope

The security measures of first-generation (1G) were taken into account during

the design of 2G digital cellular system, i.e., GSM. In particular, the GSM sys-

tem was implemented in more than 70 countries around the world till 2002. The

existing security issues and limitations of GSM-AKA protocol are overcome by

3G UMTS-AKA protocol, which supports mutual authentication between the

network and the mobile user. Unfortunately, the UMTS-AKA protocol also

suffers from various security and performance issues including the transmission

of actual cipher and integrity keys (CK and IK) over the network, possibili-

ties of various attacks, and generation of huge communication and computation

overheads. Further, the 4G LTE network has been developed in order to pro-

vide high data speed and to connect and enable communication among various

heterogeneous networks. But, the identity protection of mobile user and the

clear text transmission of key set identifier are not covered by 4G LTE Evolved

Packet System Authentication and Key Agreement (EPS-AKA) protocol. Thus,
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1.2. OBJECTIVES

all these existing loopholes motivated us to develop secure and efficient AKA

protocols for 2G GSM, 3G UMTS, and 4G LTE networks.

Although we are running towards 4G/5G technology, the very basic cellular

network technology, i.e., GSM, is still not completely secure (GSM protocol

is vulnerable to various attacks, does not provide mutual authentication, and

GSM security algorithms have been proved vulnerable), which allows an attacker

to perform denial of service and session hijacking (impersonation attack) over

the GSM network. GSM/UMTS/LTE chipset developers never released any

hardware documentation to understand their core functionalities. These cellular

network companies buy the operating system kernel and the protocol stack from

third parties. Only few people working as operator have knowledge of these

protocols. In fact, no one has detailed technical knowledge outside the protocol

stack. There was no open source protocol implementation available, which could

provide the platform for more people to learn about the protocols and enable

quick prototyping/testing by modifying existing code in order to make it more

resistance. Nowadays, the open source implementation is available for the GSM

network. However, there is no such implementation available for UMTS and LTE

networks. We found that many cellular operators do not provide encryption for

GSM networks, and hence, making it difficult to know whether the information

transmitted over the network is secure or not.

Additionally, two mobile applications of the cellular networks that are fo-

cused in this thesis are as follows: (i) secure delivery of value added services

(VAS) using SMS, and (ii) end-to-end secure transmission of SMS for mobile

users. In both the problems, an authentication server (AS) is involved to au-

thenticate and verify whether the requesting mobile station or mobile user (MS)

is valid or not. Hence, the extension of both the problems are also addressed,

where the AS receives multiple authentication requests simultaneously or within

a very short time period and verifies all MS in a batch. The challenges of de-

veloping secure AKA protocols with efficient and reliable AS encouraged us to

analyze and develop batch verification-based AKA protocols for both problems.

1.2 Objectives

The main objectives of the thesis are as follows:

2



CHAPTER 1. INTRODUCTION

1. To propose and analyze a secure and efficient AKA protocol for

. 2G GSM network,

. 3G UMTS network,

. 4G LTE network,

. secure delivery of value added services using SMS, and

. end-to-end secure transmission of SMS for mobile users.

2. To propose and analyze a secure and efficient batch verification-based AKA

protocol for

. secure delivery of value added services using SMS, and

. end-to-end secure transmission of SMS for mobile users.

1.3 Key Contributions of the Thesis

This section presents the major contributions of this research:

Chapter 3 proposes and analyzes a new and secure AKA protocol named

SAKA (Secure Authentication and Key Agreement) for the GSM network. The

highlights of the proposed SAKA protocol are as follows:

1. The SAKA protocol

. eliminates various security and performance issues exist in the GSM

network,

. solves the need of synchronization between the MS and its Home

Location Register (HLR),

. generates less communication overhead as compared to all other ex-

isting and proposed GSM protocols, and

. prevents the GSM network from replay attack, redirection attack,

impersonation attack, and man-in-the-middle (MITM) attack.

2. On an average, it reduces 56% of the bandwidth consumption during the

authentication in comparison to the original GSM authentication protocol,

which is the maximum reduction of the bandwidth by any GSM protocol

from the literature.
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Further, the new and secure algorithms namely NewA3, NewA8, and NewA5

are proposed and implemented with respect to existing A3, A8, and A5 algo-

rithms in the GSM network. The NewA5 algorithm is based on block cipher and

its variants with cipher feedback, counter, and output feedback mode are pro-

posed to convert block cipher to stream cipher. These new algorithms are used

with the proposed SAKA protocol in the GSM network. Hence, the proposed

GSM architecture is secure from partition attack, narrow pipe attack, collision

attack, interleaving attack, and man-in-the-middle attack. Since, counter mode

provides parallelism, therefore, the NewA5 algorithm with counter mode is cho-

sen to encrypt and decrypt the message over the network.

Chapter 4 proposes two AKA protocols for 3G UMTS network: the ES-AKA

protocol and the Secure-AKA protocol. Following points describe our significant

technical contribution of the ES-AKA protocol:

1. The ES-AKA protocol

. provides mutual authentication between the MS and the HLR, and

between the MS and the Visitor Location Register (VLR),

. guarantees the freshness of the keys used in the protocol,

. is able to reduce the bandwidth consumption between the VLR and

the HLR, reduces VLR storage, and solves the synchronization prob-

lem that exists in the UMTS-AKA protocol,

. produces lesser communication overhead as compared to all existing

AKA protocols from the literature, and

. generates less computation overhead than UMTS-AKA, EXT-AKA,

S-AKA, and COCKTAIL-AKA protocols.

2. It prevents the UMTS network from redirection attack, man-in-the-middle

attack, replay attack, DoS attack, and active attacks in network corrup-

tion. It is found that no protocol other than S-AKA and ES-AKA provide

the prevention from DoS attack. Further, it is observed that the S-AKA

provides partial prevention, whereas the ES-AKA is free from flood of

authentication requests-based DoS attack.

3. On an average, it reduces 62% of the bandwidth consumption during the
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authentication process, which is the maximum reduction of the bandwidth

by any UMTS protocol from the literature.

4. On an average, it reduces 6% message exchanged ratio (in terms of com-

putations) during the authentication in comparison to the original UMTS-

AKA protocol.

5. A modified AES algorithm namely MAES-128 is proposed to implement

along with the ES-AKA protocol in the UMTS network.

Further, the Secure-AKA protocol (especially proposed to prevent DoS at-

tack) for 3G UMTS network contains following main features:

1. The Secure-AKA protocol

. provides mutual authentication between the MS and the HLR, and

between the MS and the VLR in the UMTS network,

. prevents the UMTS network from redirection and black-hole attack,

man-in-the-middle attack, replay attack, active attacks in the cor-

rupted network, denial of service attack, and dropping acknowledge-

ment (ACK) signal,

. is able to reduce the bandwidth consumption between the VLR and

the HLR, and reduces the VLR storage,

. solves the synchronization problem of UMTS-AKA as the mobile user

and the roaming network node do not require to maintain any counter

(this is possible with message authentication code (MAC3) and DK

key in the proposed protocol),

. hides the actual identity of each MS, i.e., International Mobile Sub-

scriber Identity (IMSI), and computes a Temporary Mobile Sub-

scriber Identity (TMSI) during the authentication process. The other

existing protocols do not provide identity protection over the network,

and

. produces lesser communication and computation overheads as com-

pared to all existing and recent AKA protocols from the literature.

2. On an average, it reduces 65%, 64%, 66%, 51%, 22%, 22%, and 22%

of the bandwidth consumption in comparison to UMTS-AKA, AP-AKA,
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EURASIP-AKA, S-AKA, COCKTAIL-AKA, X-AKA, and EXT-AKA re-

spectively. This 65% reduction in bandwidth consumption by Secure-AKA

is the maximum reduction of the bandwidth by any UMTS protocol.

3. On an average, it is able to lower the ratio of the messages exchanged in

terms of computations by 59%, 48%, 54%, 55%, 54%, 48%, and 59% during

the authentication with respect to UMTS-AKA, AP-AKA, EURASIP-

AKA, S-AKA, COCKTAIL-AKA, X-AKA, and EXT-AKA respectively.

Chapter 5 proposes an improved AKA protocol for 4G LTE network. The

contribution of protocol in terms of addressing various security issues are as

follows:

1. The proposed protocol

. completely hides the actual identity of user, i.e., IMSI, during the

authentication over the network,

. avoids the key set identifier of access security management entity

(KSIASME) to be transmitted over the network,

. is able to overcome user-id theft attack, man-in-the-middle attack,

and key-id theft attack over the LTE network, and

. solves the synchronization problem that occurred in the original EPS-

AKA protocol.

2. It reduces 6.1%, 11.8%, 11.7%, and 13.4% of the bandwidth consump-

tion during the authentication between the Mobility Management En-

tity (MME) and the Home Subscriber Server (HSS) considering single

authentication vector (AV) as compared to EPS-AKA, Kφien′s AKA,

Purkhiabani′s AKA, and Choudhury′s AKA protocols respectively.

3. It lowers 6%, 18.5%, and 12.9% of the communication overhead in compar-

ison to Kφien′s AKA, Purkhiabani′s AKA, and Choudhury′s AKA proto-

cols respectively. In other words, the proposed protocol is able to solve the

security issues without increasing the bandwidth requirement and commu-

nication overhead.
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Chapter 6 proposes and analyzes a new, secure and efficient protocol called

SecureSMS for the secure delivery of value added services to the mobile users.

The highlights of SecureSMS protocol are as follows:

1. The SecureSMS protocol

. generates lesser communication and computation overheads,

. provides the justified prevention against SMS disclosure, SMS spoof-

ing, replay attack, man-in-the-middle attack, over the air (OTA)

modification in SMS transmission, security issue in SMS transmis-

sion through Signaling System Number-7 (SS7), signer and content

verification attack, source substitution attack, time-memory trade-

off attack, codebook attack, key separation attack, and known key

attack, and

. proposes a scheme to store and implement the cryptographic algo-

rithms onto the SIM card.

2. On an average, it reduces 71% and 59% of the total bandwidth used during

the authentication as compared to SMSSec and PK-SIM respectively.

3. It provides end-to-end SMS security with authentication (by the SecureSMS

protocol), confidentiality (by encryption with AES/ Blowfish, preferred

AES-counter), integrity (SHA1/ MD5, preferred SHA1) and non-repudiation

(ECDSA/ DSA, preferred ECDSA).

Chapter 7 proposes an efficient batch verification-based protocol namely

EXTVAS-AKA, which enables the verification of multiple authentication re-

quests at one time for providing the secure value added services to multiple

mobile users. The highlights of the proposed protocol are as follows:

1. The EXTVAS-AKA protocol

. handles multiple authentication requests at one time or in a fixed

(very less) time duration,

. provides mutual authentication between each MS and the AS,

. protects the original identity of the MS during the transmission of

information over the network, and
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. maintains integrity in the communication medium between the MS

and the AS using MAC function to make it secure enough for trans-

mitting the information.

2. In the authentication requests from the device to the server, the EXTVAS-

AKA protocol reduces 14.29%, 50.69%, and 56.89% of the bandwidth con-

sumption as compared to ABAKA, BLS, and ECDSA-AKA protocols re-

spectively.

3. From the server to the device authentication requests, the EXTVAS-AKA

lowers the communication bandwidth by 70% and 85.63% in comparison

to ABAKA and ECDSA-AKA protocols.

Chapter 8 proposes EasySMS Protocol for end-to-end SMS security over the

network. The proposed protocol is having following features:

1. The EasySMS protocol

. provides mutual authentication between the MS and the AS,

. prevents the SMS information from various attacks including SMS

disclosure, over the air modification, replay attack, man-in-the-middle

attack, and impersonation attack, and

. transmits lesser number of transmitted bits and generates less com-

putation overhead as compared to SMSSec and PK-SIM protocols.

2. On an average, the EasySMS protocol reduces 51% and 31% of the band-

width consumption and reduces 62% and 45% of the message exchanged

ratio during the authentication process as compared to SMSSec and PK-

SIM protocols respectively.

3. To the best of our knowledge, this is the first protocol, which is completely

based on symmetric key cryptography and provides end-to-end SMS secu-

rity to the mobile users.

Chapter 9 proposes an efficient batch oriented authentication and key agree-

ment protocol namely BOPSMS, which provides end-to-end message security

during the communication between the mobile users over the network. The

advantages of the BOPSMS protocol are as follows:

8
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1. The BOPSMS protocol

. securely transmits the SMS messages from one MS to multiple MS

simultaneously,

. provides mutual authentication between the AS and the MS (sender),

and the AS and all recipient MS, and

. prevents the SMS message from various attacks like SMS disclosure,

SMS spoofing, replay attack, man-in-the-middle attack, OTA protec-

tion, and security protection over the SS7 channel.

2. The privacy of each MS (sender as well as all recipients) is well protected

during the authentication process.

3. From the device to the server batch authentication, the proposed approach

for the AS reduces 23.81%, 56.17%, and 61.68% of the transmission band-

width as compared to ABAKA, BLS, and ECDSA-AKA protocols respec-

tively, while from the server to the device, the proposed AS scheme low-

ers the communication bandwidth by 80% and 90.5% in comparison to

ABAKA and ECDSA-AKA protocols respectively.

4. To the best of our knowledge, this is the first batch oriented AKA proto-

col, which provides end-to-end security to the SMS, completely based on

symmetric key cryptography.

1.4 Organization of the Thesis

The entire thesis is organized in 10 chapters. Next chapter discusses the litera-

ture review of various AKA protocols for GSM, UMTS, and LTE networks, for

secure delivery of value added service, and for end-to-end SMS security.

Foremost, chapter 3 briefly describes the original GSM architecture, GSM-

AKA protocol, and existing encryption schemes of GSM network with their

weaknesses. The chapter proposes a new SAKA protocol for the GSM network.

The security and performance analysis of the proposed protocol is presented

and the behavior of protocol is discussed under an attack model. Further, new

and secure algorithms for the GSM network are proposed, analyzed, and imple-

mented. The security of these algorithms is evaluated in terms of cryptanalysis,

9
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brute force analysis, and operational analysis along with the justification against

various attacks. A brief analysis of attacks on real GSM phone with open source

software: Open Source Mobile Communications Base Band (OsmocomBB),

OpenBTS, and OpenBSC, is also discussed that focuses on possibilities of vari-

ous attacks in the current cellular network with some hands on experience.

Chapter 4 reviews original UMTS AKA protocol and its limitations. In

order to overcome various limitations of UMTS-AKA, a secure and efficient ES-

AKA protcol with an improved MAES-128 algorithm is proposed. The chapter,

further discusses the security and performance analysis of ES-AKA under the

communication, trust, and attack models. Next, various scenarios with black-

hole attack, dropping ACK signal issue, and DoS attack are presented with an

assumption that the adversary is more powerful than a normal user in terms

of resource consumption. In order to resolve these loopholes, a tour puzzle-

based solution namely Secure-AKA protocol is proposed with the discussion

of security requirements, drawbacks in the existing scheme, and improvements

to the existing scheme. The security analysis, performance evaluation, and

simulation of both the protocols are presented.

Chapter 5 proposes a secure and efficient AKA protocol for 4G LTE network.

This protocol improves limitations of the original EPS-AKA protocol in the LTE

network. The security and performance evaluation of the proposed protocol are

discussed along with implementation results. Finally, a formal security proof

of proposed AKA Protocol is derived in order to justify the security of the

authentication protocol.

Chapter 6 presents an efficient SecureSMS protocol, which provides the se-

cure delivery of VAS to the mobile user. The basic security requirements and

system model are considered for the effective design of the proposed protocol.

Its security check and performance efficiency is verified under an attack model.

Further, the chapter discusses the implementation aspects and reports simula-

tion results of the SecureSMS protocol with its formal proof.

A batch verification-based EXTVAS-AKA protocol for the secure delivery

of VAS to multiple mobile users is presented in chapter 7. The protocol proves

its security and efficiency under an attack model with the consideration of a

system and communication model for the required service. The reliability anal-

ysis of the proposed scheme and an algorithm to detect malicious request(s) in
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a batch, is discussed. Further, the simulation results of the protocol in terms of

execution time, verification delay, and re-batch verification delay are observed

and reported.

The EasySMS protocol for end-to-end secure transmission of SMS in the

cellular networks is proposed in chapter 8. The security of the protocol is ana-

lyzed under an attack model. The performance evaluation of EasySMS protocol

is presented and reports with respect to overheads and bandwidth utilization.

Further, the implementation results of a variant of AES algorithm called MAES

are discussed. The proposed algorithm is compared with other existing algo-

rithms in terms of encryption and decryption time. Next, the confidential inter-

val for different symmetric key algorithms are calculated in order to determine

the algorithm with most strict output.

Chapter 9 proposes a BOPSMS protocol for SMS security in a batch mode

under the system, communication and attack models. The security and perfor-

mance analysis are discussed in terms of resistance to various attacks, commu-

nication and computation overheads, and batch and re-batch verification delay.

The simulation results of BOPSMS are reported and formal proof of BOPSMS

protocol is presented.

Finally, last chapter summarizes the conclusions of this work with discussion,

and gives future research directions.
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Chapter 2

Literature Work

This section reviews various authentication protocols, which have been proposed

by various researchers for 2G GSM, 3G UMTS and 4G LTE networks, for deliv-

ering value added services to mobile users, and for secure transmission of SMS

between the mobile users.

2.1 2G GSM Network

Various authentication protocols have been proposed to improve the existing

GSM authentication protocol. However, most of them could not solve all the

drawbacks of GSM-AKA, mentioned in chapter 1. Some of them even proposed

to change the original architecture of GSM.

The challenge-response mechanism present in GSM-AKA protocol is a simple

authentication mechanism and is insecure [1], [2], [3]. Most of the mobile opera-

tors implement a single COMP-128 keyed hash function to generate SRES and

KC, instead of using A3 and A8 algorithms separately. In 1997, a leaked doc-

ument led to publication of COMP-128, which was used in place of A3/A8 [4].

In 1998-99, Briceno, Goldberg, and Wagner published an attack on COMP-128,

with which it is possible to find out the secret key Ki [5]. A partition attack

was launched on COMP-128 by Rao J. R. et al. [6]. The cipher algorithms used

in the GSM network, i.e., A5/1 [7], [8] and A5/2 [9], have already been proved

vulnerable. The latest attacks on A5/1 also suggest that this scheme should be

replaced [10].

Harn and Lin′s approach [2] eliminates the stored information in the VLR

and stores only the one-way result. However, the overhead occurred in each
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session for the computation of signed response (SRES) and secret key (KC) by

each subscriber is huge. Al-Tawil K. et al. [11] were interested in reducing the

authentication delay and the network signaling overhead by reducing the number

of messages, which leads to decreasing the call setup time without compromising

the GSM security. In the year of 1999, Lo and Chen [12], [13] proposed secure

communication protocols for the GSM network, which were more secure than

the existing GSM protocol. However, the proposed architecture of GSM was

changed and based on public-key cryptography. Unfortunately this protocol

could not solve the drawbacks of GSM-AKA. Afterward, Lee et al. [1] proposed

an enhanced privacy and authentication method for the GSM network that could

solve some drawbacks. The parameters are transmitted from the HLR to the

VLR in an encrypted mode that protects the signaling data from eavesdropping.

Further, some old proposed protocols based on the GSM architecture are

reviewed. Lee et al. [14] proposed a mutual authentication technique for the

GSM network. The main idea is that the HLR issues a ticket for the new VLR

where first time the MS is authenticated in a new location. Detailed analysis

shows that this technique only works correctly for the first MS authentication,

and cannot subsequently verify the network [15]. Chang et al. [15] developed a

modified version of the approach presented in [14], which overcomes this security

flaw. After the MS joins a new visiting area, a timestamp is added to the initial

message in the MS request. Afterwards, the HLR generates a certificate for the

VLR to authenticate the VLR by the MS. The secret key used for authentication

must be of at least 64 bits because an adversary can easily compromise 32-bit

key by listening to the wireless channel and by brute force attack [16].

Now, a brief look of recent technological advancement in the GSM archi-

tecture and its networks are presented. Fanian A. et al. [17] proposed a novel

mutual entity authentication using the TESLA protocol in 2009. However, us-

ing the TESLA protocol in the proposed mutual authentication protocol does

increase memory usage and processing time at MS. Further, they [18] proposed

a new approach to mutual entity authentication based on symmetric polyno-

mials in 2010. Yubo S. et al. proposed an idea in 2011 about catching the

phone number over the air by man-in-the-middle attack [19]. Unlike other ter-

minal detectors or interceptors, which only can catch the IMSI of the phone

number, this concept do the phone number catching by a man in-the-middle
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attack between the victim′s mobile station and the operator′s GSM network.

Southern E. et al. [20] proposes simple and effective solutions in 2011 to reduce

the possible attacks on the UMTS systems due to the integration with GSM.

Further, Firoozjaei M. D. et al. introduced a new location depended key gen-

eration management mechanism in 2012 and evaluated its applicability in the

GSM network [21]. They have used MS′s location information to generate the

key by geo-encryption algorithm. Unfortunately, all these recent protocols are

proposed with change in the original GSM architecture.

2.2 3G UMTS Network

In the UMTS-AKA protocol, each MS shares a secret key SK and certain cryp-

tographic functions with the home network. The HLR and the MS, each main-

tains a counter to prevent replay attack [22]. Various AKA protocols [23], [24],

[25], [26], [27] were proposed to ensure the mutual authentication between the

communicating parties in the UMTS network. Further, many other symmet-

ric key-based protocols [28], [29], [30], [31], and [32] were proposed in order to

improve the security of the UMTS-AKA protocol and proper utilization of the

bandwidth during the authentication process. However, the UMTS-AKA pro-

tocol does not prevent man-in-the-middle and redirection attacks. Zhang and

Fang [30] proposed a new protocol named AP-AKA to debacle the redirection

attack and intensely down the impact of attacks in corrupted networks, however,

the protocol is under MITM attack. The X-AKA protocol [31] limits the trans-

mission of AVs in the UMTS network and effectively utilizes the bandwidth.

But, the X-AKA protocol is suffered from redirection and man-in-the-middle

attacks. Further, Al-saraireh et al. EURASIP-AKA [28] and EXT-AKA [33]

protocols primarily emphasis on the bandwidth reduction for transmitting the

authentication vectors. However, these protocols do not make clear the secu-

rity prevention against redirection as well as man-in-the-middle attacks. Ou et

al. [29] proposed a new COCKTAIL-AKA protocol, to vanquish the issues of the

UMTS-AKA protocol. But unfortunately, it is penetrable to DoS and imper-

sonation attacks [34]. It does not solve the synchronization problem that exists

between the MS and the HLR. The S-AKA protocol defeats both, redirection

and man-in-the-middle attacks [35], and reduces the bandwidth consumption

15



2.3. 4G LTE NETWORK

upto 38% (with number of authentication requests n = 2, 5, 10, 20, 50, and

100). However, our analysis states that S-AKA can reduce bandwidth consump-

tion upto 29% (with n = 50, 100, 200, 500, and 1000). The S-AKA protocol

partially prevents DoS attack, since the forged message in phase-2 is detected

by the Serving GPRS Support Node (SGSN) but, the forged message in phase-1

is only identified by home network.

2.3 4G LTE Network

Prevention from various threats and attacks is a major concern in the security

of 4G LTE network [36], [37]. Hence, it is highly recommended to continuously

explore and identify different issues and challenges [38], [39], and improve the

protocols used in 4G networks [40]. The main focus in 4G LTE network is the

security aspects of AKA protocol. In the last 5 years, both, the symmetric

key [41], [42], [43] as well as asymmetric key [44], [45] based AKA protocols for

the LTE network have been proposed by many researchers.

Different authentication protocols [41], [42], [43], [44], [45], [46], [47] for 4G

LTE network have been proposed and out of these protocols only [47] provides

the user protection over the LTE network. However, this protocol generates

huge communication overhead and does not discuss about the prevention from

various possible attacks. Additionally, the protocol suffers from the problem

of synchronization, similar to original EPS-AKA. None of the above mentioned

protocols is able to protect KSIASME over the LTE network.

2.4 Secure Delivery of VAS using SMS

In order to provide security to the SMS, several SMS-based frameworks and

protocols have been proposed like SMSSec protocol [48], PK-SIM protocol [49],

Marko′s SMS framework [50], Songyang′s SMS framework [51], Alfredo and

Aniello′s SEESMS framework [52], [53], SSMS protocol [54] and, Marko and

Konstantin′s protocol [55]. But, there are many issues with the justification of

these protocols in terms of security analysis, communication and computation

overheads, prevention from various threats and attacks, and bandwidth utiliza-

tion. Only SMSSec protocol [48] and PK-SIM protocol [49] justify themselves

16



CHAPTER 2. LITERATURE WORK

up to a little extend. They discuss the nature of some basic attacks like SMS

disclosure, SMS spoofing, and replay attack but do not explain the resistance

mechanisms against various possible attacks. The SMSSec protocol proposes a

technique for fault tolerance, however, it does not explain the impact of various

attacks on this protocol. The SMSSec is based on symmetric as well as asym-

metric cryptography, which results in higher cost as compared to the symmetric

cryptography-based protocol. The PK-SIM protocol is also doubtful from the

security point of view as there is no discussion in the paper about the resistance

to various attacks over the protocol. Apart from this, some other protocols are

discussed in [56], but, they do not fit to be considered as an authentication pro-

tocol for providing end-to-end security to the SMS. Moreover, these protocols

are based on the public key cryptography, which is not suitable for the SMS

security because of its higher implementation cost. Since, the mobile phones

are infected with various security measures including mobile phones malware,

identity theft, and phishing with SMS [57], thus, developing a protocol is a good

choice in comparison to framework deployment.

2.5 Batch Oriented Secure Delivery of VAS us-

ing SMS

Many security solutions have been proposed by various researchers for value

added services in the vehicular ad hoc networks [58], [59], [60], [61], [62], and

social networks [63]. However, in the literature, with the best of our knowledge

there is no such batch verification oriented protocol, providing value added ser-

vices to the mobile users. Thus, it is strongly recommended to implement such

application oriented protocols to facilitate the mobile users with different value

added services, where a server receives authentication requests by several mobile

phones at one time.

2.6 End-to-End SMS Security for Mobile Users

Various researchers have proposed different techniques to provide security to the

transmitted message. An implementation of a public key cryptosystem for the

SMS in a mobile phone network has been presented in [50], but, the security
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analysis of the protocol has not been discussed. A secure SMS is considered

to provide mobile commerce services and is based on public key infrastruc-

ture [51]. Further, a Secure Extensible and Efficient SMS framework (SEESMS)

is presented by Santis A. et al., which allows two peers to exchange encrypted

communication between the peers by using public key cryptography [52]. An-

other new application layer framework called SSMS is introduced by Toorani

M. et al., to efficiently embed the desired security attributes in the SMS to be

used as a secure bearer for m-payment systems. This solution is based on the

elliptic curve-based public key that uses public keys for the secret key establish-

ment [54]. The protocols in [51] and [54] generate shared key for each session but

also generate huge overheads and not suitable for the real world applications.

An efficient framework for automated acquisition and storage of medical data

using the SMS-based infrastructure is presented in [64]. In all [50], [51], [52], [54]

and [64], it is not clear whether the proposed approaches are able to prevent the

SMS against various possible threats and attacks.

All the above mentioned approaches/protocols/frameworks generate a large

overhead as they propose an additional framework for the security of SMS. Due

to physical limitations of the mobile phones, it is recommended to develop a

protocol, which would make minimum use of computing resources and would

provide better security. The implementation of framework always increases the

overall overhead, which is not suitable for the resource constraints devices such

as mobile phones. Thus, it is recommended to compare a new designed protocol

with the existing SMSSec and PK-SIM protocols. The reason for chosen these

protocols for comparison is that these are the only existing protocols, which do

not propose to change the existing architecture of cellular networks. However,

there is no protocol available for end-to-end SMS security with symmetric key

cryptography. The SMSSec protocol is used to secure an SMS communication

sent by Java′s Wireless Messaging API (WMA), while the PK-SIM protocol

proposes a standard SIM card with additional PKI functionality. Both protocols

are based on client-server paradigm, i.e., one side is mobile user and the other

side is authentication server, but, they do not present any scenario, where an

SMS is sent from one mobile user to another mobile user. The SMSSec protocol

does not discuss the security analysis.
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2.7 Batch Oriented End-to-End SMS Security

for Mobile Users

Various batch verification-based solutions have been proposed for the value

added services in vehicular ad hoc networks [58], [59], [60], [62], [65], public-

private key-based vehicular communication system [66], and digital signature

for batch [67], [68] to achieve high efficiency. Some SMS-based wireless proto-

cols [48], [49], [69], and SMS-based attacks and their countermeasures [65], [70]

are discussed by various researchers, but they do not consider simultaneous

transmission of multiple authentication requests in their work. In the liter-

ature, we did not find any batch verification protocol, providing end-to-end

secure transmission of SMS to the mobile users. As a solution to this prob-

lem, there are various application software like SMSzipper, TextSecure, moGile

Secure SMS, CryptoSMS, available in the market, which provide the facility

to send secure SMS. However, there are certain limitations with these software

such as (i) we need to install them in the phone memory/memory card, (ii) we

require to provide a secret key explicitly to the recipient of the SMS, and (iii)

they do not work, when we send the SMS to many people simultaneously.

2.8 Chapter Summary

An overview of the background of authentication protocols for the cellular net-

works and for the SMS-based applications has been presented. In the literature,

we have also covered the main approaches proposed by many researchers to

tackle various security issues and challenges of the cellular networks and high-

lighted the strengths and weaknesses of each one.
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Chapter 3

AKA Protocol in 2G GSM

Network

3.1 Introduction

Weaknesses of the GSM challenge response scheme have been uncovered over

time, where the authentication is only unidirectional and the subscriber cannot

authenticate the serving network. Several drawbacks related to security and

performance issues of the original GSM authentication protocol are as follows:

1. Mutual authentication between the MS and the VLR is not provided in

the original GSM protocol. Only VLR authenticates the MS, but the VLR

is not authenticated by the MS.

2. When the MS is in foreign network, the n-copies of authentication tokens

are transmitted from the HLR to the VLR, which are normally stored

in the VLR′s database. This approach generates a huge storage space

overhead.

3. If any MS resides in a VLR for long time duration and consumes all the

available authenticating tokens, the VLR will again request the HLR to

send n-copies of next authentication tokens. Additionally, it may be the

case for the MS to move frequently from one foreign network to another in a

short span of time. In such cases, each VLR will request the HLR to send

n-authentication tokens, which results in huge bandwidth consumption

between the VLR and the HLR.
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4. The HLR is also overloaded with the authentication tokens of mobile users

because all triplets are generated at HLR.

5. The synchronization problem exists between the MS and its HLR.

6. The GSM network is affected by various security attacks like replay attack,

redirection attack, impersonation attack, and man-in-the-middle attack.

The encryption algorithm A5/1 was normally used in western countries and

was considered strong encryption, but few years back, it was reverse engineered

and proved vulnerable. Further, the A5/2 has been cracked by Wagner and

Goldberg making A5/2 almost useless. This proves that there is always a possi-

bility of eavesdropping. Thus, it is required to investigate these algorithms and

their performance results under a secure GSM architecture.

3.2 GSM Architecture

The GSM system can be divided into three subsystems: Base Station Subsystem

(BSS), Network and Switching Subsystem (NSS), and Operational Subsystem

(OSS). Figure 3.1 illustrates an overview of GSM architecture. Here, SMS-

GMSC represents the SMS Gateway Mobile Switching Center. The description

of each subsystem of the GSM network is as follows:

1. Base Station Subsystem (BSS): The functions related to radios are ex-

ecuted in the BSS. Basically, a BSS is divided into 2 parts: a) Base

Transceiver Station (BTS) and b) Base Station Controller (BSC).

Figure 3.1: Overview of GSM architecture

a) Base Transceiver Station (BTS): The BTS is responsible for the radio

interface to the MS. It is required by wireless network to facilitate each cell
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Table 3.1: Symbols and abbreviations

Symbol Definition Size (Bits)

IMSI International Mobile Subscriber Identity 128
SQN Sequence Number 48
LAI Location Area Identity 40
User Profile User Mobile Number/Reference Number 40
Service Request Location Update Request/Call Attempt 8
VLR ID Identification of VLR 28
Count Integer Number 24
RAND Random Number 128
VLR C Certificate of VLR 64
AV Authentication Vector Variable
Ki/SK/TK Secret key shared b/w MS and HLR 128
KC Temporary session key 64
DK Delegation key 128
MAC/XMAC Message Authentication Code 64
SRES/AUTR/
AUTHR Signed Response 64
T Timestamp 64

Table 3.2: Cryptographic functions definition

Function Definition

A3/NewA3 Authentication algorithm
A8/NewA8 Key agreement algorithm
A5/NewA5 Specified for data encryption and decryption
‖ Concatenation

in the network. A number of BTSs (10-100) are controlled and monitored

by a single BSC.

b) Base Station Controller (BSC): The control functions performed in

the network and the physical links between the Mobile Switching Center

(MSC) and the BTS are provided by BSC. It acts like a high-capacity

switch, which serves handover, cell configuration data, and allocation of

radio channel. A number of BSCs are managed by a single MSC.

2. Network Switching Subsystem (NSS): It is responsible for performing main

switching functions in the GSM network. It also performs various func-

tions related to call switching and mobility management. This system

mainly includes circuit switch core network in the traditional GSM net-

work, however, it has extended to provide packet switched services in a

General Purpose Radio Service (GPRS) network.

23



3.2. GSM ARCHITECTURE

a) Mobile Switching Center (MSC): The MSC provides routing to the

voice calls and the SMS. It executes the switching functions required for

the MS (within MSC) and carries out handover. The MSC is also involved

in internetworking to facilitate and communicate with other networks such

as the Public Switched Telephone Network (PSTN).

b) Home Location Register (HLR): The HLR is a central database respon-

sible for the mobile phone data storage and its management. It handles

the data about the subscribers including the service profile, location infor-

mation, and activity status. It also stores the information about the SIM

cards.

c) Visitor Location Register (VLR): The VLR database is responsible for

providing the roaming service to the subscribers. It is connected with

one or more MSCs and dynamically accumulates user information, when

he/she is in roaming area. When an MS moves to the MSC of that roam-

ing area, the MSC informs to the associated VLR about the movement of

MS.

3. Operational Subsystem (OSS): It handles various tasks to maintain sys-

tem security such as validation of user identities and proper execution of

the protocol, which are performed in the Authentication Center (AuC)

and Equipment Identity Register (EIR). One Operation and Maintenance

Center (OMC) can serve for several MSCs and each is responsible to au-

thenticate each SIM card that connects to the GSM network. EIR stores

the identity of mobile phones. The stolen mobile phones can be tracked

by this information.

Each VLR has a specified area with a unique Location Area Identifier (LAI)

code consists of Mobile Country Code (MCC), Mobile Network Code (MNC),

and Local Area Code (LAC). Each MSC can have number of subareas as BSC

(with a unique LAC). The BSC area consists of several BTS (with a unique

cell-id) while each BTS may have several sectors (1-6 sectors with sector-id).

Table 3.1 lists various symbols with their definitions and size that are used

in this chapter, while Table 3.2 represents the definition of various functions.
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CHAPTER 3. AKA PROTOCOL IN 2G GSM NETWORK

Figure 3.2: GSM authentication and encryption

Figure 3.3: GSM authentication protocol

3.3 Existing GSM-AKA Protocol

The existing security protocol of the GSM network consists of three tiers as

shown in Figure 3.2. First tier is the A3 algorithm, which uses the challenge-

response method for user authentication. Second tier is the A8 algorithm, which

uses the output of A3 algorithm to generate the secret key. Last tier is the A5

algorithm, which uses a cipher algorithm for message encryption and decryption.

This protocol has some cryptographic problems like challenge-response is not

secure.

The authentication of SIM or user depends upon a secret key shared between

the SIM and the AuC called Ki. This Ki is embedded into the SIM card during

manufacturing, and is also securely replicated onto the AuC. When the AuC

authenticates a SIM, it generates a random number known as RAND and sends
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it to the subscriber. Both, the AuC and the SIM feed Ki and RAND values

into A3/A8 (COMP-128) and a 32-bit SRES is generated by both parties. If

the SIM′ SRES matches with the AuC′ SRES, then the SIM is successfully

authenticated. Further, both, the AuC and the SIM calculates a second 54-bit

secret key namely KC by feeding Ki and RAND values into A5 algorithm. This

key is used to encrypt and decrypt the communication session. Note that the

A8 algorithm generates a 64-bit KC, thus, it is obvious that COMP-128 hash

generates a much weaker KC of 54-bit. All computations take place at AuC and

results are returned to the HLR.

The size of only few parameters are mentioned in the work by Al-saraireh K.

et al., thus, all the parameters are considered with global values for all existing

and proposed GSM protocols. The user profile is assumed as a user mobile

number/reference number, which is a 10 digit number (between 0-9 numbers in

each place and is of 40 bits in size). Lo C. C. et al. [13] and Stach J. F. et

al. [71] proposed the changed architecture of GSM system and for this reason,

these two protocols have not been included while calculating the computation

and communication overheads.

The existing GSM-AKA protocol has shown in Figure 3.3. An authentication

request is sent to the VLR, when the MS moves into a new visiting network and

asks for a new communication service. The authentication request includes a

TMSI and LAI. After receiving the request, the new VLR uses the received

TMSI to get the IMSI from the old VLR and then sends IMSI to the HLR.

Then, the HLR generates n-distinct sets of authenticating parameters {SRESi,

RANDi, KCi}, when i=1, 2, ...,n, and sends them to the VLR. Next, the VLR

sends the selected RANDi to the MS. Once the MS receives RANDi from the

VLR, it computes SRES′ = A3(RANDi, Ki) and a temporary session key KC′ =

A8(RANDi, Ki). Thereafter, the SRES′ is sent back to the VLR. Upon receiving

SRES′ from the MS, the VLR compares it with the selected SRES kept in its

own database. If they are not same, the authentication is failed otherwise, the

MS is a legal user.
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3.4 GSM-AKA Protocol Algorithms

This section presents the overview of COMP-128 algorithm and cipher algo-

rithms A5/1 and A5/2 that are used in the original GSM network.

3.4.1 COMP-128 Algorithm

In the GSM network, A3/A8 algorithms are usually implemented together as

COMP-128 algorithm, which was completely private and is used to generate 32-

bit SRES and 64-bit KC [72]. Various parameters of the COMP-128 algorithm

are as follows:

RAND[0...15]: the challenge from the base station

key[0...15]: the SIM′s A3/A8 long-term key Ki

A3 Input: 128-bit RAND random challenge, 128-bit Ki secret key

A3 Output: 32-bit SRES signed response

A8 Input: 128-bit RAND random challenge, 128-bit Ki secret key

A8 Output: 64-bit KC cipher key used for A5 algorithm

simoutput[0...11]: Output of SIM, out of which simoutput[0...3] is SRES, and

simoutput[4...11] is KC. Note that KC is of 64-bit from 74....127 of COMP-128

output (54-bit) followed by 10 zeros, thus, A5 is keyed with only 54 bits.

3.4.2 A5/1 Algorithm

A5/1 is a stream cipher, which is used in the GSM standard. Several time-

memory trade-off attacks against A5/1 have been proposed, some of that break

A5/1 in seconds using huge precomputation time and memory [73], [74]. Later,

Guneysu T. et al. describe time-memory trade-off techniques that can be used

for attacking the popular A5/1 algorithm used in GSM voice encryption [75].

A5/1 stream cipher is a binary linear feedback shift register (LFSR)-based key

stream generator. All of the registers used in A5/1 are first zeroed and then a

64-bit secret session key K and 22-bit frame number F are XOR′ed in parallel

into the least significant bits of the three registers. Then, all LFSRs are clocked

for 100 clock cycles according to majority rule, however, no output is produced.

Finally, three LFSRs are clocked according to majority rule to generate 228 bits

of key stream sequence [76].
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3.4.3 A5/2 Algorithm

A5/1 and A5/2 were reverse-engineered from a GSM handset [5] and published

by Briceno et al. [73]. A5/2 is built from four LFSRs of lengths 19, 22, 23, 17

bits denoted by R1, R2, R3, and R4 respectively. Clocking of R1, R2, and R3

are controlled by R4, and R4 is regularly clocked in each clock cycle. The clock

control mechanism of A5/1 and A5/2 depend on majority rule. However, input

to the clocking control mechanism are given from R4 in case of A5/2, while in

A5/1 input are from R1, R2, and R3. In each register, majority of two bits and

complementary of a third bit is calculated, and the results of all the majorities

and the right most bit from each register are XOR′ed to form the output bit [9].

3.5 Attack Model

This subsection discusses an attack model with various possible attacks in the

GSM network like replay attack, impersonation attack, man-in-the-middle at-

tack, and redirection attack.

1. Replay Attack: An intruder delays the transmitted packet or later can

misuse the captured information by retransmitting the message to the

original destination. This attack is applied to gain access to the resources

by resending the authentication message.

2. Impersonation Attack: In this attack, the adversary eavesdrops voice sig-

naling and data (message) of the target users. Moreover, the adversary

captures the authentication information of the authentic user. Then, the

adversary sends this information between the legitimate user and the net-

work in order to perform this attack.

3. Man-in-the-middle Attack: In the MITM attack, an adversary puts itself

in between the target user and a genuine network, and can capture, mod-

ify, eavesdrop, and spoof signaling and data exchanged between both the

parties.

4. Compromising Authentication Information in the Network: The adversary

compromises the network security or capture the required authentication

information from the corrupted network.
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5. Redirection Attack: These attacks can be easily launched with fake BTS

equipments. A fake BTS equipment is normally located in a bound area

that can act as a real BTS and broadcasts the BTS signal over the air

to the mobile phones. The adversary may redirect the user traffic to a

network, in which the ciphering of data is not provided or is very limited.

The redirection attack causes the mischarge billing problem while the user

is in his/her home network and charged as visitor at a foreign network on

a higher rate.

3.6 Proposed SAKA Protocol for GSM Net-

work

To resolve the security issues associated with GSM authentication protocol, we

propose and present a new authentication and key agreement protocol namely

SAKA, which prevents the GSM network from redirection attack, replay at-

tack, man-in-the-middle attack, and impersonation attack. This SAKA protocol

strictly follows the framework of the original GSM architecture and solves the

problem of synchronization between the MS and its HLR. In the SAKA proto-

col, each MS and its HLR share a secret key Ki. The cryptographic algorithms

A3, A8, and A5 used in the original GSM protocol are proposed to replace with

NewA3, NewA8, and NewA5 algorithms. The NewA3 algorithm is shared be-

tween the MS and the HLR, while the NewA8 algorithm is shared between the

MS and the VLR. The NewA5 algorithm is replicated on MS, VLR, and HLR.

The SAKA protocol is shown in Figure 3.4, which is described as follows:

Figure 3.4: SAKA protocol for the GSM network
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In the first step, the MS makes a request to the VLR to create a connection

for the authentication by sending TMSI/IMSI, a timestamp T1, and a computed

message authentication code MAC1 to the VLR, where MAC1 = NewA3(T1,

LAI)Ki
and Ki is the secret key shared between the MS and the HLR.

MS to VLR: TMSI, MAC1, T1

If the VLR receives TMSI from the MS then it retrieves the IMSI from the

TMSI by communicating with HLR. The VLR passes (IMSI, T1, MAC1, LAI)

to the HLR, where LAI is the location area identity of the MS. The VLR knows

the location of MS and sends this information to the HLR.

VLR to HLR: IMSI, T1, MAC1, LAI

After receiving such information, the HLR calculates MAC′1 = NewA3(T1,

LAI)Ki
and compares it with the received MAC1. If both are equal then the MS

is a legitimate user. Thereafter, the HLR generates a delegation key DK and a

certificate VLR C, and passes them to the VLR.

HLR to VLR: VLR C, DK

The VLR maintains a count, which auto increments after every transmission

of VLR Ci to the MS, consisting of MAC2 and count. Please note that it does

not require synchronization at both ends because count increment is only used

to generate a unique number, every time is sent from the VLR to the MS. The

MAC2 and count are updated and calculated every time an authentication is

requested by the MS.

VLR to MS: VLR Ci

After receiving the VLR Ci, the MS verifies the value of count. If the received

count is greater than the previous count, then the MS calculates MAC′2 and

compares it with the received MAC2, otherwise, the request is discarded and

connection is terminated. Then, the MS generates DK and computes SRES.

The MS sends this SRES to the VLR.

MS to VLR: SRES

The VLR calculates SRES′ and compares it with the received SRES. If SRES′

and SRES are equal, then authentication is successful, otherwise, the connec-

tion is terminated. Afterwards, the message information is encrypted using the

NewA5 algorithm and the communication between the MS and the VLR takes

place.
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3.7 Security and Performance Analysis of SAKA

Protocol

This section presents security and performance analysis of the SAKA protocol

in terms of mutual authentication, prevention from various attacks, efficiency

of protocol with respect to communication, computation and storage overheads,

and bandwidth utilization.

3.7.1 Mutual Authentication between the MS and the

HLR/ VLR

In the SAKA protocol, the HLR authenticates the MS by verifying MAC1 and

to authenticate the HLR, the MS checks the received VLR Ci. The MS can

acquire the expected authentication code of VLR as MAC′2 = NewA8(VLR C,

count)DK . If MAC′2 is equal to the MAC2, then both, the HLR and the VLR are

authenticated. This ensures the mutual authentication between the MS and the

HLR. For the subsequent authentications, even it may be the case where HLR

is not involved, the MS can still authenticate the HLR with the involvement

of DK key. Next, the VLR authenticates the MS by verifying the SRES. After

receiving message, the VLR calculates SRES′ and checks whether SRES ?=

SRES′, where SRES′ = NewA8(count)DK . The MS is verified authentic if this

equality holds. The same procedure takes place in authenticating the MS, when

the VLR receives SRES while communicating with only VLR. Now, on receiving

MAC2, the MS computes MAC′2 to authenticate the VLR and verifies MAC2

?= MAC′2. All this ensures the mutual authentication between the MS and the

HLR/VLR.

3.7.2 Resistance to Attacks

In this subsection, we justify that the SAKA protocol is free from various attacks.

1. Replay Attack: The unique random numbers are often used to prevent

the system from replayed message attack. Sequence number, timestamp,

and the challenge response are three different types of random number or

nonce. However, each one of it has its own boundaries to use. The SAKA
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protocol is free from this attack by sending timestamp T1 and count with

the information while transmitting the information over the network.

2. Impersonation Attack: In the original GSM protocol, the corruption of a

network′s VLR/HLR affects the security of whole system. There are two

possible cases for the communication between the MS and the VLR/HLR,

and each of that is described as follows:

i) When the adversary tries to impersonate the MS: At the beginning

of SAKA protocol, MAC1 is computed at MS and is sent to the HLR.

The HLR then computes MAC′1 through NewA3 by passing the input as

timestamp T1, and LAI of the MS (notified and sent by the VLR to the

HLR) with Ki key. Additionally, if the adversary is able to eavesdrop all

the messages that can be sent to other networks then the adversary must

reply with a valid response SRES to the VLR in order to impersonate the

MS. However, the adversary cannot obtain the correct SRES.

ii) The adversary tries to impersonate the VLR: If the adversary tries to

impersonate the VLR, an attempt to impersonate the VLR will be failed

as the MS can verify that the authentication was not requested by the

VLR (if MS receives the VLR Ci at any point of time while previously

MS has not sent any request to the VLR). Thus, the impact of network

corruption in terms of impersonation is eliminated by the SAKA protocol.

3. Man-in-the-middle Attack: A man-in-the-middle attack can occur when

the MS tries to connect to a BTS/BSS. In the SAKA protocol, a new

algorithm of A5, i.e., NewA5, is conversed between the MS and the VLR.

The message content are encrypted using DK key. Thus, this system

prevents the communication from being eavesdropped.

4. Redirection Attack: In the GSM protocol, the location of BTS/BSS (LAI)

is not protected and can be changed by an adversary with the redirection

attack. The SAKA protocol uses message authentication codes (MACs)

to maintain the integrity of LAI. This concept thereby prevents the net-

work from the redirection attack. This attack is easily possible when the

adversary gets the correct user′s MS information. In the SAKA protocol,

the MS involves the LAI of BTS/BSS in MAC1 and transmits MAC1 to

the VLR. The authentication request is discarded, when the HLR fails to
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match the LAI sent by the VLR and embedded in MAC1. Such a technique

also solves the mischarged billing problem.

5. Compromising Authentication Information in the Network: The adversary

cannot compromise the authentication information in the SAKA protocol.

The adversary cannot obtain any information because the integrity in

terms of MAC is properly maintained in the SAKA protocol.

3.7.3 Performance Analysis

This subsection provides performance analysis of the SAKA protocol in terms

of VLR storage overhead, reduction in bandwidth consumption, and efficiency

of new system with respect to various parameters.

1. The VLR storage overhead: Obviously, the VLR needs to store only DK

key and count in its database instead of n-sets of authentication param-

eters {SRESi, RANDi, KCi}, where n =1, 2,..., n. Therefore, the SAKA

protocol is certainly uses less memory space at VLR as compared to the

original GSM protocol.

2. Bandwidth consumption between the HLR and the VLR: Instead of gen-

erating n-sets of authentication parameters for the VLR to authenticate

the MS, the HLR computes a session delegation key DK and sends it to

the VLR. Therefore, the VLR can use DK key to compute the signed re-

sult/response in order to authenticate the MS. Thus, the SAKA protocol

greatly reduces the bandwidth consumption between the HLR and the

VLR.

3. Efficiency of the SAKA protocol: Since the original GSM authentication

protocol needs to generate n-copies of the authentication parameters, the

A3 algorithm has to be executed at least n-times at HLR. Thus, the SAKA

protocol is more efficient than the GSM authentication protocol. Further-

more, instead of generating a random number for each communication

request, the VLR only needs to keep DK key and count, which feed as

input to the NewA8 in order to compute SRES.

A comparison among various existing GSM protocols along with SAKA pro-

tocol is shown in Table 3.3. The table summarized the same in terms of the
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Table 3.4: Comparison of GSM authentication protocols vs. requirements

Parameters
GSM-
AKA

Lee
C.
H. et
al.
[1]

Lee
C.
C. et
al.
(2003)
[14]

Harn
L. et
al.
[2]

Al-
tawil
K.
et
al.
[11]

Lo
C.
C. et
al.
[13]

Stach
J. F.
et
al.
[71]

Lee
C.
C. et
al.
(2005)
[15]

SAKA
Pro-
tocol

MAUTH No No Yes No No Yes Yes Yes Yes
AVLR No Yes Yes No No No No Yes Yes
SSVLR No Yes Yes No No No No Yes Yes
SBWC No Yes Yes Yes Yes No No Yes Yes
CGSMA - No No Yes Yes Yes Yes No No

Table 3.5: Prevention analysis from various attacks

Protocol
Attacks

Original
GSM-AKA

SAKA-
Protocol

Replay Attack Yes Yes
Man-in-the-middle Attack No Yes
Redirection Attack No Yes
Impersonation Attack No Yes

computation overhead, total storage at VLR, and the communication overhead.

The storage space used by SAKA is S(DK, count). The computation over-

head generated by SAKA is slightly more but, the communication overhead is

drastically reduced in the SAKA protocol in comparison to all other protocols

mentioned in Table 3.3. The generated computation overhead by the SAKA

protocol is only better than [15] as compared to all existing GSM authentica-

tion protocols. Table 3.4 represents the requirements to solve the issues exist

in the GSM network with respect to various GSM protocols. Some of these re-

quirements are MAUTH: mutual authentication, SSVLR: solve problem of space

overhead at VLR, SBWC: solve problem of bandwidth consumption, CGSMA:

change in GSM architecture, and AVLR: authentication of MS by VLR instead

of HLR. It is clear that SAKA protocol fulfills all such requirements of the GSM

network. Next, Table 3.5 represents the prevention of GSM network from vari-

ous attacks like replay attack, man-in-the-middle attack, redirection attack, and

impersonation attack. The SAKA protocol protects the GSM network from all

these attacks successfully. The total bandwidth consumed during the authen-

tication process by original GSM protocol and SAKA protocol are computed

in Table 3.6. On an average, the SAKA protocol results 56% reduction in the
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Table 3.6: Bandwidth consumption in various GSM authentication protocols

Auth.
Token (n)

Harn L.
et
al. [2]/
GSM-
AKA

Lee C.
H. et
al. [1]/
GSM-
AKA

Lee C.
C. et al.
(2005)
[15]/
GSM-
AKA

Lee C.
C. et al.
(2003)
[14]/
GSM-
AKA

Al-tawil
K. et
al. [11]/
GSM-
AKA

SAKA
Proto-
col/
GSM-
AKA

5 0.71 0.85 1.05 1.03 0.98 0.58
10 0.67 0.80 0.90 0.95 0.87 0.46
50 0.63 0.76 0.78 0.89 0.77 0.37
100 0.63 0.75 0.76 0.88 0.76 0.35
Average 0.66 0.79 0.87 0.93 0.84 0.44

bandwidth consumption as compared to the GSM protocol, when number of

authentication tokens n = 5, 10, 50, and 100.

3.7.4 Formal Proof of SAKA Protocol

In order to clear statement of our analysis, the BAN-Logic symbols are used to

formally proof the authentication process of the proposed protocol. BAN Logic

is a way of logical verification of authentication protocol, which formally states

the knowledge of information. It formally verifies the information exchanged

and the trust among communicating and involved parties at every step in the

authentication protocol. (1) P|≡ X: P believes X. P believes that X is correct

and P trusts on its outcome. (2) P / X: P sees X. A message X is received

by user P and now P can read and understand it. (3)P |˜X : P once said X.

At any point of time, user P sends a message including the statement X. (4)

P|⇒ X : P has jurisdiction over X. User P has an authority over X statement

and P should be treated as a trusted user for this statement. (5) #(X) : The

number/equation X is fresh and is being sent for the first time. It has not been

sent previously in any message during the current run of the protocol. (6) P
K↔

Q : P and Q use the shared key K to communicate. The users or entities, P

and Q use K as shared secret key for the secure communication over the net-

work. (7) P
K⇔ Q : The formula/variable X is a secret known only to P and Q.

The X is not publically available and is known only to P and Q. (8) (X)Y : X

is combined with the formula Y that Y be a secret. It represents that X is a

formula/equation and Y is a secret key. But this formula X is always used with

the secret key Y.
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1. The Formal Messages in SAKA Protocol:

(1) MS → VLR: Na, NewA3(Na, LAI)Ki
, MS

Ki↔ HLR

(2) VLR → HLR: Na, NewA3(Na, LAI)Ki

(3) HLR → VLR: NewA3(Na)Ki
, NewA3(NewA3(Na, LAI)Ki

)Ki
, VLR

DK↔

HLR

(4) VLR → MS: Nb, NewA8(NewA3(NewA3(Na, LAI)Ki
)Ki

), Nb)DK

(5) MS → VLR: NewA3(Na)Ki
, NewA8(Nb)DK

2. Security Assumptions:

a) It is assumed that Ki key is shared between the MS and its HLR.

(1) MS has the secure key Ki and MS |≡ MS
Ki↔ HLR

(2) HLR has the secure key Ki and HLR |≡ MS
Ki↔ HLR

b) It is assumed that the VLR trusts the HLR.

(1) VLR |≡ HLR |⇒ MS
Ki↔ HLR,

(2) V LR|̃ P,HLR/P
HLR|≡V LR|≡P

(3) HLR|̃ P,V LR/P
V LR|≡HLR|≡P

c) It is assumed that communication between the HLR and the VLR is

secure.

(1) VLR |≡ VLR
P⇔ HLR, P is conveyance message between the VLR and

the HLR.

(2) HLR |≡ VLR
P⇔ HLR, P is conveyance message between the VLR and

the HLR.

3. Security Analysis:

(1) MS → VLR: MS|≡ #(Na) ∧ VLR|≡ #(Na); VLR / Na, NewA3(Na,

LAI)Ki

(2) VLR → HLR: HLR / Na, LAI, NewA3(Na, LAI)Ki
, receiving check

NewA3(Na, LAI)Ki

(3) HLR → VLR: VLR / NewA3(NewA3(Na, LAI)Ki
))Ki

, NewA3(Na,

LAI)Ki
, HLR |≡ ∀ (VLR

DK↔ MS)

(4) VLR → MS: MS|≡ #(Na) ∧ VLR|≡ #(Nb),

MS / Nb, NewA8(NewA3(NewA3(Na, LAI)Ki
)Ki

), Nb)DK

(5) MS→ VLR: VLR / NewA8(Nb)DK , MS|≡ NewA3(Na)Ki
, on receiving

check NewA8(Nb)DK
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4. Message Meaning Rule:

(1)
MS|≡(MS

Ki↔HLR)∧(V LR
DK↔MS),MS/NewA3(Na,LAI)Ki

MS|≡HLR|̃ NewA3(Na,LAI)Ki

(2)
V LR|≡NewA3(Na)Ki

∧(V LR
DK↔MS),V LR/NewA8(NewA3(NewA3(Na,LAI)Ki

)Ki
,Nb)DK

V LR|≡HLR|̃ NewA8(NewA3(NewA3(Na,LAI)Ki
)Ki

,Nb)DK

5. Nonce/Timestamp Verification Rule:

(1)
MS|≡#(Na)∧#(Nb),MS|≡HLR|̃ NewA3(Na,LAI)Ki

MS|≡HLR|≡NewA3(Na,LAI)Ki

(2)
V LR|≡#(Na)∧#(Nb),V LR|≡HLR|̃ NewA8(NewA3(NewA3(Na,LAI)Ki

)Ki
,Nb)DK

MS|≡HLR|≡NewA8(NewA3(NewA3(Na,LAI)Ki
)Ki

,Nb)DK

6. Jurisdiction Rule:

(1)
MS|≡HLR⇒NewA3(Na,LAI)Ki

,MS/V LR|̃ NewA3(Na,LAI)Ki

MS|≡V LR|≡HLR

(2)
V LR|≡HLR⇒NewA8(NewA3(NewA3(Na,LAI)Ki

)Ki
,Nb)DK ,Z

V LR|≡HLR|≡MS
,

where Z = VLR / VLR |̃ NewA8(NewA3(NewA3(Na, LAI)Ki
)Ki

, Nb)DK

7. Protocol Goals:

a) Mutual authentication between the MS-VLR and the VLR-HLR:

MS |≡ HLR |≡ VLR ∧ VLR |≡ HLR |≡ MS → MS |≡ VLR ∧ VLR |≡

MS. Thus, mutual authentication holds.

b) Key agreement between the MS and the VLR:

A DK key is used between the VLR and the MS to provide agreement.

MS |≡ #(Na), MS |≡ DK ∧ #(Nb), since DK = NewA3(Na)Ki

VLR |≡ #(Na), VLR |≡ DK ∧ #(Nb), since HLR → VLR |̃ DK

c) Key freshness between the MS and the VLR:

MS |≡ #(Na) ∧ VLR |≡ #(Na), VLR |≡ #(Nb) ∧ MS |≡ #(Nb), DK =

NewA3(Na)Ki
. Thus, key freshness between the MS and the VLR holds.

d) Confidentiality between the MS and the VLR:

MS|≡(MS
DK↔ V LR),MS/NewA5(Msg)DK

MS|≡V LR|̃ Msg
∧ V LR|≡(V LR

DK↔MS),V LR/NewA5(Msg)DK

V LR|≡MS |̃ Msg

e) Resistance replay attack between the MS and the VLR:

If the attacker gets #Na from message (1), he/she is unable to forge Mes-

sage (1) and (2) because he/she does not know Ki. If the attacker gets

#Nb from message (4), he/she is unable to forge Message (4) and (5) be-

cause he/she does not know DK. Since, Na and Nb will be changed at the

next time, hence, goal of resistance replay attack between the MS and the

VLR is achieved.

f) Resistance man-in-the-middle attack between the MS and the VLR:

Since, the attacker knows neither DK nor A5 encryption algorithm, hence,
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it prevents the communication from being eavesdropped.

g) Resistance redirection attack between the MS and the VLR:

Since, DK = NewA3(Na, LAI)Ki
is used to maintain the integrity of LAI,

hence, it prevents the system from the redirection attack.

h) Resistance impersonation attack between the MS and the VLR:

(1) Adversary tries to impersonate the MS: Since, NewA3(Na, LAI)Ki
is

computed at MS and compared at HLR, thus, it avoids the network from

impersonation attack. Additionally, the attacker must reply with a valid

response NewA8(Nb)DK to the VLR, but, he/she does not have DK key.

(2) Adversary tries to impersonate the VLR: The integrity value NewA3(Na,

LAI)Ki
at MS and at HLR is violated. Additionally, if the MS receives

NewA8(NewA3(NewA3(Na, LAI)Ki
)Ki

, Nb)DK at any time, then the con-

nection is terminated because the MS had not previously sent any request

to the VLR.

3.8 Secure Algorithms for SAKA Protocol

This section proposes NewA3, NewA8, and NewA5 algorithms for the SAKA

protocol in the GSM network.

3.8.1 COMP(NewA3/NewA8) Algorithm

The A3 and A8 algorithms were implemented jointly in the earlier version of

COMP-128. But, we propose to implement NewA3 and NewA8 algorithms

separately. The reason is that in the SAKA protocol, the NewA3 algorithm

is shared between the MS and the HLR while the NewA8 algorithm is shared

between the MS and the VLR.

3.8.2 NewA3 Algorithm

The NewA3 algorithm is shared between the MS and the HLR only. There are

three different cases, where this algorithm is used in the SAKA protocol.

Case-1: Generate Delegation Key DK at the MS and the HLR.

Input: 1) T1 (64 bits): Timestamp; 2) Ki (128 bits): Secret key shared between

the MS and the HLR; Output: DK (128 bits): Delegation Key
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Case-2: Generate MAC1 at MS and the HLR.

Input: 1) LAI (40 bits): Location Area Identifier; 2) T1 (64 bits): Timestamp;

3) Ki (128 bits): Secret key shared between the MS and the HLR; Output:

MAC1 (64 bits): Message Authentication Code

Perform bitwise-XOR between T1 and LAI (with padding if needed), and its

output must be used as input to the NewA3 algorithm with Ki key. Here, the

LAI must be padded with 24 bits or 3 bytes, i.e., FFF.

Case-3: Generate VLR C at the HLR and the MS.

Input: 1) MAC1 (64 bits): Message Authentication Code; 2) Ki (128 bits):

Secret key shared between the MS and the HLR; Output: VLR C (64 bits):

Certificate of VLR

The NewA3 algorithm is proposed similar to HMAC-SHA256, which is consid-

ered as a secure message authentication code.

NewA3 Algorithm: The basic structure of the proposed NewA3 algorithm is as

follows:

1. Append zeros (384 zeros) to the left end of key Ki (128-bit) to create a

512-bit string of Ki.

2. Perform XOR between the Ki (512-bit) and the input padding (00110110

repeated 64 times) to produce 512-bit block Si.

3. Append a zero before the message (M′ = 0||M) and then append the result

to Si, where each message M′ block is of 512-bit in size. If not, make it

512-bit size using padding (zeros), thus, add 448 zeros to the message (64-

bit) making it a block of 512-bit. Doing this prevents HMAC from the

related key-based narrow pipe attack [77].

4. Apply hashing to the stream generated in step 3 using an initialization

vector (IV) of 256-bits. This process generates a hash code of 256-bit.

5. XOR Ki (512-bit) with the output padding (01011100 repeated 64 times)

to produce the 512-bit block S0.

6. Apply padding to the hash code generated in step 4 with 256-bit (256

zeros) and then append the hash code to the S0.
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7. Apply hashing to the stream generated in step 6 and generate the output

256-bit using IV (256-bit). Now, consider the first 128 bits and first 64

bits for the generation of DK and MAC1/VLR C according to case-1 and

case-2/case-3 respectively.

3.8.3 NewA8 Algorithm

The NewA8 algorithm is shared between the MS and the VLR, and is used in

two different cases.

Case-1: Generate MAC2 at the VLR and the MS.

Input: 1) VLR C (64 bits): Certificate of VLR; 2) Count (24 bits): Integer

Number; 3) DK (128 bits): Delegation Key; Output: MAC2 (64 bits): Message

Authentication Code

Perform bitwise-XOR between the VLR C and the count (with padding if needed),

and its output must be used as input to the NewA8 algorithm with DK key.

Here, count must be padded with 40 bits or 5 bytes, i.e., FFFFF.

Case-2: Generate SRES at MS and at VLR.

Input: 1) count (24 bits): Integer Number; 2) DK (128 bits): Delegation Key

Output: SRES (32 bits): Signed Response

The NewA8 algorithm is proposed similar to HMAC-SHA1, which is another

secure message authentication code.

NewA8 Algorithm: The basic structure of the proposed NewA8 algorithm is as

follows:

1. Append zeros (384 zeros) to the left end of key Ki (128-bit) to create a

512-bit string of Ki.

2. Perform XOR between the Ki (512-bit) and the input padding (00110110

repeated 64 times) to produce 512-bit block Si.

3. Append a zero before the message (M′ = 0||M) and then append the result

to Si, where each message M′ block is of 512-bit in size. If not, make it

512-bit size using padding (zeros), thus, add 448 zeros to the message

(64-bit) making it pf a block of 512-bit.

4. Apply hashing to the stream generated in step 3 using an initialization

vector (IV) of 160-bits. This process generates a hash code of 160-bit.

41



3.8. SECURE ALGORITHMS FOR SAKA PROTOCOL

5. XOR Ki (512-bit) with the output padding (01011100 repeated 64 times)

to produce the 512-bit block S0.

6. Apply padding to the hash code generated in step 4 with 160-bit (160

zeros) and append the hash code to the S0.

7. Apply hashing to the stream generated in step 6 and generate the output

160-bit using IV (160-bit). Now, consider the first 64 bits or first 32 bits

for the generation of MAC2 and SRES according to case-1 and case-2

respectively.

Table 3.7: Performance of original COMP(A3/A8) and NewA3 algorithms

Parameters

Original
COMP
(A3/A8)

NewA3

DK MAC VLR C

Avg. Execution Time 32678 211346398 232429396 223993679
Avg. Heap Memory Used 689711 4518168 4518184 4518184
Avg. Total Memory Used 13088293 17766968 17766536 17766520
Process CPU Time 468003000 686404400 686404400 686404400
Used Swap Space 20279377 20380631 20361625 20519444
Used Physical Space 13135052 12300124 12196577 12335169
Committed Virtual
Memory 46338048 44998656 45006848 46636480

Table 3.8: Performance of NewA8 algorithm

Parameters MAC SRES

NewA8 Avg. Time 190230279 189684939
Avg. Heap memory Used 4521480 4521984
Avg. Total Memory Used 17764296 17764864
Process CPU Time 639604100 592803800
Used Swap Space 20318330 19905536
Used Physical Space 11865579 11725455
Committed Virtual Memory 47562752 47575040

All the proposed protocols simulation and algorithms implementation are

performed on Core i3 processor with 256 MB RAM, 320 GB hard drive, Win-

dows7 OS, in JDK1.6 environment. In all tables, the unit of time is nanosec-

onds and memory/space is measured in bytes. The performance evaluation of

the original COMP(A3/A8) algorithm with respect to various parameters have

been summarized in Table 3.7. The average time to execute the COMP(A3/A8)
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algorithm is 0.00003 seconds while the process CPU time is 0.4 seconds. The per-

formance of NewA3 and NewA8 algorithms with respect to various parameters

can be observed from Table 3.7 and Table 3.8 respectively. These parameters are

average execution time, average heap and total momery used, process CPU time,

swap and physical space, and committed vitrual memory. Table 3.7 shows the

statistics of the output parameters DK, MAC, and VLR C that are generated

by NewA3 algorithm, while Table 3.8 represents the computation of parameters

MAC and SRES that are generated by NewA8 algorithm. The average time

for NewA3 algorithm to generate DK, MAC (i.e., MAC1), and VLR C is 0.21

seconds, 0.23 seconds, and 0.22 seconds respectively. Similarly, the average time

for NewA8 algorithm to generate MAC, i.e., MAC2, and SRES is 0.19 seconds

and 0.18 seconds respectively. The HMAC function provides more security than

the normal hash function and uses a secret key, which makes it more difficult

to vulnerable than the hash function, where no key is used. Thus, the pro-

posed NewA3 (based on HMACSHA256) and NewA8 (based on HMACSHA1)

algorithms are more secure than the original COMP(A3/A8) algorithm.

3.8.4 NewA5 Algorithm

The NewA5 algorithm is shared among MS, VLR, and HLR. The NewA5 al-

gorithm is used to encrypt and decrypt the message with DK key during the

communication between the MS and the HLR/VLR over the network.

Input: 1) Data (variable size): Data to be sent from the MS to the BTS and

vice versa (consider that data is formed into blocks and each block is of 128

bits); 2) DK (128 bits): Delegation Key Output: E/D Data (128 bits): En-

crypted/Decrypted Data;

The proposed NewA5 algorithm is similar to the Blowfish algorithm, which

is a symmetric algorithm. Blowfish has a 64-bit block size and a variable key

length from 32 bits upto 448 bits. It is a 16-round Feistel cipher and uses large

key-dependent S-boxes. Blowfish makes use of key K that ranges from 32 bits to

448 bits (1 to 14 32-bit words). This key is used to generate 18 32-bit subkeys

that are stored in an array P[0...17] and four 256 S-box entries with 32-bit each as

an array S[0...3][0...255]. For a rapid execution, the S and P arrays can be stored

rather than re-derived from key, each time algorithm is used. It requires over 4
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KB of memory [78]. The reason to choose Blowfish as a basis for the NewA5

algorithm is that till now there is no complete attack on Blowfish algorithm. All

the keys in P[0...17] and S[0...3][0...255] are stored onto the SIM card. Nowadays,

it is quite possible because 128 KB memory-based SIM cards are available in

the market. Thus, the merits of Blowfish algorithm are considered and NewA5

algorithm is proposed and implemented where each block size is of 128 bits while

Blowfish has block size of 64 bits. The NewA5 algorithm uses two Feistel cipher

F1 (for 0...63 bits of data block) and F2 (for 64...127 bits of data block) with 16

rounds each, which provide more computational security to the algorithm. The

structures of both Feistel ciphers are as follows:

F1(x) = ((S0, 24 + S1, 16 mod 232) ⊕ S2, 8) + S3, 0 mod 232, and F2(x) = ((S0,

28 + S1, 21 mod 232) ⊕ S2, 14) + S3, 7 mod 232

NewA5 Algorithm: The structure of NewA5 algorithm is as follows:

1. Initialize the 18 32-bit subkeys in an array P[0...17] and four 256 S-box

entries with 32-bit each in an array S[0...3][0...255] using the fractional

part of constant PI (3.141...), P1 become leftmost 32 bits of hexadecimal

digits of PI (3.141...) and so on. The DK key is used to generate 18 32-bit

subkeys.

2. Now, perform bitwise-XOR of P[0] with the first 32 bits of DK key, XORed

P[3] with the second 32-bits of the DK key, and so on for all bits of DK key

(up to P[17]). The cycle of key bits are repeated until the entire P-array

are XORed with key bits.

3. Encrypt 128-bit block of all-zero string using the P-array of subkeys and

S-array of S-boxes. Replace P1 and P2 with the output of encryption

process.

4. Encrypt the output of step 3 using the modified P and S arrays. Replace

P3 and P4 with ciphertext output.

5. Continue the process, replacing all elements of P-array and then all four

S-boxes in order, with the output of continuously changing the algorithm.

6. Encrypt the given input starting at a given offset and place the result in

the provided buffer starting at a given offset. The input will be an exact

multiple of our block size.
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The plaintext is divided into 4 32-bit halves LE, LEM, REM, and RE. For

each of 16 rounds do the following:

For i = 1 to 16 do

LEMi = LEi ⊕ Pi and REi = REMi ⊕ Pi;

LEi = F1[LEMi] ⊕ LEMi−1 and REMi = F2[REi] ⊕ REi−1;

LE17 = LEM16 ⊕ P18 and REM17 = RE16 ⊕ P18;

LEM17 = LE16 ⊕ P17 and RE17 = REM16 ⊕ P17;

7. Decrypt the given input starting at a given offset and place the result in

the provided buffer starting at a given offset. The input will be an exact

multiple of our block size. The ciphertext is divided into 4 32-bit halves

LD, LDM, RDM and RD. The decryption involves the use of subkeys in

reverse order. However, the algorithm direction is same as was in encryp-

tion process. For each of 16 rounds do the following:

For i = 1 to 16 do

LDMi = LDi−1 ⊕ P19−i and RDi = RDMi−1 ⊕ P19−i;

LDi = F1[LDMi] ⊕ LDMi−1 and RDMi = F2[RDi] ⊕ RDi−1;

LD17 = LDM16 ⊕ P1 and RDM17 = RD16 ⊕ P1;

LDM17 = LD16 ⊕ P2 and RD17 = RDM16 ⊕ P2;

Table 3.9: Performance of A5/1, A5/2, NewA5, and Blowfish algorithms

Parameters A5/1 A5/2 NewA5 Blowfish

Avg. Encryption Time 65216 61997 6204 737350
Avg. Decryption Time 65310 61997 4198 835128
Avg. Heap Memory Used 351280 351247 378416 379392
Avg. Total Memory Used 12694936 12693653 12741360 12739132
Process CPU Time 421202700 436802800 436802800 405602600
Used Swap Space 19895787 19924787 20396113 19875184
Used Physical Space 12081725 12053094 11875450 12805283
Committed Virtual
Memory 46292992 46305280 46235648 46247936

The performance of A5/1 and A5/2 algorithms based on different parame-

ters can be observed in Table 3.9 along with a difference of runtime performance

between the NewA5 and the original Blowfish algorithms. From Table 3.9, it

is clear that the NewA5 algorithm is much faster than the original Blowfish,
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Table 3.10: Performance of NewA5-CTR, NewA5-CFB, and NewA5-OFB

Parameters NEWA5-CTR NEWA5-CFB NEWA5-OFB

Avg. Encryption Time 19705330 18570896 19122438
Avg. Decryption Time 462114 454324 464074
Avg. Heap Memory Used 1625172 1625028 1624283
Avg. Total Memory Used 14927504 14927344 14926583
Process CPU Time 624004000 608403900 639604100
Used Swap Space 19993026 11924418 19819274
Used Physical Space 11918458 11914403 11704852
Committed Virtual
Memory 48377856 48414720 48369664

A5/1, and A5/2 algorithms. The average time to encrypt and decrypt the mes-

sage by A5/1, A5/2, Blowfish, and NewA5 algorithms are 0.000065, 0.000061,

0.000737350, 0.0000062 seconds and 0.000065310, 0.000061997, 0.000835128,

0.000004198 seconds respectively. Thus, the NewA5 algorithm provides better

results for encryption and decryption. One major application for the stream ci-

phers is very high speed data encryption, this means that the block cipher-based

keystream generators are not the complete solution [79]. Due to convenience of

use of block ciphers in various protocols, the block cipher behavior can be con-

verted into the stream cipher via modes of operations Counter (CTR), Output

Feedback (OFB), and Cipher Feedback (CFB). Since, the original A5/1 and

A5/2 algorithms were stream ciphers in nature, thus, we have considered the

NewA5 algorithm with three modes of operations, i.e., CFB, CTR, and OFB

to convert the NewA5 algorithm message blocks into the bits of streams. Table

3.10 presents the performance of NewA5 algorithm with counter (NewA5-CTR),

CFB mode (NewA5-CFB), and OFB mode (NewA5-OFB). All the parameters

of these algorithms generate almost same results as shown in Table 3.10, how-

ever, in CTR mode, the encryption and decryption can be performed in parallel,

thus, the NewA5-CTR is choosen to provide ciphering in the SAKA protocol.

3.9 Security Analysis of Proposed Algorithms

for SAKA Protocol

This section provides the justified prevention for the proposed algorithms against

various attacks exist in the GSM network along with the security analysis of
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NewA3, NewA8, and NewA5 algorithms in terms of cryptanalysis, brute force

analysis, and operational analysis.

3.9.1 Attacks on Existing GSM Algorithms

This subsection discusses the security aspects of the proposed algorithms against

various attacks that have been found on existing GSM algorithms. The security

attacks on the existing GSM algorithms are partitioning attack, narrow pipe

attack, collision attack, man-in-the-middle attack, and interleaving attack.

1. Partitioning Attack: In case of COMP-128 algorithm, the important char-

acteristic is that the processor can only address 8 bits, but, the first S-box

consists of 512 values, which need an address room of 9 bits. Thus, the

table needs to be split in minimum two parts. The IBM engineers have

made the assumption that the table is just split in the middle [6]. In

the proposed scheme, the NewA3 and NewA8 algorithms are implemented

separately unlike as in the original GSM protocol where most operators

implement COMP-128 algorithm instead of two algorithms. Since, the

NewA3 and NewA8 algorithms are based on HMAC functions and do not

use S-boxes in the algorithm, thus our algorithms are secure from the

partitioning attack.

2. The Narrow Pipe Attack: 95% of the collisions in the output are originated

in the second round of COMP-128, whereas a collision in the first round is

impossible, since it is a one-to-one mapping [80]. Briceno et al. found that

in particular, bytes i, i+8, i+16, i+24 at the output of the second round

depend only on bytes i, i+8, i+16, i+24 of the input to the COMP-128

algorithm [8]. This fact is called narrow pipe. This attack can compromise

the HMAC with hash function theoretically only with single and related

key [77]. Since one of the attributes of HMAC is that it considers a hash

function as a black box, without any requirement to modify the basic im-

plementation. Here, the aim is to find a way, which does not change the

hash function definition and prevents the HMAC from this attack. Peyrin

T. et al. proposed a solution where an extra fixed bit (or byte) is placed

just before the input message M [77]. To prevent the NewA3 and NewA8

algorithms from the narrow pipe attack, (i) use different initialization vec-

47



3.9. SECURITY ANALYSIS OF PROPOSED ALGORITHMS FOR SAKA
PROTOCOL

tor (IV) values for inner and outer hash functions in HMAC, (ii) append

a zero before the message (M′ = 0||M) and then append the result to Si

in both the algorithms, where each message M′ block is of 512-bit in size,

and (iii) perform XOR operation with a constant 10101010 to the inner

and/or outer hash message input to differentiate the input and output

computations. We have implemented the first two options to prevent the

HMAC-based algorithms from the narrow pipe attack while option 3 may

increase computation, hence, is not considered.

3. Collision Attack: This attack attempts to compute secret authentication

key. An adversary can extract the key information, when two different

inputs to the card algorithm produce the same output. In the SAKA pro-

tocol, at every MS, the DK key is generated by passing a unique key Ki

and a timestamp T1 to a pre-specified NewA3 algorithm, thus the possi-

bility to generate the same output by two MS is almost impossible. Since,

the NewA3 and NewA8 algorithms are based on the HMAC functions,

thus, are free from collision attack because collision attack does not affect

the security of cryptographic hash/HMAC function [81].

4. Interleaving Attack: In the interleaving attack, an adversary can derive the

information from the current or previous authentication exchanges. The

input for different cases of NewA3 and NewA8 algorithms are (T1, T1, and

MAC1, which is also based on T1) and (count, count) respectively. These

T1 and count change every time an authentication request is generated

within an expiry time. Thus, if the other parameters are same for NewA3

and NewA8 algorithms then an adversary cannot derive DK or Ki key-

based on previous authentication exchanges. Thus, these algorithms are

secure from the interleaving attack.

5. Man-in-the-middle Attack: It allows an intruder to access the secret in-

formation by intercepting and altering the communication between the

communicating parties. Since, in the SAKA protocol, the communication

between the MS and the VLR/HLR takes place using the NewA5 algo-

rithm, which is used to encrypt and decrypt the message, thus, the GSM

network is free from the MITM attack.
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3.9.2 Security Analysis of NewA3 and NewA8 Algorithms

This subsection discusses the security analysis of NewA3 and NewA8 algorithms

based on cryptanalysis, brute force analysis, and operational analysis.

1. Cryptanalysis: As per the discussion stated in the previous subsection, the

NewA3 and NewA8 algorithms are free from partition attack, narrow pipe

attack, interleaving attack and collision attack. The NewA3 and NewA8

algorithms are based on the structure of HMAC functions, which are the

combinations of hash functions and MAC functions, thus, it is very difficult

to break these functions. These HMAC functions are used with SHA256

and SHA1 hash functions respectively for NewA3 and NewA8 algorithms.

No full attack has been found on the HMAC-SHA256 and HMAC-SHA1.

2. Brute Force Analysis: The size of keys used in NewA3 and NewA8 algo-

rithms are 128 bits each for Ki and DK keys. The possible brute force

attack for both the algorithms is 2128, each for NewA3 and NewA8, which

is difficult to break in the real world scenario. The brute force analysis for

HMAC-SHA256 and HMAC-SHA1 are 2256 and 2160 respectively, which is

very difficult to prove vulnerable.

3. Operational Analysis: Since, the NewA3 and NewA8 algorithms are based

on complex functions HMAC-SHA256 and HMAC-SHA1 respectively, thus,

it is not easy to interpret the structure and operations performed by these

algorithms. Additionally, these functions use two separate initialization

vectors and additional padding (input and output) to make the opera-

tional analysis more difficult for an attacker. The operators may also

implement a variant of these algorithms.

3.9.3 Security Analysis of NewA5 Algorithm

This subsection discusses the security analysis of NewA5 algorithm in terms of

cryptanalysis, brute force analysis, and operational analysis.

1. Cryptanalysis: In the NewA5 algorithm, the sub-keys and S-boxes are

generated by a repeated process, similar to the Blowfish algorithm. This

makes the cryptanalysis of NewA5 very difficult. However, the boxes are
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well designed to resist security attacks, while they are randomly generated

in Blowfish. There is no effective cryptanalysis publicly known on the full-

round version of Blowfish. Since, in the NewA5 algorithm, the DK key is

mixed with the initial set of keys to generate a final keys for each round,

thus, the NewA5 algorithm is free from the reflection attack.

2. Brute force Analysis: Brute force analysis depends on the size of key used

in the algorithm, which is of 128 bits for DK key. Thus, the possible brute

force attack is 2128, which is not easy to break.

3. Operational Analysis: Two primitive operations, addition and bitwise-

XOR, are considered as a part of the NewA5 algorithm. These two oper-

ations do not commute and make cryptanalysis and operational analysis

more difficult. Apart from this, the block size of the NewA5 algorithm is

128 bits and operations are performed in four halves of data (32-bit each).

These four 32-bit data are processed with two different complex functions

F1 and F2 for the encryption and decryption. The NewA5 algorithm is

also able to prevent the GSM network from the man-in-the-middle attack,

thus, the NewA5 algorithm with 128-bit block size is secure.

3.10 Analysis of Attacks on GSM Phone

In order to analyze GSM protocol stack more closely, one project called “OpenBSC”

was started in 2008 at network side, which works with OpenBTS/nanoBTS, and

developers/researchers can test it in the real world environment with additional

hardware equipments. Another project “Open Source Mobile Communication

Base Band (OsmocomBB)” was started in 2010 at handset side, which facili-

tates the developers/ researchers to run and test the real SIM card and other

related applications on real phone. Recently, in 2013, researchers demonstrated

a possibility of DoS attack and mobile terminated session hijacking [82]. Such

an analysis of exploiting various attacks in the GSM network opens door for

evaluating and observing the GSM protocol stack in-depth. We explored vari-

ous services and functionalities provided by these open source software namely

OsmocomBB, OpenBSC, and OpenBTS, observed the outcomes of different ap-

plications (like mobile, ccch scan etc.) with Wireshark, and analyzed the GSM
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protocol stack for the possibilities of attacks in the GSM network.

For the DoS and session hijacking attacks, the main interested logical chan-

nels in cellular networks are Paging Channel (PCH) and Random Access Chan-

nel (RACH). The PCH is used by the BTS, where it informs the MS about

an incoming service (on downlink) while the RACH is utilized by the MS for

requesting a dedicated channel from the BTS (on uplink). A DoS attack is

possible if an adversary replies with a paging request answer faster than the

victim. In such a case, the reply of the victim will be ignored. As a result, the

network sends a channel release message to the victim. The setup will not be

completed if the adversary does not input the correct cryptographic keys for the

authentication and encryption. Since, an adversary do not have the same, thus,

the call will be dropped. The repetition of this process results in DoS attack.

Figure 3.5: OsmocomBB: IMSI and session key extraction

The paging procedure is followed by the cipher setup. Several countries

do not provide the encryption and proper authentication. For example, only

under 20% of the networks analyzed by the gsmmap project authenticate mobile

terminated phone calls 100% of the time and 50% of the tested networks only

authenticate 10% of the services [82]. An adversary can easily takeover a session

in such networks. If the adversary is able to win the race condition by sending

the faster response than victim then it may be possible to hijack a session in the

unencrypted network or weak encrypted network. An adversary impersonate

the victim by cracking the session key of weak encrypted network, if the proper
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authentication is not provided. The session key can be extracted by the Kraken

tool or with a blackberry handset in engineering mode. In order to implement

such attacks, we require the hardware and software to interact with GSM base

station that allow us to access and modify the GSM stack using baseband (BB)

implementation. In the current scenario, we have three choices to select a radio

device (as a handset): USRP, Vitelcom TSM30, and TI Calypso chipset-based

phones. All three devices are used as GSM radio transceivers with the baseband

software modifications. Presently, there is no baseband implementation available

for the USRP. Baseband is available for TSM30, but its code is very complex to

follow and work on. They are also not easily available. We preferred to use TI

Calypso chipset-based phones. These phones are easy to obtain, inexpensive,

and provide baseband implementation. These phones typically have a serial port

at 3.3V level, which are sometimes called T191 unlock cable and available in a

variety of fashions. In this work, Motorola C118 is used to analyze attacks on

GSM phone and the USB variant of PL2303 is used as a serial cable. As shown

in Figure 3.5, ISMI and session key are successfully extracted during this work.

3.11 Chapter Summary

This chapter presents an efficient SAKA protocol for a better service in the GSM

network. The protocol resolves the primary issue of authentication in the GSM

network by providing mutual authentication between the user and the network

without increasing the communication overhead. The protocol prevents replay

attack, man-in-the-middle attack, redirection attack, and impersonation attack.

On an average, the SAKA protocol saves 56% of the total bandwidth used

for authentication in the GSM network, when the number of authentication

requests within a session are n = 5, 10, 50, and 100. Further, a set of new

secure algorithms namely NewA3, NewA8, and NewA5, have been proposed

and implemented, in order to overcome the known vulnerabilities in A3, A8, and

A5 algorithms used in the original GSM protocol. Additionally, three variants

of NewA5 algorithm have been proposed and implemented that convert the

block ciphers in the stream ciphers. The NewA5 algorithm with counter mode

provides parallelism to the encryption process, hence, it can be preferred as

cipher algorithm in the GSM network.
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Chapter 4

AKA Protocol in 3G UMTS

Network

4.1 Introduction

In the current scenario, third generation UMTS technology has become popular

enough to gradually supersede GSM. In order to overcome the security issues in

GSM, the UMTS-AKA was developed to authenticate mobile users. Although

UMTS-AKA has overcome most of the vulnerabilities and security issues found

in the GSM-AKA, nevertheless, it is still vulnerable to redirection attack, imper-

sonation attack, man-in-the-middle attack, and DoS attack. There are several

other issues with the UMTS-AKA including the huge bandwidth usage between

the HLR and the VLR, large storage space overhead at VLR, and the counter

synchronization problem between the MS and the HLR/VLR. This protocol also

generates huge communication and computation overheads in order to provide

the mutual authentication between the MS and the VLR/HLR.

4.2 UMTS-AKA Protocol

In the UMTS-AKA protocol, each user shares a secret key SK and certain cryp-

tographic functions with the HLR. In addition, the HLR and the MS, each

maintains a counter for the synchronization purpose. The cryptographic algo-

rithms/functions are shared between the HLR and the MS including two message

authentication codes f1 and f2, and three key generation functions f3, f4, and f5.
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Table 4.1: Symbols and abbreviations

Symbol Definitions Bits

IMSI International Mobile Subscriber Identity 128
TID Temporary Identity 128
PID Proxy Identity 128
ACC Accumulator Number 24
ReqNo Request Number 128
Puz Puzzle 128
Sr Service Request 8
ID/idx/Count Identity/Integer Number 28
SQN/XSQN Sequence Number 48
AMF Authentication Management Field 48
LAI Location Area Identity 40
POS Position Information 40
AUTN/AUTH Authentication Token Variable
AV/PAV/MAV/TAV Authentication Vector Variable
Y/N Yes/No Flag 1
CK/TCK/PCK Cipher key 128
IK/TIK/PIK/IIK Integrity key 128
AK/XAK Anonymity key 128
SK/K Secret key b/w MS-HLR 128
DK Delegation key 128
TK Temporary key 128
RAND/RN/PR/
FRESH/RNidx Random Number 128
MAC/VAC/XMAC/
PMAC/XVAC Message Authentication Code 64
α/H Hash Code 64
RES/XRES/PRES Response/Expected Response 64
PLK/TEK Payload Encryption key 128
T/t Timestamp 64
ACK Acknowledgement 16
Solu1 Solution1 of puzzle 128
Solu2 Complete solution 128
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Table 4.2: Cryptographic functions definition

Function Definition

f1/FK Function to generate MAC
f2/FK Function to generate RES/XRES
f3 Key generation function for CK/PCK
f4 Key generation function for IK/PIK
f5 Key generation function for AK
f6 Key generation function for DK
f7 Key generation function for PLK/Cipher function for TEK
f′ Function to generate ACC3

GK Secret session key generation for SK
HK Random number generation for RNidx
Fx Key generation function for TK
f99 Key generation function for Ktemp
‖ Concatenation

Figure 4.1: UMTS-AKA protocol

The UMTS-AKA protocol has shown in Figure 4.1, where the MS and the

HLR share a secret key SK and maintain sequence numbers to prevent replay at-

tack [22]. AK/XAK is the anonymity key, which is used to conceal the sequence

number in the original UMTS-AKA protocol. Table 4.1 and Table 4.2 describe

the definition of various symbols, abbreviations, and cryptographic functions

used in various AKA protocols discussed in this chapter.

4.3 Communication, Trust and Attack Models

This section first presents the system model in terms of communication and

trust scenario, and then discusses an attack model.
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4.3.1 Communication and Trust Model

When a user is in his/her home network, then the mutual authentication takes

place between the MS and the HLR. The HLR generates the AVs as per the

authentication requests received from various MS. A trust model comes into

the picture, when a user moves to a roaming area. The MS requests to one

of the roaming operators for providing the service and sends an authentication

request to the nearest VLR. The communication of AVs (or some authentication

information) takes place between the VLR and the HLR, and then rest of the

mutual authentication process executes between the MS and the VLR. In this

trust model, it is assumed that a secret key SK is shared between the MS and

the HLR. The authentic information based on SK key is generated by the HLR

and is sent to the VLR, which avoids the access of such information by any

malicious VLR.

4.3.2 Attack Model

An attack model describes various scenarios where a malicious MS or VLR can

access the authentic information, misguide the legitimate MS, and corrupt the

network. A malicious VLR can redirect the legitimate MS and can receive the

valid tokens using a false base station device such as IMSI catcher. Another

possibility of attack is to delay or reuse the authentication messages, if they

do not contain any nonce or timestamp value, which leads to the replay at-

tack. Since, the AVs are moved within and between the networks, thus, the

authentication process may disturb if the network is corrupted. An adversary

can forge the authentication data request to obtain authentication vectors and

use it to impersonate the network that is independent of actual location of the

user. An attacker can hide itself between the MS and the VLR, and may be

able to crack the UMTS security. The attacker can eavesdrop the session initi-

ated by legitimate MS that leads to the man-in-the-middle attack. For such an

attack, the adversary must be able to intercept and inject some traffic. Apart

from these attacks, various forms of DoS attack such as primary DoS, and dis-

tributed DoS (DDoS) are quite possible. The existing DoS and DDoS defense

mechanisms anticipate a flood of authentication requests as attacks and exploit

the vulnerabilities of the system. The low rate DoS (LDoS) attack is difficult
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to detect as compared to other forms of DoS attacks as it exploits many factors

and vulnerabilities that vary from the iterative hops to the fixed minimum re-

transmission timeout (RTO). Our primary focus is to prevent the network from

authentication requests-based flood DoS attack.

4.3.3 Other Issues of UMTS-AKA Protocol

This subsection describes other existing issues of UMTS-AKA protocol.

1. Operational Difficulty with Sequence Numbers: In UMTS-AKA, the HLR

maintains a dynamic counter for each MS. Sometimes whenever a sequence

number is considered to be not in the correct range, the MS assumes

that a synchronization failure has occurred in the HLR and it initiates a

resynchronization request to the HLR.

2. Bandwidth Consumption: In UMTS-AKA, the HLR sends n AVs to the

VLR after authenticating the MS. The VLR needs to make a request for

another authentication, when these available AVs are finished. However,

it requires a high bandwidth to transmit a huge number of AVs every time.

Figure 4.2: Proposed ES-AKA protocol
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4.4 Proposed ES-AKA Protocol

To defeat the security issues puzzled with the UMTS-AKA protocol, we propose

and present an authentication and key agreement protocol namely ES-AKA,

which defeats redirection attack, man-in-the-middle attack, DoS attack, and

intensely down the impact of network corruption. This ES-AKA protocol strictly

follows the framework of 3GPP UMTS-AKA protocol and throw out the problem

of synchronization between the MS and the HLR. In the ES-AKA protocol, each

MS and its HLR share a secret key SK. Some cryptographic algorithms/functions

f1, f2, f3, f4, f6, and f7 are used in this protocol and Table 4.2 describes the role

of each function. There are three accumulator numbers (ACC) used in the ES-

AKA protocol. They are stored at MS as well as at VLR in first three steps of

the ES-AKA protocol. Each ACC has a fixed size of 24 bits that can be clearly

observed from Table 4.1. These numbers are sent during the communication

to establish a connection for the authentication between the MS and the VLR.

ACC1 and ACC2 are randomly generated, while the ACC3 is used to generate

the delegation key DK at HLR. The ES-AKA protocol is divided into two phases

as shown in Figure 4.2. These two phases are as follows:

Phase-1: In this protocol, first three messages are used to prevent the UMTS

network from the DoS attack. First, the MS makes a request to the VLR

to create a connection for the authentication by sending IMSI and a random

accumulator ACC1 to the VLR (message (1)).

MS to VLR: IMSI, ACC1

In response, the VLR stores (IMSI and ACC1) in its database and sends

another random accumulator ACC2 to the MS, to check whether the MS is

active or not (message (2)).

VLR to MS: ACC2

After sending ACC2 to the MS, the VLR waits for a response till a random

timeout period (random timeout is used to prevent DoS). If the MS does not

receive any authentication information during this period, it simply retransmits

the request. Further, if the MS is active and is a legitimate MS then it calcu-

lates ACC3 (ACC3 = f′(ACC1, ACC2)) as well as MACms (MACms = f1(ACC3,

LAI)SK)and sends them to the VLR (message (3)).

MS to VLR: ACC3, MACms
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The VLR checks the timeout period (which is random in nature) and if the

message is received within timeout period then the VLR also calculates ACC3

at its end with the same f′ function, and checks whether (ACC3 ?= XACC3).

Here, f′ is a complex function (it may be complex hash function such as SHA1,

HMAC etc.), which is known to the MS and the VLR/HLR. If the VLR does

not get any response within time period, then the request for the authentication

is discarded. Since a legitimate MS may also request for the authentication, so

it will wait for a specified timeout period. Here, the timeout period for the MS

is larger than the VLR. If a particular MS is discarded for a certain number of

attempts then the VLR will mark its IMSI into the blacklist. After suspension

period, if the MS gets authenticated, then its IMSI will be removed from that

blacklist. After accepting and checking ACC3, the VLR passes (IMSI, ACC3,

MACms, LAI) to the HLR (message (4)), where LAI is the location area identity

of the MS.

VLR to HLR: IMSI, ACC3, MACms, LAI

After receiving such information, the HLR calculates XMACms = f1(ACC3,

LAI)SK and compares it with the received MACms. If both are equal, then

the MS is a legitimate user. The HLR generates (T1, DK, PCK, PIK) and

calculates (MACh, TAV), where AMF is Authentication Management Field.

Now, the HLR passes TAV to the VLR (message (5)).

HLR to VLR: PCK, PIK, DK, MACh, T1, AMF

Phase-2: The phase-2 is executed for each subsequent authentication within

the expiry time of DK key. At VLR, the count is incremented after every

transmission of authentication token AUTNs and stores the token (T2, MACs,

AUTNs). This token is calculated and sent every time, when an AV is requested

by the MS. The VLR passes the AUTNs to the MS (message (6)).

VLR to MS: MACs, T1, T2, AMF, count

After receiving the AUTNs, the MS verifies the count. If the received count is

greater than the previous count, then the MS calculates XMACs and compares

it with the received MACs, otherwise, the request is discarded and connection

is terminated. Additionally, at MS, the current received T2 is compared with

the T2 received in the previous subsequent authentication request. Now, the

MS generates (DK, CK, IK, PCK, PIK, RES) and sends RES to the VLR in

response to AUTNs (message (7)).
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MS to VLR: RES

The VLR calculates XRES and compares it with the received RES. If the

XRES and RES are equal then the VLR generates CK and IK keys. Some stan-

dard functions are used in order to generate PCK, PIK, CK, and IK keys. The

functions to generate PCK and PIK keys take input of 24 bits while functions

to generate CK and IK keys take 64 bits input. All functions generate 128 bits

output keys. Now, both, the MS and the VLR, generate TCK, TIK, and TEK

keys for Confidentiality, Integrity, and Encryption. Thus, this protocol does not

transmit actual CK and IK keys during the authentication.

4.5 Analysis of Proposed ES-AKA Protocol

This section discusses the security and performance analysis of the ES-AKA

protocol and compares the proposed protocol with the existing protocols.

4.5.1 Security Analysis

1. Mutual Authentication between the MS and the HLR: In ES-AKA, on re-

ceipt of message (4), the HLR authenticates the MS by verifying ACC3

and MACms. To authenticate the HLR, the MS checks AUTNs received

in message (6). The MS can acquire the expected authentication codes

of VLR as XMACs = f1(f1(T1, AMF)SK , T1, T2, count)DK . If XMACs is

equal to MACs, then both, the HLR and the VLR are authenticated. This

ensures the mutual authentication between the MS and the HLR. For the

subsequent authentications, the MS can still authenticate the HLR with

message (6) and (7) with the involvement of DK key.

2. Mutual Authentication between the MS and the VLR: In ES-AKA, the

VLR authenticates the MS by verifying RES in message (7). After re-

ceiving the message, the VLR calculates XRES and checks whether RES

?= XRES, where XRES = f2(T2)DK . The MS is verified authentic if

this equality is true. The same procedure takes place in authenticating

the MS, when the VLR receives message (7) while communicating only

with the VLR. Now, on receiving AUTNs, the MS computes XMACh

and XMACs to authenticate the VLR, if MACs ?= XMACs holds, where
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XMACh=f1(T1, AMF)SK and XMACs= f1(XMACh, T1, T2, count)DK .

All this ensures the mutual authentication between the MS and the VLR.

3. Freshness of Security Keys: In ES-AKA, the CK and IK are generated

from the functions of timestamp T2, thus, the freshness of these keys

can be ensured by T2. In message (6), the count is incremented on each

successful authentication and can be used to guarantee the freshness of

the message. This ensures the freshness of CK and IK keys. Other keys

TCK, TIK, and TEK are generated on the basis of freshness of CK and

IK keys, thus, these keys also ensure the freshness of their generation.

4.5.2 Resistance to Attacks

1. Redirection Attack: In the UMTS-AKA protocol, the LAI, which recog-

nizes the location of the BSS, is not guarded and can be modified by an

adversary with some redirection attack. ES-AKA uses message authen-

tication code to maintain the integrity of LAI, thereby preventing the

network from redirection attack. The redirection attack fails if the ad-

versary is unable to obtain user′s MS information. In ES-AKA, the MS

involves LAI in MACms and transmits MACms to the VLR in message (3).

The authentication request is refused, if the HLR fails to match the LAI

sent by the VLR (message (4)) and the LAI embedded in MACms. Such

a technique solves the mischarged billing in the network.

2. Replay Attack: The ES-AKA protocol is free from this attack by sending

timestamp (T1, T2) or random values (ACC1, ACC2, ACC3) with the

transmitted message over the network.

3. Man-in-the-middle Attack: A man-in-the-middle attack can occur, when

an MS tries to connect to a BTS in weak encrypted network. To cipher

payloads, a new encryption TEK key is conversed between the MS and

the VLR in the ES-AKA protocol. The TEK inhibits the communication

from being eavesdropped while previously in UMTS-AKA no such key was

present. Similar to S-AKA, the ES-AKA protocol introduced a new key

TEK to make the communication more reliable between the MS and the

VLR. The TEK is consulted by the MS and the VLR after exchanging
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messages (6) and (7) in the ES-AKA protocol.

4. Impact of Network Corruption: The UMTS-AKA protocol does not pro-

vide the solution against corrupted VLR/HLR. There are three possible

cases for the communication between the MS and the VLR/HLR, and each

of that is described as follows:

Case-1: The adversary tries to impersonate the MS: Let us consider that

a VLR is impaired and the adversary can eavesdrop all its messages and

can send to another network. Thus, the adversary can impersonate to

establish a communication session with the MS in its VLR while the user

is in roaming area. Now, consider a fresh uncorrupted roaming network

VLR′. The adversary must reply with a valid response RES to the VLR

in order to impersonate the MS, but, the adversary cannot obtain correct

RES, since RES was only transferred between the HLR and the VLR′.

Case-2: The adversary requests for AVs with the corrupted network VLR:

When the adversary tries to impersonate the network VLR′, the adversary

begins the protocol by sending ACC2 to the MS in reply of message (1)

and the MS replies back with ACC3 and MACms. Now, the adversary re-

quests the AVs for the MS through the impaired network VLR. But, after

verifying MACms, the HLR concludes that the MS is not in the VLR and

rejects the concern request.

Case-3: The adversary tries to impersonate the uncorrupted network VLR′:

If the adversary tries to impersonate the network VLR′, an attempt to im-

personate the VLR′ gets fail as the MS can verify that the AV was not

requested by the VLR′. Thus, the impact of network corruption is dras-

tically reduced with the ES-AKA protocol in comparison to UMTS-AKA

protocol.

5. DoS Attack: The DoS attack and its variants are addressed in the following

scenarios: The attacker MS′ floods the victim VLR with the authentication

request by spoofing the IMSI and a random accumulator number ACC1.

Then, ACC2 are sent from the VLR to the spoofed source MS. Hence, the

VLR will not get the final information to complete the authentication re-

quest. This leads to half-open authentication requests at the VLR. There

is a timeout period for each MS to maintain the state of half-opened au-
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thentication requests. If the attacker MS′ causes overflow at victim VLR

with the half-open authentication requests, then the VLR cannot accept

any new incoming authentication request.

Case-1: The attacker MS′ floods the victim VLR by self IMSI: First, the

attacker MS′ can configure self to flood the victim VLR with ACC1 and

correct IMSI, and does not send the final information for the authenti-

cation. The VLR responds with ACC2 message for every authentication

request. Since, the attacker MS′ is configured not to send the final in-

formation, the VLR will not receive any final information message from

the MS′. In this case, the VLR retransmits ACC2 message and waits for

the final information message. This process is repeated until the timeout

period is reached. After the timeout period, the VLR resets the authenti-

cation request and makes free the resources that are used to maintain the

authentication request status.

Case-2: The attacker MS′ floods the victim VLR by spoofing IMSI: The at-

tacker MS′ can flood the victim VLR with ACC1 by spoofing IMSI. Now,

ACC2 message from the victim VLR will be communicated to the MS,

with which the attacker MS′ has spoofed IMSI. There are two different

scenarios for such a case.

Scenario-1: In the first scenario, if the actual MS that receives ACC2

message is not active, then the VLR will not receive any final information

from the MS. In this scenario, the process is similar to case-1.

Scenario-2: In the second scenario, if the MS is active, it sends a reset sig-

nal to the VLR, since it did not initiate any authentication request. If the

victim VLR receives the reset signal, it can free the resources that are used

to maintain the authentication request status. The low rate DoS attack

exploits the fact that most systems have a RTO of one second. It would

be difficult for the attacker to predict the next RTO value if the RTO is

set to any random value and this ultimately would help in controlling the

rate of attack [83].

During the initial authentication, a malicious MS′ may launch a DoS attack

either to the HLR or to the VLR. If the MS′ forges message (3), the forged

message can be detected by the HLR on receipt of message (4), and that

can also be immediately detected by the VLR with DK key authorized
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Table 4.3: Protocols vs. prevention from different attacks

Attacks
UMTS-
AKA

AP-
AKA

X-
AKA

EXT-
AKA

EURA-
SIP-
AKA

COCK-
TAIL-
AKA

S-
AKA

ES-
AKA

Replay Yes Yes Yes Yes Yes Yes Yes Yes
Corrupt N/w Yes Yes Yes Yes Yes Yes Yes Yes
MITM No No No No No Yes Yes Yes
Redirection No Yes No No No Yes Yes Yes
DoS No No No No No No Partial Yes

by the HLR, in phase-2 message exchanges. Thus, the ES-AKA protocol

resists such DoS attack, since the forged messages can be detected by the

HLR and the VLR. Table 4.3 summaries the prevention against known

attacks by various proposed and existing AKA protocols for the UMTS

network. All the protocols mentioned in Table 4.3 are free from replay

attack as well as active attacks in the corrupted network.

The UMTS-AKA, X-AKA, EXT-AKA, and EURASIP-AKA protocols do

not prevent MITM and redirection attacks. However, the COCKTAIL-AKA,

S-AKA, and ES-AKA protocols are able to stop MITM and redirection attack

while the AP-AKA protocol does not resist the MITM attack but, is free from

redirection attack. The ES-AKA protocol detects DoS attack (authentication

request flood-based attack) and prevents the system, because in both phases of

this protocol, DoS attack can be immediately detected by the VLR. However,

the S-AKA protocol can solve the problem of DoS attack partially.

4.5.3 Communication Overhead

This subsection calculates the transmitted message size, in order to evaluate to-

tal communication overhead with respect to UMTS-AKA, ES-AKA, and other

AKA protocols.It is assumed that all protocols are with global size parameters

that are specified in Table 4.1. Now, based on each parameter transmitted in

the message, total number of bits required for each message can be calculated,

and then the sum for all messages sent during each protocol run are computed.

The total number of bits in all messages for UMTS-AKA, ES-AKA, and other

AKA protocols are as follows:

UMTS-AKA Protocol: Phase-1: (1)+(2)+(3) =128+128+608*n =256+608*n

bits, where AUTN=(48⊕48)+48+64=160 bits and AV (n values)=(128+64+128
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+128+160)*n = 608*n

Phase-2: (for n values) ((4)+(5))*n= ((128+160)+64)*n= 352*n bits

Total transmitted bits= 256+608*n+352*n = 256+960*n

COCKTAIL-AKA Protocol: Phase-1: (1)+(2)+(3) =(128+128)+(128+128+

128)+560 =1200 bits, where PAUTN=128+48+64= 240 bits and PAV=240+

64+128+128 = 560 bits

Phase-2: (for n values) ((4)+(5))*n= ((128+240+64)*n = 432*n bits

Total transmitted bits = 1200+432*n bits

AP-AKA Protocol: It is assumed that the maximum idx= 32000= 228 [84]

Phase-1: (1)+(2)+(3)+((4) for n values) = 128+ (128+128+128+64)+ (128+

64)+ (128+64+128+ (28+64+64))*n = 768+604*n

Phase-2: (for n values) ((5)+ (6))*n = ((128+156)+64)*n= 348*n

Total transmitted bits = 768+604*n+348*n = 768+952*n

S-AKA Protocol: Phase-1: (1)+(2) = (128+24+8+64)+(128+24+8+64+40)=

488 bits, where AUTN = (64+128+128) = 240 bits

Phase-2: (3)+(4)+(5) = (240+128)+(392)+ 64 = 824 bits

Phase-3: (1)+(2)+(3) = (128+24+8+64)+(392)+(64) = 680 bits

Total transmitted bits = (Phase-1 + Phase-2)+ (Phase-3)*n = 1312+680*n

EURASIP-AKA Protocol: AUTN = 48+48+64 = 160 bits Total transmitted

bits (for n values) = ((1)+(2)+(3))*n = ((128+8+40+128+160)+ (128+8+

40+128+160) + 64)*n = 992*n bits

X-AKA Protocol: Phase-1: (1)+(2)+(3) = (128+64+64)+(128+64+64)+(240+

128) = 880 bits, where AUTHh = 64+128+48 = 240 bits

Phase-2: (for n values) ((4)+(5))*n = (368+64)*n = 432*n, where MACs = 64,

AUTHs = 64+128+128+48 = 368 bits

Total transmitted bits = 880+432*n EXT-AKA Protocol: Phase-1: (1)+(2)+(3)

= (128+128+64)+(128+128+64) + (64+128+48+128) = 1008 bits, where AUTNhn

= 64+128+48 = 240 bits

Phase-2: (for n values) ((4)+(5))*n = ((240+128)+(64))*n = 432*n, where

AUTNsn = 64+128+48 = 240 bits

Total transmitted bits = 1008+432*n bits

ES-AKA Protocol: Phase-1: (1)+(2)+(3)+(4)+(5) = (128+24)+(24)+(24+ 64)

+ (128+ 24+64+40)+ (64+64+48+128+128+128) = 1080 bits

Phase-2: (for n values) ((6)+(7))*n = ((64+64+64+48+28)+64)*n = 332*n
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Total transmitted bits = 1080+332*n

Figure 4.3: Communication overhead of various AKA protocols

Figure 4.4: Computation overhead of various AKA protocols

In Figure 4.3, a graph is mapped between the number of MS and the number

of bits transmitted by different AKA protocols to evaluate the communication

overhead of each AKA protocol. It can be easily observed that the ES-AKA

protocol generates lesser communication overhead as compared to other AKA

protocols.

4.5.4 Computation Overhead

In order to compare the computation of each protocol with the global values,

the computational overhead of all security functions are considered a unit value

(for the global analysis of all AKA protocols). Further, we calculate that how

many functions are required to compute total computation in each protocol.
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Below are the statistics to calculate the total number of functions that are used

in UMTS-AKA, ES-AKA, and other AKA protocols.

UMTS-AKA Protocol: Phase-1: (for AV, n values) {f1, f2, f3, f4, f5}*n = 5*n

Phase-2: f1, f2, f3, f4, f5 = 5

Total functions used = Phase-1 + (Phase-2)*n= 5*n +5*n = 10*n

COCKTAIL-AKA Protocol: Phase-1: f1, f5, f3, f4, f2, f2, f2, f3, f4, f3, f4, f2, f5 =

13

Phase-2: f1, f1, f1, f2, f3, f4, f2, f3, f4= 9

Total functions used = Phase-1 + (Phase-2)*n= 13+9*n

AP-AKA Protocol: Phase-1: {Hk, Fk, Fk, (Fk, Gk, Hk, Fk)*n} = 3+4*n

Phase-2: {Hk, Fk, Fk, Fk} = 4

Total functions used= Phase-1 + (Phase-2)*n = 3+4*n+4*n = 3+8*n

S-AKA Protocol: Phase-1: f1, f6, f1, f1, f6 = 5

Phase-2: f1, f1, f1, f3, f4, f2, f7, f2, f3, f4, f7 = 11

Phase-3: {f1, f6, f1, f1, f1, f1, f1, f2, f2}*n = 9

Total functions used= (Phase-1 + Phase-2) + (Phase-3)*n = 16+9*n

EURASIP-AKA Protocol: Total functions used (for n values) = {f5, f1, f1, f2,

f2, f3, f4, f3, f4}*n = 9*n

X-AKA Protocol: Phase-1: f1, f1, fx, f1, f1 = 5

Phase-2: (for n values) {f1, f1, f2, f2, f3, f4, f3, f4}*n = 8*n

Total functions used = 5+8*n

EXT-AKA Protocol: Phase-1: f1, f99, f1, f1 = 4

Phase-2: (for n values) {f1, f99, f1, f1, f2, f2, f3, f4, f3, f4}*n = 10

Total functions used= Phase-1 + (Phase-2)*n = 4+10*n

ES-AKA Protocol: Phase-1: f1, f1, f1, f3, f4, f6, f3, f4, f6 = 9

Phase-2: (for n values) {f1, f1, f1, f2, f2, f3, f4, f3, f4}*n = 9

Total functions used = 9+9*n

In Figure 4.4, a graph is plotted between the number of MS and the num-

ber of transmitted bits in order to evaluate the computation overhead of each

AKA protocol. From Figure 4.4, it is clear that ES-AKA protocol generates less

computation overhead than UMTS-AKA, EXT-AKA, COCKTAIL-AKA, and

S-AKA but not X-AKA and AP-AKA. Since, the communication and compu-

tation overheads are some sort of trade-off, which means that if one computes

more at MS or HLR, then the transmitted information in the sent messages can
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Table 4.4: Bandwidth utilization of various protocols

No.
of
AVs

AP-
AKA/
UMTS-

AKA

X-
AKA/
UMTS-
AKA

EXT-
AKA/
UMTS-
AKA

EURA-
SIP-
AKA/
UMTS-
AKA

COCK-
TAIL-
AKA/
UMTS-
AKA

S-
AKA/
UMTS-
AKA

ES-
AKA/
UMTS-
AKA

5 1.09 0.6 0.62 0.98 0.66 0.93 0.54
10 1.04 0.52 0.54 1 0.56 0.82 0.44
50 1 0.46 0.46 1.02 0.47 0.73 0.36
100 0.99 0.45 0.45 1.03 0.46 0.72 0.35
200 0.99 0.45 0.45 1.03 0.45 0.71 0.35
500 0.99 0.45 0.45 1.03 0.45 0.71 0.34
1000 0.99 0.45 0.45 1.03 0.45 0.7 0.34

Avg. 1.01 0.48 0.48 1.01 0.5 0.76 0.38

Table 4.5: Reduction ratio for message exchange

No.
of
AVs

AP-
AKA/
UMTS-
AKA

X-
AKA/
UMTS-
AKA

EXT-
AKA/
UMTS-
AKA

EURA-
SIP-
AKA/
UMTS-
AKA

COCK-
TAIL-
AKA/
UMTS-
AKA

S-
AKA/
UMTS-
AKA

ES-
AKA/
UMTS-
AKA

5 0.86 0.9 1.08 0.9 1.16 1.12 1.08
10 0.83 0.85 1.04 0.9 1.03 1.06 0.99
50 0.8 0.81 1 0.9 0.92 0.93 0.91
100 0.8 0.8 1 0.9 0.91 0.91 0.9
200 0.8 0.8 1 0.9 0.9 0.9 0.9
500 0.8 0.8 1 0.9 0.9 0.9 0.9
1000 0.8 0.8 1 0.9 0.9 0.9 0.9

Avg. 0.81 0.82 1.01 0.9 0.96 0.96 0.94

be reduced, and vice versa. Since, the ES-AKA protocol provides lesser commu-

nication overhead, thus, it may not be the case that it could also provide lower

computation overhead. The X-AKA and AP-AKA used few cryptographic func-

tions, thus, provides less computation overhead than ES-AKA, however, both

generate large communication overhead (both require more number of trans-

mitted bits during the run of their protocols) in comparison to the ES-AKA

protocol.

4.5.5 Bandwidth Consumption

To analyze the bandwidth consumption in each AKA protocol, we assume that

n-authentication vectors are transmitted from the VLR/HLR to the MS. The
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bandwidth consumption in each AKA protocol varies with the number of AVs

transmitted from the HLR to the VLR. Since, the total communication bits

required in each protocol (for both phases, where second phase can be executed

n times) are known, it is easy to calculate bandwidth consumption based on

number of authentication requests (n), when n = 5, 10, 50, 100, 200, 500, 1000

(assumption). Now, we calculate the consumed bandwidth for each protocol

and then compare the bandwidth consumption of ES-AKA with all other AKA

protocols. Similarly, the computation result of each protocol are known, it is

easy to calculate total message exchanged (in terms of cryptographic functions′

computation) during each protocol execution by considering n = 5, 10, 50, 100,

200, 500, 1000.

Table 4.4 represents the total bandwidth consumption by each AKA proto-

col, when the number of authentications within the same VLR (n) = 5, 10, 50,

100, 200, 500, 1000. One can clearly observe that on an average, the ES-AKA

protocol lowers 62% of the total bandwidth, which is the utmost reduction of

bandwidth by any AKA protocol from the literature. Similarly, Table 4.5 shows

that the ES-AKA reduces 6% of the messages exchanged ratio (average of mes-

sage exchanged ratios of proposed protocol/UMTS-AKA) during authentication,

when n = 5, 10, 50,100, 200, 500, 1000.

4.5.6 Summary of Comparative Analysis

This section represents the summary of comparative analysis of all AKA pro-

tocols. The analysis of different protocols with respect to fulfillment of various

security requirements is presented in Table 4.6.

1. Mutual Authentication (HLR authenticates the MS and vice versa), User

Traffic Confidentiality (fresh generation of CK key) and Signaling Data

Integrity (fresh generation of IK key) are provided by all existing and

proposed AKA protocols.

2. Reduction of Bandwidth Consumption between the VLR and the HLR:

The n-sets of authentication vectors are transmitted in UMTS-AKA and

AP-AKA from the HLR to the VLR. The X-AKA and COCKTAIL-AKA

protocols overcome the problem of bandwidth consumption by sending a
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temporary key and one-set of PAV to the VLR. Once the HLR authenti-

cates the MS successfully, it sends a DK key to the visited VLR for the

subsequent authentications. Such a scheme results in the traffic reduction

between the HLR and the VLR, which lowers the bandwidth consump-

tion. Similar to the concept in [29], the ES-AKA protocol also reduces

the bandwidth consumption between the HLR and the VLR by using a

delegation key, i.e., DK.

3. Reduction of VLR Storage: The VLR needs a larger space to store n-

sets of authentication vectors transmitted from the HLR to the VLR

in the UMTS-AKA and AP-AKA protocols. However, the X-AKA and

COCKTAIL-AKA protocols do not need it, and only TK and PAV are

required to store at VLR [29]. In ES-AKA, the VLR uses one-time T1,

DK, and TAV to authenticate the MS for the subsequent authentications

and hence, reduces the storage space at VLR.

4. Solve Synchronization Problem: The AP-AKA and X-AKA protocols use

different methods to solve this problem, except UMTS-AKA, however, the

COCKTAIL-AKA does not solve this problem [34]. The ES-AKA protocol

is also free from the synchronization problem.

4.6 Simulation of ES-AKA Protocol

This section presents simulated results of functions that are used in the ES-

AKA protocol, total execution time of ES-AKA, and the computation results of

a modified algorithm, i.e., MES-128.

4.6.1 Functions Computation and Execution Time Esti-

mation

Since, it is very hard to have an open source software for UMTS network, where

developers/researchers can modify the actaul protocol stack of UMTS-AKA,

thus, ES-AKA protocol is simulated in Java environment. The protocol has

considered as client server paradigm where MS is a client and, VLR and HLR

are servers. The functions f′() and f1() are implemented as function of XOR and
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HMACSHA1 respectively. However, we recommend to use complex function

of XOR. Further, functions f2(), f3(), f4(), and f6() are considered as HMAC-

SHA256. However, all these functions are network operator specific. The output

of f′() is truncated to finally 24 bits as the output of this functions is ACC3 of

24 bits in size. Similarly, the output of f1()/f2(), and f3()/f4()/f6() are truncated

to 64 and 128 bits respectively. In all tables, the unit of time is milliseconds

and memory/space is measured in bytes. Please note that the total execution

time for the ES-AKA protocol is the time to transmit all messages in the net-

work plus the computation time to perform various functions at MS, VLR, and

HLR. Since, we simulated this protocol in Java environment on a PC, thus, the

message transmission time observed on PC will be different as compared to run

on real UMTS network, hence, the transmission time is calculated according

to speed of UMTS network. However, the computation time for each function

will be almost same on both platforms. The data speed of UMTS network is

considered from 384 kbps to 2 Mbps. Thus, the ES-AKA is simulated and the

transmission time for each message is calculated with a speed of 384 kbps as

well as 2 Mbps. Here, Ext = Execution Time (milliseconds), PCPUT = Process

CPU Time (milliseconds), TUM = Total Used Memory (bytes)

ES-AKA Protocol (384 kbps): Total ES-AKA messages transmission time = (1)

IMSI, ACC1 + (2) ACC2 + (3) ACC3, MACms + (4) IMSI, ACC3, MACms, LAI

+ (5) MACh, T1, AMF, PCK, PIK, DK + (6) MACs, T2, T1, AMF, count +

(7) RES = 386536 + 61032+ 223784 + 651008 + 1424080 + 681524 + 162752

= 3590716 nanoseconds = 3.5 milliseconds

ES-AKA Protocol (2 Mbps): Total ES-AKA messages transmission time = (1)

IMSI, ACC1 + (2) ACC2 + (3) ACC3, MACms + (4) IMSI, ACC3, MACms,

LAI + (5) MACh, T1, AMF, PCK, PIK, DK + (6) MACs, T2, T1, AMF, count

+ (7) RES = 72352 + 11424 + 41888 + 121856 + 266560 + 127568+ 30464 =

672112 nanoseconds = 0.6 milliseconds

Table 4.7: Computations for each function used in ES-AKA protocol

f′() f1() f2()/f3()/f4()/f6()
ExT PCPUT TUM ExT PCPUTTUM ExT PCPUT TUM

0.84 93.60 12968288 221.60 296.40 15211840 273.41 296.40 15204024

The execution time, process CPU time, and total memory usage for f′(), f1(),
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and f2()/f3()/f4()/f6() can be observed from Table 4.7. Since, the transmission

time for all sent messages along with the computation time for each function

that is used in the ES-AKA protocol are known, thus, it is easy to calculate the

total time required for the execution of the ES-AKA protocol.

Total execution time for ES-AKA = Total messages transmission time + 2*f′()

+ 2*f1() for MACms + 2*f1() for MACh + 2*f1() for MACs + 2*f3() for PCK +

2*f4() for PIK + 2*f6() for DK +2*f3() for CK + 2*f4() for IK + 2*f2() for RES

Total execution time for ES-AKA Protocol (384 kbps) = 3.5 + 2*0.84 + 2*221.60

+ 2*221.60 + 2*221.60 + 2* 273.41 + 2* 273.41 + 2* 273.41 + 2* 273.41 + 2*

273.41 +2* 273.41 = 3.5 + 156 + 443.20 + 443.20 + 443.20 + 546.82 + 546.82

+ 546.82 + 546.82 + 546.82 + 546.82 = 4459.70 milliseconds

Total execution time for ES-AKA protocol (2 Mbps) = 0.6 + 2*0.84 + 2*221.60

+ 2*221.60 + 2*221.60 + 2* 273.41 + 2* 273.41 + 2* 273.41 + 2* 273.41 + 2*

273.41 +2* 273.41 = 4456.80 milliseconds

Since, TCK, TIK, and TEK are generated by XOR functions, thus their

generation time can be neglected. Similarly, the time estimation for each sub-

sequent authentication request during the session can be calculated as:

Subsequent Authentications (Phase-2: Step 6 and 7):

Total execution time for ES-AKA = Total messages transmission time (during

Phase 6 and 7) + f1() for MACh + 2*f1() for MACs + 2*f3() for CK + 2*f4()

for IK + 2*f2() for RES

Total execution time for ES-AKA phase-2 protocol (384 kbps) = 0.84+ 221.60

+ 2*221.60+ 2* 273.41 + 2* 273.41 + 2* 273.41 = 2306.10 milliseconds

Total execution time for ES-AKA phase-2 protocol (2 Mbps) = 0.15 + 221.60

+ 2*221.60+ 2* 273.41 + 2* 273.41 + 2* 273.41 = 2305.41 milliseconds

Since, the execution time for f′() is 0.84 milliseconds, and the transmission

time for message (3) from the MS to the VLR is 0.04 milliseconds and 0.22

milliseconds with the 3G speed of 2Mbps and 384 kbps respectively, thus, on an

average, one can calculate the timeout period = 0.84 + 0.04 = 0.88 milliseconds

or 0.84 + 0.22 = 1.06 milliseconds. This timeout period helps to prevent the

flood of authentication requests-based DoS attack.
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4.6.2 Improved Secure Encryption Algorithm with ETK

Key

Cryptographically weak GSM cipher algorithms A5/1 and A5/2 are replaced by

A5/3 algorithm, which is based on the block cipher called KASUMI [85]. The

KASUMI is a modified version of the MISTY cryptosystem [86]. The related

key attack on full KASUMI algorithm can be simulated within two hours [87].

Nowadays, AES cipher is considered one of the secure algorithms and has 128-

bit block size with key size of 128, 192, and 256 bits. It is noticed that going

from 128 bits key to 192 bits causes increase in power and time consumption

about 8% and for 256 bit key causes an increase of 16% [88]. Biryukov A. et

al. [89] describe several attacks, which can break with practical complexity vari-

ants of AES-256, while with the best of our knowledge, neither AES-128 nor

AES-256 have been directly broken till now. Further, it is extensively believed

that ignoring the last round MixColumns of AES has no security implications,

thus, many attacks are based on reduced-round variants of AES (free from the

MixColumns). However, researchers in [90] refused this faith and presented that

the exclusion of MixColumn influences the security of (reduced-round) AES. We

have modified the original AES, and implemented Modified Advance Encryption

Algorithm-128 bits (MAES-128) along with original AES and KASUMI algo-

rithms.

A1 C7 F2 8E

C3 6D 3A 4A

F5 89 45 64

DE F7 E4 B1

21 AB C3 12

5D F3 24 68

1E BC 7C A2

53 A6 5E 6D
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. Round, SubByte, and ShiftRow in AES Algorithm
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M =


02 03 01 01

01 02 03 01

01 01 02 03

03 01 01 02

 M−1 =


0E 0B 0D 09

09 0E 0B 0D

0D 09 0E 0B

0B 0D 09 0E

 (4.1)

M1 = M−1
1 =


01 02 04 06

02 01 06 04

04 06 01 02

06 04 02 01

 (4.2)

Table 4.8: KASUMI vs. AES: key set time (milliseconds)

KASUMI AES
SKT UPMS USSS CPUT SKT UPMS USSS CPUT

0.04 11090079 16912814 76.44 0.08 11671695 17547345 78.00

Table 4.9: MAES-128 vs. AES key set time (milliseconds)

MAES-128 AES
SKT UPMS USSS CPUT SKT UPMS USSS CPUT

0.06 11038857 16606650 78.00 0.08 11671695 17547345 78.00

Table 4.10: AES: encryption and decryption time (milliseconds)

AES Encryption AES Decryption
ET UPMS USSS CPUT DT UPMS USSS CPUT

0.51 11671908 17549778 79.56 0.49 11672051 17550815 79.56

This algorithm is proposed to implement on mobile SIM as well as at VLR/

HLR. This MAES-128 with ETK key is used to encrypt the transmitted mes-

sage during the authentication process of ES-AKA. For the best assembly code

combinations, the order of SubByte and ShiftRow can be exchanged in order to

minimize the number of times reads and writes in the memory, and boost the

computation rate without compromising the actual outcome [91]. Hence, the

order of SubByte and ShiftRow are swapped in the MAES-128 algorithm. In

AES, the MixColumns step is defined as a multiplication of the columns with
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Table 4.11: KASUMI: encryption and decryption time (milliseconds)

KASUMI Encryption KASUMI Decryption
ET UPMS USSS CPUT DT UPMS USSS CPUT

1.26 11097403 16912912 76.44 3.79 11097477 16912912 76.44

Table 4.12: MAES-128: encryption and decryption time (milliseconds)

MAES-128 Encryption MAES-128 Decryption
ET UPMS USSS CPUT DT UPMS USSS CPUT

0.27 11508939 16606650 78.00 0.25 11038989 16606665 78.00

the matrix M. The matrix M and its inverse matrix M−1 used in AES, are dif-

ferent. We propose an alternative matrix M1 where this new matrix M1 = M1
−1.

The generation of the inverse of the matrix is not required, hence it maintains

the computation. To find an efficient approach, it is required to optimize the

memory usage during key generation and setup. Thus, all round keys are stored

in the memory until they are revoked (within the expiry time of session), the

keys can be extracted in a sequence without regenerate them.

The time elapsed to encrypt and decrypt the SMS are measured separately.

The execution time is measured by System.currentTimeMillis(), which is avail-

able in Java environment. A fixed 128-bit data is passed as input to AES, KA-

SUMI and MAES-128, and various computations with these algorithms have

been observed. Various parameters such as set key time, physical memory size,

swap space size, CPU time, encryption time, and decryption time are consid-

ered with accumulating the results mentioned in Table 4.8, 4.9, 4.10, 4.11, and

4.12. Table 4.8 and Table 4.9 show the key set time for KASUMI, AES, and

MAES-128. Out of these algorithms, KASUMI takes less time for setting up

key. Table 4.10, Table 4.11, and Table 4.12 conclude the execution time in en-

cryption and decryption of AES, KASUMI, and MAES-128 respectively, and

out of which MAES-128 takes lesser time than other algorithms. The CPU time

for key setup is same for all algorithms, and KASUMI takes less CPU time for

encryption and decryption. KASUMI algorithm utilizes less physical as well as

swap space memory for all operations. Since, the ES-AKA protocol generates

its own ETK key during its execution, thus, it does not require to generate the

first key (only needs to generate subsequent keys for rounds), which saves the

key set time and CPU time for setting up the key. Thus, MAES-128 is the best
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cipher algorithm for the ES-AKA protocol as it requires lower time to cipher

and decipher the transmitted messages.

4.6.3 Formal Proof of ES-AKA Protocol

We use the BAN-Logic symbols to formally proof the authentication process

of ES-AKA protocol. Various notations used in BAN-Logic are described in

section 3.7.4.

1. The Formal Messages in ES-AKA Protocol:

(1) MS → VLR: ID, Na

(2) VLR → MS: Nb

(3) MS → VLR: Nc, f1(Nc, LAI)SK , MS
SK↔ HLR

(4) VLR → HLR: ID, Nc, f1(Nc, LAI)SK

(5) HLR → VLR: Ta, f1(Ta, AMF)SK , VLR
DK↔ HLR, VLR

PCK↔ HLR,

VLR
PIK↔ HLR, f3(Nc)SK , f4(Nc)SK , f6(Nc)SK

(6) VLR → MS: Ta, Tb, f1(f1(Ta, AMF)SK Ta, Tb, Td)DK , f3(Tb)DK ,

f4(Tb)DK

(7) MS → VLR: f2(Tb)DK , TCK = PCK ⊕ CK, TIK = PIK ⊕ IK, TEK

= CK ⊕ IK, MS
TCK↔ VLR, MS

TIK↔ VLR, MS
TEK↔ VLR

2. Security Assumptions:

a) It is assumed that SK key is shared between the MS and its HLR.

(1) MS has the secure key SK and MS |≡ MS
SK↔ HLR

(2) HLR has the secure key SK and HLR |≡ MS
SK↔ HLR

b) It is assumed that the VLR trusts the HLR.

(1) VLR |≡ HLR |⇒ MS
SK↔ HLR,

(2) V LR|̃ P,HLR/P
HLR|≡V LR|≡P

(3) HLR|̃ P,V LR/P
V LR|≡HLR|≡P

c) It is assumed that communication between the HLR and the VLR is

secure.

(1) VLR |≡ VLR
P⇔ HLR, P is conveyance message between the VLR and

the HLR.

(2) HLR |≡ VLR
P⇔ HLR, P is conveyance message between the VLR and

the HLR.
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3. Security Analysis:

(1) MS → VLR: MS |≡ #(Na), VLR / Na, ID

(2) VLR → MS: VLR |≡ #(Nb)

(3) MS → VLR: MS |≡ #(Nc) ∧ VLR |≡ #(Nc), derive Nc = f′(Na, Nb)

and compare with the received Nc; VLR / Nc, f1(Nc, LAI)SK

(4) VLR → HLR: HLR / Nc, f1(Nc, LAI)SK , on receiving derive f1(Nc,

LAI)SK and compared with f1(Nc, LAI)SK

(5) HLR → VLR: VLR / Ta, AMF, f1(Ta, AMF)SK ,HLR |≡ ∀ (VLR
DK↔

MS)

(6) VLR → MS: MS |≡ #(Tb) ∧ VLR |≡ #(Tb), MS / Ta,Tb, f1(f1(Ta,

AMF)SK , Ta, Tb, Td)DK

(7) MS → VLR: VLR / f2(Tb)DK , on receiving derives f2(Tb)DK and

compares with the received f2(Tb)DK , HLR |≡ ∀ (MS
TCK↔ VLR), HLR |≡

∀ (MS
TIK↔ VLR), HLR |≡ ∀ (MS

TEK↔ VLR)

4. Message Meaning Rule:

(1) MS|≡(MS
SK↔HLR)∧(V LR

DK↔MS),MS/f1(Nc,LAI)SK

MS|≡HLR|̃ f1(Nc,LAI)SK

(2) V LR|≡f1(Ta,AMF )SK∧(V LR
DK↔MS),V LR/f1(f1(Ta,AMF )SK ,Ta,T b,Td)DK

V LR|≡HLR|̃ f1(f1(Ta,AMF )SK ,Ta,T b,Td)DK

5. Nonce/Timestamp Verification Rule:

(1) MS|≡#(Na)∧#(Nc),MS|≡HLR|̃ f1(Nc,LAI)SK

MS|≡HLR|≡f1(Nc,LAI)SK

(2) V LR|≡#(Nb)∧#(Nc),V LR|≡HLR|̃ f1(f1(Ta,AMF )SK ,Ta,T b,Td)DK

MS|≡HLR|≡f1(f1(Ta,AMF )SK ,Ta,T b,Td)DK

6. Jurisdiction Rule:

(1) MS|≡HLR⇒f1(Nc,LAI)SK ,MS/V LR|̃ f1(Nc,LAI)SK

MS|≡V LR|≡HLR

(2) V LR|≡HLR⇒f1(f1(Ta,AMF )SK ,Ta,T b,Td)DK ,V LR/V LR|̃ f1(f1(Ta,AMF )SK ,Ta,T b,Td)DK

V LR|≡HLR|≡MS

7. Protocol Goals:

a) Mutual authentication between the MS and the VLR

b) Key agreement between the MS and the VLR

c) Key freshness between the MS and the VLR

d) Confidentiality between the MS and the VLR

e) Resistance replay attack between the MS and the VLR

f) Resistance man-in-the-middle Attack between the MS and the VLR

g) Resistance redirection attack between the MS and the VLR

h) Resistance impersonation attack (corrupt network) between the MS
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and the VLR

i) Resistance DoS attack between the MS and the VLR

a) Mutual authentication between the MS and the VLR:

MS |≡ HLR |≡ VLR ∧ VLR |≡ HLR |≡ MS → MS |≡ VLR ∧ VLR |≡

MS. Thus, mutual authentication holds.

b) Key agreement between the MS and the VLR:

There is a DK key between the VLR and the MS to provide agreement.

MS |≡ DK ∧ #(Tb), since DK = f6(Tb)SK

VLR |≡ DK ∧ #(Tb), since HLR → VLR |̃ DK

c) Key freshness between the MS and the VLR:

HLR |≡ #(Ta) ∧ VLR |≡ #(Ta), VLR |≡ #(Tb) ∧ MS |≡ #(Tb), DK

= f6(Tb)SK , Thus key freshness between the MS and the VLR holds.

d) Confidentiality between the MS and the VLR:

MS|≡(MS
TEK↔ V LR),MS/f7(Msg)TEK

MS|≡V LR|̃ Msg
∧ V LR|≡(V LR

TEK↔ MS),V LR/f7(Msg)TEK

V LR|≡MS |̃ Msg
;

e) Resistance replay attack between the MS and the VLR:

If the attacker gets #Na from message (1) or #Nb from message (2),

he/she cannot forge message (1) and (2) because he/she does not know

how to derive #Nc. If the attacker gets Nc from message (3) or (4), he/she

cannot forge message because he/she does not know SK key. If the at-

tacker gets Ta from message (5), he/she is unable to forge message (5) and

(6) because he/she does not know DK key. If the attacker gets Tb from

message (6), he/she is unable to forge message (6) and (7) because he/she

also does not know DK key. Since, Tb will be changed at the next time

hence, the goal of resistance replay attack between the MS and the VLR

holds.

f) Resistance man-in-the-middle attack between the MS and the VLR:

Since, the attacker knows neither TEK key nor f7 encryption algorithm,

thus, it prevents the communication from being eavesdropped.

g) Resistance redirection attack between the MS and the VLR:

Since, f1(Nc, LAI)SK is used to maintain the integrity of LAI, thus, it

prevents from the redirection attack.

h) Resistance impersonation attack between the MS and the VLR:

(1) Adversary tries to impersonate the MS: Since, f1(Nc, LAI)SK is com-

puted at MS and compared at HLR, this prevents the impersonation at-
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tack. Additionally, adversary must reply with a valid f2(Tb)DK but, he/she

neither has DK or TEK key, where f6(Tb)SK and TEK = CK ⊕ IK.

(2) Adversary tries to impersonate the VLR: The integrity value f1(Nc,

LAI)SK at MS and at HLR will be violated. Additionally, if the MS re-

ceives f1(f1(Ta, AMF)SK , Ta, Tb, Td)DK at any time, then the connection

will be terminated because the MS has not sent any request to the VLR.

i) Resistance DoS attack between the MS and the VLR: Here, MS |≡#(Na)

∧ #(Nc) and VLR |≡ #(Nb) ∧ #(Nc), the VLR checks timeout and Nc

= f′(Na, Nb), which can mitigate the DoS attack. When an attacker will

perform DoS attack, the VLR will not receive the correct Nc.

4.7 More Focus on Attack Model

More on DoS Attack: There are some other reasons for the possibilities of DoS

attack such as black-hole attack and dropping ACK signal.

Black-hole attack: An intruder with false BTS equipment follows close to its

target victim. In the presence of this attack, all the active mobile terminals

in that area are diddled towards the false BTS for the connection, if the signal

from the malicious BTS is stronger than the legitimate BTS. When the victim is

connected to the fake BTS, the intruder drops each transmitted packet towards

the MS. This scenario of black hole is visualized as the radio jamming.

Table 4.13: Definitions of functions used in Secure-AKA protocol

Function Definition

f′ Function to generate TID
f′′ Function to generate IIK
f1 Function to generate MAC/XMAC
f2 Key generation function for DK
f3 Function to generate RES/XRES
f4 Key generation function for CK
f5 Key generation function for IK
f6 Key generation function for EK
g() Hash generation function for α
H Hash function
Solu1 Function to compute Solution1

Solu2 Function to compute Solution2

EK{}, DK{} Function to cipher/decipher message
‖ Concatenation
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Dropping ACK Signal: The protection of IMSI is considered a very impor-

tant issue in the UMTS network. Instead, the temporary identity TMSI is

transmitted to the MS just after the activation of cipher mode, and then the

TMSIs are used for the signaling communication in the network. A new TMSI

is allotted each time a mobile user moves to a roaming area observed by other

SGSN. When a TMSI is encrypted and transmitted to the MS, it does not

link to corresponding IMSI by the SGSN until allocation complete message is

reached to the SGSN from the MS. If it is not the case, then, both sets {IMSI,

TMSIold} and {IMSI, TMSInew} are believed correct by the SGSN, and TMSI

allocation command messages are examined by the attacker, which immediately

drops those messages. This process creates a cause where a new TMSI is gener-

ated repeatedly, which is expressed as dropping ACK signal-based DoS attack

to all users entering in particular routing area.

4.8 A Solution: Tour Puzzle for DoS Attack

This section focuses on DoS attack that may exist in the UMTS network,

whereas the prevention from other attacks are discussed in the later section.

A tour puzzle scheme is presented, which prevents the UMTS network from the

DoS attack. Various cryptographic puzzle schemes have been introduced as a

defense mechanism to prevent the DoS attack, however, the proposed scheme

overcomes the various limitations of existing tour puzzle schemes. Table 4.13

defines various functions used in the proposed protocol.

4.8.1 Security Requirements for a Puzzle Scheme

A cryptographic puzzle scheme should satisfy certain requirements in order to

qualify as a better defense mechanism [92]. The primary attribute of a client

puzzle is that it should be neither impossible nor too easy to solve. Several

cryptographic puzzles are based on the inversion of hash function [93], [94]. It is

important to note that the puzzle generation and its solution verification must

produce minimal computation and memory overhead at the server. Otherwise,

there may be a chance that the puzzle mechanism itself becomes a reason for the

DoS attack, when an attacker transmits bulky fake requests to generate puzzles

or their solutions. Additionally, a protocol with strong client puzzle scheme
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may not be secure enough against DoS attack, if the required security is not

provided to the puzzle. Another important point is that before a server wishes

to perform some high computation operations, it must ensure that the client

has committed some of its own resources for solving a puzzle. The initial model

for client puzzles was described by Jules et al. [94]. Then after, Rivest R. L.

et al. [95] proposed a RSA modulus factorization-based modular exponentiation

puzzle. However, these puzzles require a demanding server to execute computa-

tionally intensive exponentiation to verify their solutions. More recently, Stebila

D. et al. [96] proposed a security model for DoS resistance of key exchange pro-

tocols. Recently, some other client puzzle-based schemes have been proposed to

overcome DoS attack [97], [98]. The following are the requirements for a puzzle

scheme:

1. Computation Assurance: The puzzle should be able to provide computa-

tion assurance in terms of the number of cryptographic operations carried

out by the client to solve the puzzle. The puzzle should be hard enough

for the malicious user to solve in reasonable time [93].

2. Efficiency: The performance efficiency of server in terms of speed, storage

capacity, and bandwidth must be high for puzzle generation, distribution,

and client verification. All operations carried out must add minimal server

overhead and be good enough to tackle DoS attack [99].

3. Puzzle Granularity: Puzzle granularity ensures that the degree of difficulty

can be increased or decreased based on the assessment to observe the

behavior of a user.

4. Correlation-free: Applying inference knowledge from other puzzle solution

should not strong enough to easily solve the new puzzle.

5. Tamper-resistance: The puzzle scheme should be able to resist the re-

play attack over time. One time puzzle generation can be used to avoid

reusability of the answer of a puzzle at multiple clients.

6. Non-parallelizability: A strong coupling between puzzle modules limits its

parallel implementation. This prevents parallel computation by malicious

client for puzzle solution.
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7. Puzzle fairness: An approximate time must be spent in solving the puzzle

by authentic client irrespective of resources used. This property helps in

preventing the network from DoS attack to an acceptable level.

The proposed scheme stresses on tour-based puzzle scheme because these

puzzles require a minimum amount of time to solve them. It is considered that

the size of puzzle and its solution are of 128 bits.

4.8.2 Drawbacks in the Existing Tour Puzzle Schemes

The existing tour puzzles are the efficient solutions against both, the resource

consumption DoS attack and the protocol related DoS attacks, but, still they

have vulnerabilities that can be exploited to increase the load on server even

more. These types of abnormal requests generated by the clients can cause the

computation in the puzzle itself to be done repeatedly and cause stress on server.

Some of the major drawbacks found in the existing tour puzzle scheme are as

follows:

1. Multiple Requests for the Puzzle by a Client: In the tour puzzle [92], the

server replies to all clients with a service restricted message, indicating that

a puzzle needs to be solved before receiving a service, when the server is

under attack. The server also allows a single client to experience different

tours (nx) by providing the server with different nx without performing

any other check before giving a tour. However, it may cause congestion or

heavy load on the server, if multiple clients send their requests to the server

for resource allocation (DDoS attack). Thus, we find that an exhausted

server′s condition can be aggravated with sending fake requests by the

malicious clients.

2. No Communication between Server and Nodes: In the tour puzzle [92],

after receiving a puzzle from the server, the client traverses each node and

reaches at last node from where it sends the final puzzle answer to the

server. A legitimate client follows the correct path of execution; however,

a malicious client can request a puzzle and sends an answer after visiting

only few nodes in the guided tour or even after visiting the first node. Then

the server validates the outcome sent by the client that must be correct
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in order to proceed further to calculate more outcomes, however, it can

find one of answers to be false. But, by the time the server realizes that

the answer was false and sufficient resources are spent by it during this

process. The problem can be much more severe, if a client uses different

nonce to take new puzzle and sends fake answers to the server only after

visiting the first node.

3. Excessive Computation at Server: The tour puzzle [92] involves a lot of

computation in evaluating the answer sent by the client. A major part of

computation performed by the server increases the load on it. The client

does not need to do any major calculations but, only waits for the node

to give the next address and traverse it in order to complete the puzzle

solution.

4.8.3 Improvements in Tour Puzzle

This subsection proposes some improvements in the existing tour puzzle scheme

and incorporates them while developing new tour puzzle scheme, which works

with the proposed AKA protocol (explained later). The key point in new tour

puzzle scheme is that the VLR maintains {Ax, Cx, tx, Px, ix} for each MS,

where Ax is the address of each MS, Cx is a counter, tx is the last time access of

each Ax, Px is a random number, and ix is a flag value. In new scheme, a tour

puzzle contains only two fixed nodes, one is VLR and other is proxy connected

to the respective VLR. The following are the proposed improvements in the tour

puzzle scheme:

1. Pre-Puzzle Allocation Check: The first proposition is to place an algorithm

before the VLR (server) starts allocating the puzzle and in turn resources

to the MS (client). The VLR keeps track of unique individual MS′s Ax

and number of times it has requested within a fixed time T by a counter

Cx. It also stores tx to check, if the MS is requesting within predefined

time interval T by comparing it to current time. The tx is updated each

time Ax requests the service, and sends answer or its puzzle timeout. If

an MS fails to solve puzzle in time or sends incorrect answer, the value of

Cx is incremented and thereby, the complexity of puzzle given to that MS

is increased exponentially. In case the MS is already given a puzzle and
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requests service interim, the current tour is terminated and the MS′s Cx

is incremented.

The VLR periodically decrements the counter value after fixed time tr for

each MS, thus, the MS that does not send request rapidly lowers value

of Cx, thereby, receiving less difficult puzzles. The frequent requests by

an MS increases the value of Cx faster and the MS has to wait longer in

order to get easier puzzle. The (tr * Cx) is the amount of time it takes for

Cx value to drop to zero. Once, the value of Cx is dropped to zero, the

entry in the database is deleted and memory is freed. However, the VLR

must check if the MS is in puzzle phase, then the VLR should wait for the

answer or for the timeout of puzzle before deleting the entries from the

database. Also if the MS successfully completes the puzzle within given

time, then the database entry is deleted.

2. Randomized Answer: A random number Px is associated with every tour

puzzle (after solving the first part of puzzle) assigned to an MS. The VLR

stores and sends a random value Px to the proxy, which is used as a

parameter to compute the final answer of the puzzle. The MS follows the

trail of tour guides and reaches the proxy. The proxy sends Px to the MS

and the MS sends final answer (Solu2′) of given puzzle to the VLR.

3. Completion of Tour: The proxy sends a yes/no flag notification to the

VLR, which indicates that the Ax has sent the correct solution for phase-

1. If the final solution (Solu2′ ?= Solu2) is correct, the VLR changes the

value of corresponding MS′s ix from 0 to 1. The VLR accepts the answer

from the MS only if the value of ix is 1. Afterwards, the MS sends the

answer (whether correct or incorrect) to the VLR and the value of ix is

again changed to zero. The same is the case with timeout of puzzle. By

doing so, the VLR ensures that the MS is legitimate. This ensures that

no MS sends the answer in the middle or halfway through a tour or sends

the answer multiple times after visiting the proxy.
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4.8.4 Proposed Tour Puzzle Scheme

This subsection presents a new tour puzzle scheme based on the improvements

discussed in the previous subsection. Here, ts is the start time, at which the MS

request is generated while tx is the last time access of each MS. An algorithm

for the new tour puzzle scheme presents the behavior of the proposed approach.

4.9 Focus on Proposed Protocol

This section presents a new AKA protocol namely Secure-AKA for the UMTS

network. First, the security goals for the proposed protocol are set and then the

proposed protocol is explained in detail.

4.9.1 Goals for the Proposed Protocol

In order to maintain the proper security in the UMTS network, it is required to

define goals for the proposed protocol that must be fulfilled before the actual

design of the protocol. The security and performance goals for the proposed

protocol are as follows:

1. The protocol must be able to provide mutual authentication between the

MS and the VLR, and between the MS and the HLR.

2. The protocol should reduce the storage overhead at VLR as in UMTS-

AKA all the requested authentication vectors from the HLR to the VLR

are stored in the storage space of VLR when user is in roaming area.

3. The actual identity of each MS, i.e., IMSI, should be protected from being

eavesdropped.

4. The exchange of messages during the authentication process should be

reduced in terms of its size.

5. The protocol must effectively use the bandwidth in order to complete the

authentication process successfully.

6. The protocol should generate communication and computation overhead

as less as possible.
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Algorithm 1 Proposed tour puzzle scheme

if MS requests a service without answer then
if Ax entry does not exists in database then

create database entry (Ax, Cx= 0, tx=ts, Px=Random number, ix =0);
sends a puzzle to MS;

else
if Ax entry exists in database then

if MS is running a tour, i.e., H exists then Cx = Cx +1;
terminate current connection of Ax;

else
if MS is not running a tour then

if (ts - tx ≤ T then) Cx = Cx +1; send a new puzzle;
else

if (ts - tx > T) then send a new puzzle;
end if

end if
end if

end if
end if

end if
else

if MS requests service with answer then
if Ax entry does not exists in database then ignore;
else

if Ax entry exists in database then
if (ix == 0) then ignore;
else

if (ix == 1) then verify the answer (H, α) for MS at Proxy;
if answer is correct then send a number Px to MS;

if Solu2′ is correct (Solu2
′ ?= Solu2) at VLR then

allow access to resources;
ix = 0;
tour of MS is completed;

end if
else

if answer is invalid then Cx = Cx +1;
ix = 0;
terminate tour of MS;

end if
end if

end if
end if

end if
end if

end if
end if
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7. The protocol must be able to resist various possible attacks in the UMTS

networks.

4.9.2 Proposed Secure-AKA Protocol

This section proposes and presents a more secure authentication and key agree-

ment protocol called Secure-AKA, which prevents the network from various

attacks. Similar to ES-AKA, this protocol follows the framework of original

3GPP UMTS-AKA protocol and resolves the synchronization problem between

the MS and the HLR. In the Secure-AKA protocol, each MS and its HLR share

a SK key that is stored at AuC of the HLR and onto the SIM card of MS at

the time of manufacturing. The cryptographic functions f′, f′′, f1, f2, f3, f4, f5, f6,

g, H, Solu1, Solu2, Ek{}, and DK{} used in this protocol are defined in Table

4.13.

Figure 4.5: Proposed tour puzzle-based approach

The proposed approach based on tour puzzle scheme for DoS prevention has

shown in Figure 4.5, which consists of 7 steps. These 7 steps are incorporated

in the proposed Secure-AKA protocol, which prevents the UMTS network from

various attacks including DoS attack. The Secure-AKA protocol is shown in

Figure 4.6. The Secure-AKA protocol is divided in the following two phases:

Phase-1: Initially, the MS who wishes to make a request to the VLR to create

a connection for authentication, generates a temporary identity (TID) using f′

function with the original IMSI and a timestamp T1, where TID=f′(IMSI, T1).

The MS sends (ReqNo, TID, T1, MAC1) to the VLR (message (1)), where

ReqNo is the request number and MAC1 = f1(T1, LAI)SK .

MS to VLR: ReqNo, T1, TID, MAC1
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Figure 4.6: Proposed Secure-AKA protocol (a) phase-1, (b) phase-2
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Additionally, an integrity key IIK is generated, which prevents the modifi-

cation of Radio Resource Control (RRC) messages during the communication

before the protocol cipher mode is set, where IIK = f′′(T1)SK . The steps 2 to 7,

shown in Figure 4.6, only execute when the protocol analyzes that there might

be DoS attack in the network. The analysis includes the network behavior,

number of requests per time, reliability, number of connection failures etc. If it

is the case, then the VLR sends a message back to the MS with ReqNo, T2, a

puzzle Puz, and the proxy node identity PID (message (2)).

VLR to MS: ReqNo, T2, Puz, PID

Simultaneously, the VLR sends ReqNo, a random number Rand, and puzzle

Puz to the proxy server/node, which is directly connected to the VLR (message

(3)).

VLR to Proxy: ReqNo, Rand, Puz

After receiving the message from the VLR, the proxy waits for the answer

from any MS within a timeout period. In the meanwhile the MS sends (T3,

ReqNo, H) to the proxy (message (4)). Here, H is the hash code of the solution

generated for the puzzle, i.e., Solu′1.

MS to Proxy: T3, ReqNo, H

On receiving the message from the MS, the proxy first compares ReqNo, and

if the message is not received within the threshold time, then the request from

that MS will be dropped. The proxy sends this notification to the VLR and then

the VLR terminates the connection. If all is correct, then the proxy generates

the answer of puzzle, i.e., Solu1, and computes α that is a hash code of Solu1.

The proxy compares α with the received H, if both do not match, then proxy

sends a notification message to the VLR with flag value no and the connection

is released otherwise, proxy sends a notification message to the VLR with yes

flag with the Solu1 (message (5)).

Proxy to VLR: Y/N, Solu1

The proxy node waits for a random amount of time before sending the noti-

fication to the VLR, only if it finds the duration between the messages received

from the VLR and the MS is less than the expected or threshold time duration.

Please note that the proxy sends Solu′1 to the VLR, only if the flag value is yes

(which means that connection is alive). If the VLR finds the value of flag yes,

then it sends a message with (T4, ReqNo, Rand) to the MS (message (6)).
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Proxy to MS: T4, ReqNo, Rand

After receiving the message from the VLR, the MS computes the final solu-

tion Solu′2 as Solu′2=f(Solu′1,Rand), where function f is used to provide solution

to different puzzle problems. Then, the MS sends (T′5, ReqNo, Solu′2) to the

VLR (message (7)).

MS to VLR: T5, ReqNo, Solu′2

On getting this message, the VLR computes Solu2 and compares it with

the received Solu′2. If it does not hold then connection is simply terminated

otherwise, the VLR sends (TID, T1, MAC1) to the HLR along with the LAI of

MS (message (8)).

VLR to HLR: TID, T1, MAC1, LAI

After receiving such information, the HLR derives XMAC1 (XMAC1 = f1(T1,

LAI)SK and compares it with the received MAC1. If both are equal then the

MS is a legitimate user. The HLR generates IMSI by passing the TID and T1

to the f′ function (IMSI = f′(TID, T1). The working of function f′ is in such a

way that if one passes TID to it then he/she receives the output as IMSI, and

vice versa. The function can be understood like an XOR operation, however,

it is recommended to use a complex function. Then the HLR generates (T6,

DK, MAC2, AMF), and passes to the VLR (message (9)) where MAC2 = f1(T6,

AMF)SK .

HLR to VLR: T6, DK, MAC2, AMF

On receiving, the VLR generates T7 and computes MAC3, where MAC3

= f1(MAC2, T6, T7)DK . The VLR transmits AUTH to the MS that includes

MAC3, T6, T7, and AMF (message (10)).

VLR to MS: MAC3, T6, T7, AMF

On receiving AUTH, the MS generates DK key (DK= f2(T1)SK), computes

XMAC3 and compares it with the received MAC3 (MAC3 ?= XMAC3). If it

holds, then the MS computes RES, CK, IK, and EK keys, where RES=f3(T7)DK ,

CK=f4(T6)DK , IK=f5(T6)DK , EK=f6(T6)DK . Then, the MS sends RES to the

VLR (message (11)).

MS to VLR: RES

On receiving, the VLR computes XRES as XRES=f3(T7)DK and compares

it with the received RES (RES ?= XRES). If both are equal, then the VLR

generates CK, IK, and EK keys. After the successful mutual authentication,
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the VLR assigns a new TMSI and sends it to the MS in cipher mode using EK

key (message (12)).

VLR to MS: {TMSI}EK

After receiving the message (12) from the VLR, the MS decrypts TMSI and

acknowledges the receipt of TMSI to the VLR (message (13)).

MS to VLR: ACK of TMSI

Here, the size of ACK is of 16 bits. Finally, the MS, VLR, and HLR store

the pairs (IMSI, TMSI), (TMSI, TID), and (TID, IMSI) in their storage space

respectively. Functions Solu1() and Solu2() are used to generate the solution1

(Solu1) and solution2 (Solu2) respectively for the given puzzle. At the completion

of authentication process, the TID will be recognized between the VLR and the

HLR, while TMSI will be shared between the MS and the VLR.

Phase-2: The MS sends an authentication request to the VLR including the

TMSI and current timestamp Ti (message (1)).

MS to VLR: TMSI, Ti

On receiving, the VLR verifies TMSI by checking whether it is stored in the

storage space or not. If it is there that means the MS is not requesting for the

first time, but, is requesting for the subsequent authentications. The VLR then

checks whether Ti <= ExpTime, where ExpTime is the maximum expiry time

after that any request for the subsequent authentication is discarded. If both

are valid, then the VLR computes MAC′3 (MAC′3 = f1(MAC2, T6, Ti)DK) and

sends to the MS (message (2)).

VLR to MS: MAC′3

Then, the MS computes XMAC′3 (XMAC′3= f1(MAC2, T6, Ti)DK and

checks whether MAC′3 ?= XMAC′3. If it holds then the MS computes RES′

(RES′=f3(Ti)DK) and sends to the VLR (message (3).

MS to VLR: RES′

On receiving, the VLR computes XRES′ (XRES′=f3(Ti)DK) and compares it

with the received RES′. If both are equal, then the authentication is successful.

Now, the MS and the VLR can use CK, IK, and EK keys for the purpose of

Confidentiality, Integrity, and Encryption.

The limitation of the Secure-AKA protocol can be considered in terms of

storage overhead, since the MS, VLR, and HLR, each needs to store one identity

pair as: MS→ (IMSI, TMSI), VLR→ (TMSI, TID), and HLR→ (TID, IMSI).
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But in fact, these identity pairs take very less memory space to store them onto

the MS, VLR, and HLR.

4.10 Analysis of Secure-AKA Protocol

This section discusses the security and performance analysis of the Secure-AKA

protocol in terms of resistance to various attacks, communication and compu-

tation overheads, and bandwidth utilization.

4.10.1 Resistance to Attacks

This subsection describes the behavior of Secure-AKA protocol against various

possible attacks in the UMTS network.

1. Redirection Attack and Black-hole Attack: In Secure-AKA, the message

authentication code is used to maintain the integrity of LAI and thereby

prevents the UMTS networks from the redirection attack. In the proposed

protocol, the MS involves the LAI in MAC1 and sends MAC1 to the VLR

in message (1). The authentication request is denied, if the HLR fails to

match the LAI sent by the VLR in message (8) with the LAI embedded

in MAC1. Such a technique solves the problem of mischarged billing and

provides prevention against the black-hole attack in the UMTS networks.

2. Replay Attack: The Secure-AKA protocol is free from this attack by send-

ing timestamp T1, T2, T3, T4, T5, T6, T7, and Ti with the messages during

the transmission of information over the network.

3. Man-in-the-middle Attack: In Secure-AKA, the EK key is used between

the MS and the VLR. The EK key prohibits the communication from

being eavesdropped.

4. Impersonate Networks: Following are some scenarios, in which an adver-

sary can try to impersonate the UMTS network:

Case-1: Let us consider that a malicious VLR is present in the network.

In order to impersonate MS, the intruder must send valid response RES

to the VLR, but the intruder does not get correct RES, since RES was

sent between the MS and the correct VLR only.
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Case-2: When the adversary tries to impersonate corrupted VLR, the ad-

versary sends MAC1 and LAI to the HLR in message (8), where MAC1

was previously sent by the MS to the VLR. When the adversary asks for

AV (in place of the actual user), the HLR rejects the request by verifying

MAC1.

Case-3: If the adversary tries to impersonate uncorrupted network, it fails

as the MS did not previously ask for any AV.

5. DoS Attack: The attacker MS′ floods victim VLR for authentication by

spoofing the IMSI/TMSI, T1, ReqNo, and MAC1. Then, T2, ReqNo, Puz,

PID are returned back from the VLR to the sender MS.

Case-1: The attacker MS′ floods the victim VLR by self IMSI: If the ma-

licious MS does not respond within the threshold time duration to the

proxy, then the connection is simply terminated. Then, the VLR resets

authentication request and makes free the resources. Additionally, if it

is a malicious user, then the proxy will not get the hash of Solu′1 or will

receive invalid hash. However, even if the attacker′s hash matches with α,

he/she cannot compute the same Solu′2, which requires the knowledge of

a secret function f′ along with Rand.

Case-2: The attacker MS′ floods the victim VLR by spoofing IMSI: There

are two different scenarios as:

Scenario-1: If the actual MS that gets a puzzle message Puz is inactive,

then the proxy will not receive any information from the MS. This process

is similar to case-1. The proxy waits for a threshold time to hear from the

MS. After timeout, the connection is terminated.

Scenario-2: If the MS is alive, it asks to the VLR to refuse such request

and then the connection is terminated. It is also proposed that the time-

out to be in random nature, which controls the rate of attack. Further, if

the MS′ modifies message (1), the message can be detected by the HLR

on receipt of message (8), and that can also be observed by the VLR with

DK key.

Thus, the Secure-AKA protocol resists such DoS attacks (DDoS and LDoS).

In fact, in this protocol, the HLR is supposed to receive a TID from the

MS, which is neither an actual IMSI of the MS nor a TMSI for the net-
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work. Thus, an actual IMSI or a fake TMSI with the f′ function are not

used to extract the correct IMSI of the MS; hence, the connection will

be terminated. Thus, there is no chance that the attacker will be able to

generate the same TID from a victim MS′s IMSI.

6. Dropping ACK Signal: Since, the Secure-AKA protocol uses TID instead

of IMSI or TMSI during the initial phase, thus, it is able to solve the

dropping ACK signal issue. There is no confusion in the form of the

transmitted identity of the MS. The reception of a new TID by VLR/HLR

indicates the generation of new TMSI.

4.10.2 Communication Overhead

This subsection evaluates the communication overhead with respect to UMTS-

AKA, Secure-AKA, and other AKA protocols. Total number of transmitted

bits can be calculated with the help of values specified in Table 4.1. The total

number of transmitted bits by each protocol is as follows:

UMTS-AKA Protocol: Phase-1: (1)+(2)+(3)= 256+608*n bits

Phase-2: ((4)+(5))*n= 352*n bits

Total transmitted bits = 256+960*n

EURASIP-AKA Protocol: Total transmitted bits = ((1)+(2)+(3))*n = 992*n

bits

AP-AKA Protocol: It is assumed that the maximum idx= 32000= 228 [84]

Phase-1: (1)+(2)+(3)+((4)*n) = 768+604*n

Phase-2: ((5)+(6))*n = 348*n

Total transmitted bits = 768+952*n

S-AKA Protocol: Phase-1: (1)+(2)+(3)+(4)+(5) = 1312 bits

Phase-2: ((1)+(2)+(3))*n = 680*n bits

Total transmitted bits = 1312+680*n

COCKTAIL-AKA Protocol: Phase-1: (1)+(2)+(3) = 1200 bits

Phase-2: ((4)+(5))*n = 432*n

Total transmitted bits = 1200+432*n

X-AKA Protocol: Phase-1: (1)+(2)+(3) = 880 bits

Phase-2: ((4)+(5))*n = 432*n

Total transmitted bits = 880+432*n
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Figure 4.7: Communication overhead of various AKA protocols

Figure 4.8: Computation overhead of various AKA protocols

EXT-AKA Protocol: Phase-1: (1)+(2)+(3) = 1008 bits

Phase-2: ((4)+(5))*n = 432*n

Total transmitted bits = 1008+432*n

Secure-AKA Protocol: Phase-1: ((1)+(2)+(3)+(4)+(5)+(6)+(7)+(8)+(9)+(10)

+(11)+(12)+(13)) = 3289 bits

Phase-2: ((1)+(2)+(3))*n = 320*n

Total transmitted bits = 3289+320*n
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Figure 4.9: Communication overhead (Secure-AKA/other protocols)

Figure 4.7 represents the communication overhead generated by various ex-

isting AKA protocols by varying the number of mobile stations for authenti-

cation requests. It is clear that Secure-AKA protocol produces lesser commu-

nication overhead as compared to existing AP-AKA, S-AKA, EURASIP-AKA,

UMTS-AKA, COCKTAIL-AKA, X-AKA, and EXT-AKA protocols.

4.10.3 Computation Overhead

A unit value is considered in order to measure the computational overhead for

all the security functions used (without knowing the structure) in various AKA

protocols, however, practically these functions may be differ and are operator

specific. To evaluate the computation overhead, we need to calculate the total

number of functions used in each AKA protocol.

UMTS-AKA Protocol: Phase-1: {f1, f2, f3, f4, f5}*n = 5*n

Phase-2: {f1, f2, f3, f4, f5}*n = 5*n

Total functions used= 10*n

EURASIP-AKA Protocol: Total functions used = {f5, f1, f1, f2, f2, f3, f4, f3,

f4}*n = 9*n

AP-AKA Protocol: Phase-1: Hk, Fk, Fk, {Fk, Gk, Hk, Fk}*n = 3+4*n

Phase-2: {Hk, Fk, Fk, Fk}*n = 4*n

Total functions used= 3+8*n
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Figure 4.10: Computation overhead (Secure-AKA/other protocols)

S-AKA Protocol: Phase-1: {f1, f6, f1, f1, f6, f1, f1, f1, f3, f4, f2, f7, f2, f3, f4, f7} =

16

Phase-2: {f1, f6, f1, f1, f1, f1, f1, f2, f2}*n = 9*n

Total functions used= 16+9*n

COCKTAIL-AKA Protocol: Phase-1: {f1, f5, f3, f4, f2, f2, f2, f3, f4, f3, f4, f2, f5}

= 13

Phase-2: {f1, f1, f1, f2, f3, f4, f2, f3, f4}*n = 9*n

Total functions used= 13+9*n

X-AKA Protocol: Phase-1: {f1, f1, fx, f1, f1} = 5

Phase-2: {f1, f1, f2, f2, f3, f4, f3, f4}*n = 8*n

Total functions used= 5+8*n

EXT-AKA Protocol: Phase-1: {f1, f99, f1, f1} = 4

Phase-2: {f1, f99, f1, f1, f2, f2, f3, f4, f3, f4}*n = 10*n

Total functions used= 4+10*n

Secure-AKA Protocol: Phase-1: {f′, f1, g, H, Solu1, Solu1, Solu2, Solu2, f′, f1, f1,

f2, f1, f1, f1, f2, f4, f5, f3, f6, f4, f5, f3, f6, {}EK , {}DK} = 26

Phase-2: {f1, f1, f3, f3}*n = 4*n

Total functions used= 26+4*n

Figure 4.8 illustrates the computation overhead generated by each AKA

protocol. It shows that the Secure-AKA protocol generates least computation
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Table 4.14: Bandwidth consumption analysis

No.
of
AVs

AP-
AKA/
UMTS-
AKA

EURA-
SIP-
AKA/
UMTS-
AKA

S-
AKA/
UMTS-
AKA

COCK-
TAIL-
AKA/
UMTS-
AKA

X-
AKA/
UMTS-
AKA

EXT-
AKA/
UMTS-
AKA

Secure-
AKA/
UMTS-
AKA

50 1 1.02 0.73 0.47 0.46 0.46 0.4
100 0.99 1.03 0.72 0.46 0.45 0.45 0.36
200 0.99 1.03 0.71 0.45 0.45 0.45 0.35
500 0.99 1.03 0.71 0.45 0.45 0.45 0.34
1000 0.99 1.03 0.7 0.45 0.45 0.45 0.33

Average 0.99 1.02 0.71 0.45 0.45 0.45 0.35

Table 4.15: Message exchanged analysis

No.
of
AVs

AP-
AKA/
UMTS-
AKA

EURA-
SIP-
AKA/
UMTS-
AKA

S-
AKA/
UMTS-
AKA

COCK-
TAIL-
AKA/
UMTS-
AKA

X-
AKA/
UMTS-
AKA

EXT-
AKA/
UMTS-
AKA

Secure-
AKA/
UMTS-
AKA

50 0.8 0.9 0.93 0.92 0.81 1 0.45
100 0.8 0.9 0.91 0.91 0.8 1 0.42
200 0.8 0.9 0.9 0.9 0.8 1 0.41
500 0.8 0.9 0.9 0.9 0.8 1 0.4
1000 0.8 0.9 0.9 0.9 0.8 1 0.4

Average 0.8 0.9 0.9 0.9 0.8 1 0.41

overhead than UMTS-AKA, AP-AKA, EURASIP-AKA, S-AKA, COCKTAIL-

AKA, X-AKA, and EXT-AKA protocol. An individual 1:1 comparison for

Secure-AKA protocol is carried out in Figure 4.9 and Figure 4.10 for the com-

munication and computation overheads respectively with respect to already ex-

isting AKA protocols, where number of authentication requests n = 50,100, 200,

500, 1000 (assumption). The utmost efficiency of the Secure-AKA protocol is

observed in terms of maximum reduction of communication and computation

overheads against EURASIP-AKA, EXT-AKA, and UMTS-AKA protocols re-

spectively.

4.10.4 Bandwidth Consumption

Table 4.14 represents the bandwidth consumption of each AKA protocol, when

n = 50, 100, 200, 500, 1000. It is clear that on an average, the Secure-AKA
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Table 4.16: Average overhead analysis

Parameters

Secure-
AKA/
UMTS-
AKA

Secure-
AKA/
AP-
AKA

Secure-
AKA/
EURA-
SIP-
AKA

Secure-
AKA/
S-
AKA

Secure-
AKA/
COCK-
TAIL-
AKA

Secure-
AKA/
X-
AKA

Secure-
AKA/
EXT-
AKA

Avg. B/w
Consumption 0.35 0.36 0.34 0.49 0.78 0.78 0.78
Avg. Message
Exchange 0.41 0.52 0.46 0.45 0.46 0.52 0.41

protocol is able to reduce the bandwidth consumption by 65%, which is the

utmost reduction of bandwidth by any AKA protocol from the literature in

comparison to the UMTS-AKA protocol. Similarly, Table 4.15 represents that

Secure-AKA protocol diminishes 59% of the messages exchanged ratio (in terms

of computations) for the authentication, when n = 50, 100, 200, 500, and 1000.

Table 4.16 represents the average bandwidth consumption and average message

exchanged ratio for the Secure-AKA protocol with respect to the existing AKA

protocols. Table concludes that on an average, the Secure-AKA protocol lowers

65%, 64%, 66%, 51%, 22%, 22%, and 22% of the bandwidth consumption as

compared to UMTS-AKA, AP-AKA, EURASIP-AKA, S-AKA, COCKTAIL-

AKA, X-AKA, and EXT-AKA protocols respectively. Similarly, on an average

the Secure-AKA protocol is able to lower 59%, 48%, 54%, 55%, 54%, 48%, and

59% of the messages exchanged ratio during the authentication in comparison to

UMTS-AKA, AP-AKA, EURASIP-AKA S-AKA, COCKTAIL-AKA, X-AKA,

and EXT-AKA protocols respectively.

Table 4.17: Protocols vs. prevention from different attacks

Attacks
UMTS-
AKA

AP-
AKA

X-
AKA

EXT-
AKA

EURA-
SIP-
AKA

COCK-
TAIL-
AKA

S-
AKA

Secure-
AKA

Replay Yes Yes Yes Yes Yes Yes Yes Yes
Corrupt N/w Yes Yes Yes Yes Yes Yes Yes Yes
MITM No No No No No Yes Yes Yes
Redirection No Yes No No No Yes Yes Yes
DoS No No No No No No Partial Yes
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4.10.5 Summary of Attack Resistance

Table 4.17 summarizes the resistance to various attacks by different existing

AKA protocols for the UMTS networks. All the existing protocols mentioned

in Table 4.17 are free from replay and active attacks in corrupt networks. The

AP-AKA prevents the network from redirection attack but, penetrable to man-

in-the-middle attack. The X-AKA, EXT-AKA, and EURASIP-AKA are not

able to prevent the UMTS network from redirection and man-in-the-middle

attacks; however, COCKTAIL-AKA and S-AKA are able to defeat such attacks.

The Secure-AKA protocol prevents the UMTS network from all such attacks

including DoS attack, while only the S-AKA protocol is able to resist DoS

attack partially.

4.11 Secure-AKA Protocol Simulation

Similar to ES-AKA protocol, the simulation of this protocol is performed in Java

environment. The function f1() is implemented as HMACSHA1. Further, func-

tions f2(), f3(), f4(), f5(), and f6() are considered as HMACSHA256. However,

all these functions are network operator specific. The output of f1() is truncated

to 64 bits as the output of this functions is MCA1/MAC2/MAC3/MAC′3 of 64

bits in size. Similarly, the output of f2()/f4()/f5()/f6(), and f3() are truncated to

128 and 64 bits respectively. In all tables, the time is measured in milliseconds

while memory/space is in bytes. The message transmission time is calculated

similar to the assumption in ES-AKA with data speed of 384 kbps and 2 Mbps.

Secure-AKA Protocol (384 kbps): Total Secure-AKA messages transmission

time = (1) ReqNo, TID, T1, MAC1 + (2) ReqNo, T2, Puz, PID + (3) Re-

qNo, Rand, Puz + (4) ReqNo, T3, H + (5) Y/N, Solu1 + (6) T4, ReqNo, Rand

+ (7) T5, ReqNo, Solu′2 + (8) TID, T1, MAC1, LAI + (9) T6, MAC2, DK,

AMF + (10) MAC3, T6, T7, AMF + (11) RES + (12) {TMSI}EK + (13) ACK

= 3289*2543/1000*1000 = 8.3 milliseconds

Secure-AKA Protocol (2 Mbps): Total Secure-AKA messages transmission time

= (1) ReqNo, TID, T1, MAC1 + (2) ReqNo, T2, Puz, PID + (3) ReqNo, Rand,

Puz + (4) ReqNo, T3, H + (5) Y/N, Solu1 + (6) T4, ReqNo, Rand + (7)

T5, ReqNo, Solu′2 + (8) TID, T1, MAC1, LAI + (9) T6, MAC2, DK, AMF
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+ (10) MAC3, T6, T7, AMF + (11) RES + (12) {TMSI}EK + (13) ACK =

3289*476/1000*1000 = 1.6 milliseconds

Table 4.18: Computation for f′() and g()/H in Secure-AKA

Function f′() g()/H
ExT PCPUT TUM ExT PCPUT TUM

0.84 93.60 12968288 78.0 109.20 12990648

Table 4.19: Computation for other functions in Secure-AKA

f1() f2()/f3()/f4()/f5()/f6()
ExT PCPUT TUM ExT PCPUT TUM

221.60 296.40 15211840 273.41 296.40 15204024

The execution time, process CPU time, and total memory usage for f′(),

g()/H, f1(), and f2()/f3()/f4()/f6() can be observed from Table 4.18 and Table

4.19. A simple XOR-based function is implemented for f′(), however it is recom-

mended to use a complex function. For the encryption and decryption of TMSI

in step-12 of the Secure-AKA protocol, we prefer to use AES algorithm, which

is considered one of the best algorithms. It has been found that AES takes 40

milliseconds to encrypt ({}EK) and 18 milliseconds to decrypt ({}DK) a single

message [100]. Further, as an example, it has been observed that the puzzle

solution time is 44.88 seconds (44880 milliseconds) to generate and solve a puz-

zle [101]. The security level for the puzzle is considered as 240, which is very

difficult level. The solution to puzzle is generated using Smart Dust simulator,

which is a Java simulator. However, the puzzle generation and solution time

differs from puzzle to puzzle and their complexity levels. Since, the transmission

time for all messages sent along with the computation time for each function is

known, thus, it is easy to calculate the total time required for the execution of

Secure-AKA protocol.

Total execution time for Secure-AKA = Total messages transmission time +

2*f′() for IMSI/TMSI + 2*g()/H for hash + 2*f1() for MAC1 + 2*f1() for MAC2

+ 2*f1() for MAC3 + 2*f3() for RES + 2*f4() for CK + 2*f6() for EK +2*f5() for

IK + 2*f2() for DK + {}EK + {}DK + Puzzle solution time [Puzzle generation

+ 2*Solu1() for Puzzle + 2*Solu2() for Puzzle]

Total execution time for Secure-AKA protocol (384 kbps) = 8.3 + 2*0.84 +
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2*78.0 + 2*221.60 +2*221.60 + 2*221.60 + 2* 273.41 + 2* 273.41 + 2* 273.41

+ 2* 273.41 + 2* 273.41 + 40 + 18 + Puzzle solution time = 8.5 + 1.68 + 156 +

443.20 + 443.20 + 443.20 + 546.82 + 546.82 + 546.82 + 546.82 + 546.82 + 40

+ 18 + Puzzle solution time = 4287.68 + Puzzle solution time (in milliseconds)

Total execution time for Secure-AKA protocol (2 Mbps) = 1.6 + 2*0.84 + 2*78.0

+ 2*221.60 +2*221.60 + 2*221.60 + 2* 273.41 + 2* 273.41 + 2* 273.41 + 2*

273.41 + 2* 273.41 + 40 + 18 + Puzzle solution time = 8.5 + 1.68 + 156 +

443.20 + 443.20 + 443.20 + 546.82 + 546.82 + 546.82 + 546.82 + 546.82 + 40

+ 18 + Puzzle solution time = 4281.18 + Puzzle solution time (in milliseconds)

Since, the puzzle solution time is 44880 milliseconds, thus, total execution

time for Secure-AKA with 384 kbps speed = 4287.68 + 44880 = 49167.68 mil-

liseconds, and total execution time for Secure-AKA with 2Mbps speed = 4281.18

+ 44880 = 49161.18 milliseconds. Similarly, the estimate time for each subse-

quent authentication (phase-2) during the session can be calculated as:

Total execution time for Secure-AKA phase-2 protocol = Total messages trans-

mission time (Phase-2) + f1() for MAC′3 + 2*f3() for RES′

Total execution time for Secure-AKA phase-2 protocol (384 kbps) = (320*2543/

1000*1000) + 2*221.60+ 2* 273.41 = 990.83 milliseconds

Total Execution Time for Secure-AKA Phase-2 Protocol (2 Mbps) = (320*476/

1000*1000) + 2*221.60+ 2* 273.41 = 990.17 milliseconds

4.12 Formal Proof of Secure-AKA Protocol

BAN-Logic symbols are used to formally proof the authentication process of

Secure-AKA protocol. Various notations used in BAN-Logic are explained in

section 3.7.4 (chapter 3).

1. The Formal Messages in Secure-AKA Protocol:

Phase-1: (1) MS → VLR: Ta, ReqNo, f′(IMSI, Ta), f1(Ta, LAI)SK ; MS
SK↔ HLR

(2) VLR → MS: Tb, ReqNo, Puz, PID

(3) VLR → Proxy: ReqNo, Rand, Puz

(4) MS → Proxy: Tc, ReqNo, H

(5) Proxy → VLR: Flag, Solution1

(6) Proxy → MS: Td, ReqNo, Rand
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(7) MS → VLR: Te, ReqNo, Solution2

(8) VLR → HLR: TID, Ta, LAI, f1(Ta, LAI)SK

(9) HLR→ VLR: Tf, f2(Ta)SK , AMF, f1(Tf, AMF)SK ; VLR
DK↔ HLR and

f2(Ta)SK

(10) VLR → MS: Tf, Tg, AMF, f1(f1(Tf, AMF)SK , Tf, Tg)DK

(11) MS → VLR: f3(Tg)DK ; f4(Tf)DK , f5(Tf)DK , f6(Tf)DK , MS
CK↔ VLR,

MS
IK↔ VLR, MS

EK↔ VLR

(12) VLR → MS: {TMSI}EK

(13) MS → VLR: ACK{TMSI}

Phase-2: (1) MS → VLR: Ti, TMSI

(2) VLR → MS: f1(f1(Tf, AMF)SK , Tf, Ti)DK

(3) MS → VLR: f3(Ti)DK

2. Security Assumptions:

a) It is assumed that SK key is shared between the MS and its HLR.

(1) MS has the secure key SK and MS |≡ MS
SK↔ HLR

(2) HLR has the secure key SK and HLR |≡ MS
SK↔ HLR

b) It is assumed that the VLR trusts the HLR.

(1) VLR |≡ HLR |⇒ MS
SK↔ HLR,

(2) V LR|̃ P,HLR/P
HLR|≡V LR|≡P

(3) HLR|̃ P,V LR/P
V LR|≡HLR|≡P

c) It is assumed that communication between the HLR and the VLR is

secure.

(1) VLR |≡ VLR
P⇔ HLR, P is conveyance message between the VLR and

the HLR.

(2) HLR |≡ VLR
P⇔ HLR, P is conveyance message between the VLR and

the HLR.

3. Security Analysis:

Phase-1: (1) MS→ VLR: MS |≡ #(Ta), VLR / Ta, ReqNo, f′(IMSI, Ta),

f1(Ta, LAI)SK

(2) VLR → MS: VLR |≡ #(Tb), MS / Tb, ReqNo, Puz, PID

(3) VLR → Proxy: Proxy / ReqNo, Rand, Puz

(4) MS → Proxy: MS |≡ #(Tc), Proxy / ReqNo, H; on receiving, the

proxy compares the α with the received H. If it does not hold, then con-
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nection is terminated.

(5) Proxy → VLR: VLR / Flag, Solution1

(6) Proxy → MS: Proxy |≡ #(Td), MS / Td, ReqNo, Rand; The MS

computes Solu′2

(7) MS→ VLR: MS |≡ #(Te); VLR / Te, ReqNo, Solution2; on receiving

the VLR computes Solu2 (from Solu1 and Rand using a function f) and

compares with the received Solu′2

(8) VLR→ HLR: HLR / Ta, LAI, f1(Ta, LAI)SK , f′(IMSI, Ta); on receiv-

ing, the HLR derives IMSI as f′(TID, LAI); computes f1(Ta, LAI)SK and

compares with the received f1(Ta, LAI)SK

(9) HLR → VLR: HLR |≡ #( Tf), VLR / Tf, f2(Ta)SK , AMF, f1(Tf,

AMF)SK ; HLR |≡ ∀ (VLR
DK↔ MS)

(10) VLR → MS: MS / Tf, Tg, AMF, f1(f1(Tf, AMF)SK , Tf, Tg)DK ;

MS computes f1(f1(Tf, AMF)SK , Tf, Tg)DK and compares with the re-

ceived f1(f1(Tf, AMF)SK , Tf, Tg)DK ; MS generates f2(Ta)SK , f3(Tg)DK ,

f4(Tf)DK , f5(Tf)DK , and f6(Tf)DK

(11) MS→ VLR: VLR / f3(Tg)DK ; on receiving, the VLR derives f3(Tg)DK

and compares with the received f3(Tg)DK ; the VLR generates f4(Tf)DK ,

f5(Tf)DK , f6(Tf)DK ; HLR | ≡ ∀ (MS
CK↔ VLR), HLR | ≡ ∀ (MS

IK↔ VLR),

HLR | ≡ ∀ (MS
EK↔ VLR)

(12) VLR → MS: E{TMSI}EK

(13) MS → VLR: On receiving, the MS computes D{TMSI}EK , then MS

→ VLR: VLR / ACK{TMSI}

Phase-2: (1) MS → VLR: MS | ≡ #(Ti), VLR / Ti, TMSI

(2) On receiving, the VLR checks TMSI and Ti <= ExpT; VLR → MS:

f1(f1(Tf, AMF)SK , Tf, Ti)DK

(3) On receiving, the MS computes f1(f1(Tf, AMF)SK , Tf, Ti)DK and com-

pares with the received f1(f1(Tf, AMF)SK , Tf, Ti)DK ; then MS → VLR:

f3(Ti)DK ; If the VLR finds that the calculated f3(Ti)DK and the received

f3(Ti)DK are equal then only the authentication is successful.

4. Message Meaning Rule:

(1) MS|≡(MS
SK↔HLR)∧(V LR

DK↔MS),MS/f1(Ta,LAI)SK

MS|≡HLR|̃ f1(Ta,LAI)SK

(2) V LR|≡f1(Tf,AMF )SK∧(V LR
DK↔MS),V LR/f1(f1(Tf,AMF )SK ,T f,Tg)DK

V LR|≡HLR|̃ f1(f1(Tf,AMF )SK ,T f,Tg)DK
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5. Nonce/Timestamp Verification Rule:

(1) MS|≡#(Ta),MS|≡HLR|̃ f1(Ta,LAI)SK

MS|≡HLR|≡f1(Ta,LAI)SK

(2) HLR|≡#(Tb)∧V LR|≡#(Tc),V LR|≡HLR|̃ f1(f1(Tf,AMF )SK ,T f,Tg)DK

MS|≡HLR|≡f1(f1(Tf,AMF )SK ,T f,Tg)DK

6. Jurisdiction Rule:

(1) MS|≡HLR⇒f1(Ta,LAI)SK ,MS/V LR|̃ f1(Ta,LAI)SK

MS|≡V LR|≡HLR

(2) V LR|≡HLR⇒f1(f1(Tf,AMF )SK ,T f,Tg)DK ,V LR/V LR|̃ f1(f1(Tf,AMF )SK ,T f,Tg)DK

V LR|≡HLR|≡MS

7. Confidentiality between the MS and the VLR:

MS|≡(MS
EK↔ V LR),MS/(Msg)EK

MS|≡V LR|̃ Msg
∧ V LR|≡(V LR

EK↔MS),V LR/(Msg)EK

V LR|≡MS |̃ Msg

8. Protocol Goals:

a) Mutual authentication between the MS and the VLR:

MS |≡ HLR |≡ VLR ∧ VLR |≡ HLR |≡ MS → MS |≡ VLR ∧ VLR |≡

MS. Thus, mutual authentication holds.

b) Key agreement between the MS and the VLR:

There is a DK key between the VLR and the MS to provide agreement.

MS |≡ DK ∧ #(Ta), since DK = f2(Ta)SK

VLR |≡ DK ∧ #(Tf), since HLR → VLR |̃ DK

c) Resistance replay attack between the MS and the VLR:

If the attacker gets #Ta, #Tb, #Tc, #Td, #Te, and #Tf from messages

(1-9) in phase-1 or #Ti from message (1) in phase-2, he/she cannot forge

messages because he/she does not know how to derive these values. Since,

Ta, Tb, Tc, Td, Te, Tf, and Ti will be changed at the next time, thus,

goal of resistance replay attack between the MS and the VLR holds.

d) Resistance man-in-the-middle Attack between the MS and the VLR:

Since, the attacker does not knows EK key or encryption algorithm/function,

thus, it prevents the communication from being eavesdropped.

e) Resistance redirection attack between the MS and the VLR:

Since, f1(Ta, LAI)SK is used to maintain the integrity of LAI, thus, it pre-

vents from the redirection attack.

f) Resistance impersonation attack between the MS and the VLR:

(1) Adversary tries to impersonate the MS: Since, f1(Ta, LAI)SK is com-

puted at MS and compared at HLR, this prevents from impersonation

attack. Additionally, adversary must reply with a valid f3(Tg)DK but

he/she neither has DK nor EK key, where DK = f2(Ta)SK and EK =
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f6(Tf)DK .

(2) Adversary tries to impersonate the VLR: The integrity value f1(Ta,

LAI)SK at MS and at HLR will be violated. Additionally, if the MS re-

ceives f1(f1(Tf, AMF)SK , Tf, Tg)DK at any time, then the connection will

be terminated because the MS has not sent any request to the VLR.

g) Resistance DoS attack between the MS and the VLR: Each MS has

to solve a puzzle Puz into two phases by computing Solu1 and Solu2,

and allows access to the resources only after the successful verification of

Solu2, where Solu1 (128 bits) = Solu1(Puz, T2) and Solu2 (128 bits) =

Solu2(Solu1, Rand). Additionally, each MS has to wait for a threshold

time before computing the Solu2. All this prevents the network from DoS

attack.

4.13 Chapter Summary

This chapter has shown that the ES-AKA protocol with MAES-128 cipher algo-

rithm offers an efficient and secure service as compared to all existing protocols

for the UMTS network. The ES-AKA protocol is free from various attacks

that exist in the original UMTS-AKA protocol. Further, it does not propose

to use a counter for synchronization purpose between the MS and the VLR.

On an average, ES-AKA saves 62% of the total bandwidth and reduces 6%

messages exchanged ratio (in terms of computations) during the authentication

in comparison to the original UMTS-AKA protocol, when number of MS (n)

= 5, 10, 50, 100, 200, 500, and 1000. It produces lesser communication over-

head as compared to all other AKA protocols discussed. However, it is only

better than UMTS-AKA, EXT-AKA, COCKTAIL-AKA and S-AKA protocols

in terms of computation overhead. This ES-AKA protocol resists DoS attack,

when the power of an adversary and a lagitimate user are equivalent in terms of

resource utilization. If it is not the case, then this protocol may not be able to

prevent the network from DoS attack. Further, we analyzed such scenario and

proposed an improved and more efficient Secure-AKA protocol for the UMTS

network with the assumption that the adversary is more powerful as compared

to valid user in resource consumption. The Secure-AKA protocol protects the

transmission of IMSI over the network. On an average, the Secure-AKA protocol
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reduces bandwidth consumption by 65%, 64%, 66%, 51%, 22%, 22%, and 22% in

comparison to UMTS-AKA, AP-AKA, EURASIP-AKA, S-AKA, COCKTAIL-

AKA, X-AKA, and EXT-AKA protocols respectively, when n = 50, 100, 200,

500, and 1000. This 65% drop in bandwidth utilization by Secure-AKA is the

maximum reduction of the bandwidth by any UMTS protocol. Further, we

have observed that this protocol lowers the ratio of messages exchanged by

59%, 48%, 54%, 55%, 54%, 48%, and 59% during the authentication with re-

spect to UMTS-AKA, AP-AKA, EURASIP-AKA, S-AKA, COCKTAIL-AKA,

X-AKA, and EXT-AKA protocol, when n = 50, 100, 200, 500, and 1000. An

improved cipher algorithm named MAES-128 has been proposed for the UMTS

network, which provides much faster encryption and decryption (0.27 and 0.25

milliseconds) than the existing KASUMI (1.26 and 3.79 milliseconds) and AES

(0.51 and 0.49 milliseconds) algorithms.
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Chapter 5

AKA Protocol in 4G LTE

Network

5.1 Introduction

Long Term Evolution is a radio access technology, which provides very high

speed of data upto 100 Mbps. Previously, the existing and proposed 2G GSM-

AKA protocols [15], [18], [21], [102] and 3G UMTS-AKA protocols [22], [28],

[103], [104] do not fit well in 4G systems due to some weaknesses. 4G net-

works are heterogeneous networks that are connected with wireless and some

unprotected wired parties of 2G/3G networks via IP (Internet Protocol)- based

bone networks. Both 2G and 3G AKA protocols do not provide mutual au-

thentication between wired parties. The 4G network has solved these issues of

2G/3G networks and proposed the EPS-AKA protocol. However, this protocol

has some major security drawbacks [105], [106] as follows:

1. In the LTE network, the identity of a user, i.e., IMSI, is sent from the

User Entity (UE) to the MME in clear text over the air interface (for

initial request), which causes man-in-the-middle attack and user-id theft

attack.

2. Passing the clear text Key Set Identifier (KSI) for Access Security Man-

agement Entity (ASME) from the MME to the UE over the network is

another problem in the cellular networks. The protection of IMSI and

KSIASME are very crucial during the communication over the LTE net-

works as an adversary can misuse these parameters, which may result in
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user-id theft and key-id theft attacks.

3. In the EPS-AKA protocol of 4G LTE network, the UE and the HSS, each

maintains a counter, which result in synchronization problem.

5.2 EPS-AKA Protocol

In this section, we briefly outline the EPS-AKA protocol along with EPS key hi-

erarchy. Various symbols and abbreviations used in the chapter are represented

in Table 5.1, while Table 5.2 describes the role of each cryptographic function.

Figure 5.1: EPS-AKA protocol for 4G LTE network

5.2.1 Overview of EPS-AKA Protocol

The execution of EPS-AKA protocol generates keys for Radio Resource Control

(RRC) signaling, Non-Access Stratum (NAS) signaling and User Plane (UP).

Figure 5.1 shows the working of the EPS-AKA protocol. The EPS-AKA protocol

begins by sending a service request with an attach request NAS message from

the UE to the MME. The MME verifies the identity of the UE and asks to send

its IMSI or GUTI from TAU procedure based on whether the UE is requesting

first time or it is not a new user for this network. Then, the MME sends GUTI

with TAU message to old MME over S10 interface to extract the actual IMSI

of the UE. If the UE was earlier in the roamed 2G/3G network, then the new

MME makes connection to old MME through SGSN via S3 interface to extract
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Table 5.1: Symbols and abbreviations

Symbol Definition Bits

IMSI/ID International Mobile Subscriber Identity 128
TID/GUTI Temporary Identity/ Global Unique TID 128
DMSI Dynamic Mobile Subscriber Identity 166
CID MME/ASME EPS Context Identity 48
SQN Sequence Number 48
TAI Tracking Area Identity 64
SNID Serving Network Identity 128
AV-req Authentication Vector Request 8
NetType Network Type 3
PI Protocol Identifier 4
AMF Authentication Management Field 48
RAND/MSR/NSR Random Number 128
AUTN Authentication Token Variable
AV Authentication Vector Variable
AK/XAK Anonymity key 128
CK/XCK Cipher key 128
IK/XIK Integrity key 128
SK/K Secret key shared b/w MS and HLR 128
KSIASME/XKSIASME Key Set Identifier for each KASME 3
ACK Acknowledgement 3
KASME MME Intermediate key 256
KNASint Integrity key for NAS signaling 256
KNASenc Cipher key for NAS signaling 256
KeNB Intermediate key b/w MME and UE 256
KUPenc Cipher key for User Plane 256
KRRCenc Cipher key for RRC signaling 256
KRRCint Integrity key for RRC signaling 256
MAC/XMAC Message Authentication Code 64
RES/XRES Response/Expected Response 64
T/Actcode Timestamp/Activation code for USIM 64

the IMSI of the UE. After that the MME connects to the HSS via S6a interface

and verifies the IMSI of the UE through a permission message [107].

The HSS generates a new AV and sends it to the MME. This generated

authentication vector consists of a random number RAND, authentication token

AUTN, signed response XRES, and KASME key. Both, the HSS and the UE,

maintain a counter for the synchronization purpose. A major improvement in

EPS-AKA compared to UMTS-AKA is that cipher key CK and integrity key

IK are never actually sent by the HSS over the network. The UE sends signals

to the MME with the type of access network it uses in the initial message (for

Evolved-Universal Terrestrial Radio Access Network (E-UTRAN), set AMF =

1). The KASME is stored on the MME. The benefit of doing this is that it does
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Table 5.2: Cryptographic functions definition

Function Definition

f1 Function to generate TID
f2 Function to generate MAC/XMAC
f3 Function to generate RES/XRES
f4 Key generation function for CK
f5 Key generation function for IK
f6 Key generation function for AK
f7 Key generation function for KASME

f′ Function to generate XKSIASME

fun() Function to generate KASME

EK{}/DK{} Functions to cipher/decipher message
‖ Concatenation

not require to execute full AKA protocol again, when re-synchronization of the

UE is required. Next, the MME sends RAND and AUTN to the UE, and it

waits for the response. The MME also sends a key set identifier eKSI to the

UE through Evolved NodeB (eNB). There are two eKSI types, one is KSIASME

and other is KSISGSN . The KSIASME is used to indicate a native EPS security

context while the KSISGSN is used to indicate a mapping security context. The

EPS-AKA protocol provides mutual authentication between the UE and the

network. On receipt of the message, the UE computes RES and sends it to the

MME. Thereafter, the MME compares this RES with the computed XRES. The

UE gets authenticated, only if both are same. The HSS sends initial keys to the

MME and the eNB, which are then used by these entities to derive actual keys

for NAS signaling, user plane, and RRC signaling.

5.2.2 EPS Key Hierarchy

The EPS key hierarchy in 4G LTE network provides the security protection

over the different traffic and consists of a set of symmetric secret keys, which

are organized according to the security context of the network. The K key is

shared between the UE and the HSS. This key is stored onto the Universal

Subscriber Identity Module (USIM) at the time of manufacturing and onto the

AuC of the HSS. The K key is used to generate two keys: cipher key CK and

integrity key IK. There are two deriving keys, one is the master key KASME

and other is over the air root key KeNB. All the derived keys are 256 bits in

size, however, the session keys use only least significant bits (LSB) of size 128.
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The KASME is derived from CK and IK by the HSS and is sent to the MME,

which is used to derive different keys for the protection of three different traffic

flows. The confidentiality and integrity protection in NAS signaling between

the UE and the MME is provided by KNASenc and KNASint keys respectively.

The traffic confidentiality and integrity protection between the UE and the

eNB is covered by KRRCenc and KRRCint keys respectively, while the user plane

data between the UE and the eNB is protected by KUPenc key. Here, the NAS

and the RRC signaling integrity protection are provided by AES or SNOW

3G algorithm [108]. Similarly, NAS signaling, RRC signaling, and User Plane

ciphering are also provided by AES and SNOW algorithm.

5.3 Proposed Protocol

This section presents an improved AKA protocol, which looks after the short-

comings of the EPS-AKA protocol and prevents various threats and attacks of

4G LTE network. The purpose of eNB node and other elements in proposed

protocol are similar to the original LTE EPS-AKA protocol.

5.3.1 Security Goals

In order to resist various threats and attacks, numerous alternative approaches

have been designed. There are many research groups, which are working on

the design of security architectures for 4G networks including Y-Comm and

Hokey. Major security challenges in 4G heterogeneous networks [109] are inher-

ited from the internet security threats and IP security vulnerabilities including

user-id theft, man-in-the-middle attack, key-id theft, and impersonation attack.

Therefore, it is recommended to design a security solution in terms of an im-

proved AKA protocol, which should be independent of the network providers

and end user devices.

5.3.2 Attack Model

The problems of clear text transmission of IMSI and KSIASME may result in

various possible attacks. Here, some of these scenarios are considered in order to

throw the light on various possible attacks in the LTE network. A man-in-the-
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middle attack can occur when a UE try to connect to an eNB/MME and also in

the case that requires the transmission of the IMSI in the first initial request. An

adversary puts itself in between the target user and a genuine network, and can

capture, modify, eavesdrop, and spoof signaling and data exchanged between

both the parties. Nowadays, due to access availability of phone number catcher

in the market, it becomes easy to catch the phone number or IMSI over the

air by this attack. This vulnerability opens the door for a man-in-the-middle

attack that can take place once the IMSI is captured. Other vulnerability is that

the EPS-AKA protocol lacks in Perfect Forward Secrecy (PFS) support, which

assures the secrecy of a set of session keys, even if a previous set of keys has been

compromised. User-identity transmitted in clear text during the initial request

procedure of EPS-AKA compromises the entire system. Creating security gap

exploitation allows an eavesdropper to track the user location, which results

in user-id theft attack. The attacker can send signaling and/or user data to

the receiver in order to makes the receiver believe that it is originating from a

genuine source, which leads to the impersonation attack. The attacker can also

capture the subsequent or derived keys with the help of parent key or based

on some information about the parent key and its identity, which causes key-id

theft attack.

Figure 5.2: Proposed AKA protocol for 4G LTE network (case-1)
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Figure 5.3: Proposed AKA protocol for 4G LTE network (case-2)

5.3.3 Protocol Design

The proposed protocol solves the problem of clear text transmission of IMSI and

KSIASME over the LTE network. The proposed protocol considers two cases,

one where KSIASME is not protected over the network (in Figure 5.2), and other

where this protection is available (in Figure 5.3) and the actual KSIASME is not

sent over the network. Here, both the cases of the proposed protocol are shown

in Figure 5.2 and Figure 5.3, which are described as follows:

Case-1: IMSI is not sent but KSIASME is sent over the network: Initially,

the UE sends a request (message (1)) to the MME to establish a connection by

transmitting the TID, T1, Actcode, and MAC1, where TID is the temporary

ID, T1 is timestamp, Actcode is the generated activation code for the UE, and

MAC1 is the calculated integrity code (MAC1 = f2(T1, TID, TAI, Actcode)SK).

UE to MME: TID, T1, MAC1, Actcode

The UE first generates TID from a function f1 (secret and shared between the

UE and the HSS only) with SK key with input as IMSI and T1 (TID=f1(IMSI,

T1)SK). This f1 is a symmetric function such that we can retrieve the orig-

inal IMSI, when we pass TID and T1 to as input this function with SK key
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(IMSI=f1(TID, T1)SK). Here, SK key is the secret key shared between the

USIM and the HSS, stored on to the USIM at the time of manufacturing and

in the database of authentication center of the HSS. The Actcode is the one

time activation code, which is sent to the HSS. The purpose of this code is to

retrieve and verify the SIMcode. It is assumed that the SIMcode is generated

and stored onto the USIM and on the authentication center, when a SIM card

gets activated. This SIMcode is attached attaches as a label to the SK key in

the authentication center of the HSS.

The generation of Actcode at UE and SIMcode at HSS are not publically

available and are secret in nature. This can be achieved as follows: at UE:

Actcode = LCSn(T1 ⊕ TAI ⊕ SIMcode), and at HSS: SIMcode = RCSn(T1 ⊕

TAI ⊕ Actcode), where LCSn = Left Circular Shift by n, RCSn = Right Circular

Shift by n, n = value of first digit of TID (in decimal, convert TID from bits to

decimal and pick first leftmost decimal digit), however, generation of such code

is operator specific.

The MME passes the message received from the UE to the HSS with the

additional information Serving Network ID (SNID) and the Network Type (Net-

Type), i.e., E-UTRAN (message (2)).

MME to HSS: TID, T1, MAC1, SNID, NetType, TAI, Actcode

On receiving the message, the HSS first checks whether T1 < Tcurrent, if yes,

then the HSS checks the integrity of the received message by computing XMAC1

and compares it with the received MAC1 (MAC1 ?= XMAC1), where XMAC1

= f2(T1, TID, TAI, Actcode)SK . If it holds, then the HSS computes SIMcode

from the received Actcode and compares it with the stored value of SIMcode.

If both SIMcode match, then the SK key corresponding to that SIMcode is

retrieved. Thereafter, the HSS retrieves IMSI through function f1 with SK key.

If the computed IMSI is same as the stored IMSI, then the HSS computes

authentication vector otherwise, the request is discarded and the connection is

terminated. Afterwards, the HSS generates T2, CK, IK, KASME, AMF, and

MAC2 (MAC2 = f2(T2, AMF)CK) as a part of AV and sends the AV to the

MME (message (3)).

HSS to MME: T2, AMF, MAC2, KASME

On receiving the message from the HSS, the MME generates T3, MAC′, and

AUTN′, where MAC′ = f2(MAC2, T3, AMF, KSIASME)KASME
. Then, the MME
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sends AUTN′ to the UE along with a generated KSIASME (message (4)).

MME to UE: T3, MAC′, AMF, KSIASME

After receiving the message from the MME, the UE generates CK, IK, and

KASME, computes XMAC′=f2(f2(T2, AMF)CK , T3, AMF, KSIASME)KASME
and

compares whether MAC′ ?= XMAC′. If such a condition does not hold, then

the connection is terminated otherwise, the UE computes signed response RES

and sends it to the MME (message (5)).

UE to MME: RES

Note that XKSIASME at UE is same as received KSIASME from the MME.

Next, on receiving the message from the UE, the MME again computes XRES

(XRES = f3(T3)KASME
) and compares it with the received RES = f3(T3)KASME

.

If both are same, then the MME transmits KSIASME to the HSS (message (6)).

MME to HSS: KSIASME

All the UE, MME, and HSS store the values of KASME and KSIASME in

their memory or database space. After completion of authentication proces,s

the MME sends a message (7) to the UE with the encrypted GUTI.

MME to UE: E[GUTI]KASME

Finally, the UE acknowledges the receipt of GUTI to the MME (message

(8)).

UE to MME: ACK of GUTI

Case-2: IMSI as well as KSIASME are not sent over the network: There is a

possibility to prevent the transmission of actual KSIASME over the network,

which improves the drawback of EPS-AKA of lacking in PFS support. Addi-

tionally, the keys, based on unique KSIASME, are generated only once, thus, a

new KASME is generated every time, when there is a request for the AV, which

initiates a new session. Hence, the generation of new secret keys is no longer

depending upon the previous keys and other parameters. Such a scenario is

illustrated in Figure 5.3, where first three steps are same as in the previous pro-

tocol discussed in Figure 5.2. The MME sends T3, MAC′, AMF, and XKSIASME

to the UE (message (4)).

MME to UE: T3, MAC′, AMF, XKSIASME

In such a case, after receiving a message (4) from the MME, the UE also

generates a new XKSI′ASME and computes KSIASME by considering XKSIASME

(previously generated by the MME) and XKSI′ASME as input to a predefined
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function shared between the MME and the UE. Then UE transmits the message

(5) to the MME with a new calculated RES′ and XKSI′ASME, where RES′ =

f3(T3, XKSI′ASME)KASME
.

UE to MME: RES, XKSI′ASME

After receiving the message from the UE, the MME checks the integrity of

message by computing XRES′ (XRES′=f3(T3, XKSI′ASME)KASME
and compares

it with the received RES′. If both are equal, then the MME calculates a new

KSIASME by taking input of XKSIASME and XKSI′ASME in the shared function

f′. Thus, the UE and the MME have the same KSIASME value without trans-

mitting the actual value over the network. Afterward, the MME transmits the

actual value of KSIASME to the HSS (message (6)).

MME to HSS: KSIASME

All the UE, MME, and HSS store the values of KSIASME and KASME in their

memory. After completion of authentication process, the MME sends message

(7) to the UE having the encrypted GUTI.

MME to UE: E[GUTI]KASME

Finally, the UE acknowledges the receipt of GUTI to the MME (message

(8)).

UE to MME: ACK of GUTI

Roaming Tracking Area Update Procedure: First, a TAU request is sent to the

new MME via eNB including the RRC parameters (selected networks and old

Globally Unique Mobility Management Entity Identifier (GUMMEI)). Then,

eNodeB selects the appropriate MME based on the GUMMEI. Thereafter, new

MME uses the received GUTI from the UE to search the old MME-SGSN ad-

dress and sends a context request message to the old MME. After this, the old

MME replies a context response to the new MME. If the integrity of message

violates at any stage, then it is mandatory to execute the authentication pro-

tocol between the UE and the HSS. New MME acknowledges (context ACK)

the received response to old MME and sends a TAU accept message to the UE.

Finally, the UE acknowledges the TAU complete message to new MME. This

TAU procedure can be executed with and without the Serving Gateway (SWG)

changes. In both the procedures, modification of bearer request & response and

update location request & response also take place. There is one difference in

TAU procedure with serving gateway change that it generates session request
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and session response before any modification takes place in the settings.

5.4 Security and Performance Analysis of Pro-

posed Protocol

This section discusses security analysis and performance evaluation of the pro-

posed protocol on various parameters.

5.4.1 Mutual Authentication between UE-MME and UE-

HSS

In the proposed protocol, the HSS authenticates the UE by verifying MAC1.

To authenticate the HSS, the UE checks the received MAC′ from the MME. If

MAC′ is equal to XMAC′, then both, the HSS and the MME are authenticated

by the UE. This process ensures the mutual authentication between the UE

and the HSS. Next, the MME authenticates the UE by verifying RES. After

receiving the message, the MME calculates XRES and checks whether RES is

equal to XRES or not. The UE is authenticated, if this equality holds. The

same procedure takes place in authenticating the UE when the MME receives

RES while communicating with only MME. All this ensures the mutual authen-

tication between the UE-HSS and the UE-MME.

5.4.2 Sequence Number Management

The proposed protocol is also able to solve the synchronization problem as this

scheme does not use any sequence number (however, the timestamps used in the

protocol prevent replay attack, they are not particularly used for synchronization

purpose.)

5.4.3 Resistance to Attacks

In this subsection, we justify that the proposed protocol is free from various

attacks and provides the resistance to LTE network.

1. Replay Attack: The proposed 4G LTE AKA protocol is free from this

attack by sending timestamp T1, T2, and T3 with the message information
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over the network.

2. Man-in-the-middle Attack: Integrity protection between UE-MME and

UE-HHS protects the 4G LTE network from MITM attack. Additionally,

the privacy of IMSI and KSIASME over the network also protects the LTE

network from the MITM attack. Apart from this, the message encryption

in different domains prevent from this attack, like the KASME encrypts and

sends the GUTI from the MME to the UE. Similarly, KNASenc, KRRCenc,

and KUPenc are used in ciphering the NAS signaling, RRC signaling, and

user plane respectively. The ciphering of NAS signaling, RRC signaling,

and user plane exist between UE-MME, UE-eNB, and UE-eNB respec-

tively. Thus, this whole scenario successfully prevents the network from

MITM attack.

3. Redirection Attack: The proposed AKA protocol uses MAC to maintain

the integrity of TAI. This concept thereby prevents the network from the

redirection attack. This attack is easily possible, when the adversary gets

the correct user′s UE information. In the proposed protocol, the UE in-

volves TAI of eNB in MAC1 and transmits MAC1 to the MME. An au-

thentication request is discarded when the HSS fails to match TAI sent by

the MME and embedded in XMAC1.

4. User Identity Attack / User-ID Theft: The UE transmits user-identity,

i.e., IMSI, in clear text during the initial attach procedure of EPS-AKA,

which compromises the entire system. However, the proposed protocol

defeats this attack.

5. Impersonation Attack: In the proposed protocol, MAC1 is computed at

UE and sends to the HSS. The HSS then computes XMAC1 with the

shared secret key SK between the UE and the HSS. Please note that the

HSS computes XMAC1 including the received TAI of UE from the MME

while the UE calculates MAC1 based on its current TAI. Additionally, the

attacker must reply with a valid response to the MME such that RES ?=

XRES in order to impersonate the UE. However, this is not possible for

an attacker to have the correct RES. Similarly, an attempt to impersonate

the MME will be failed as the UE verifies that the authentication was not
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requested by the MME but the UE receives AUTN′ from the MME. Thus,

the proposed protocol is able to avoid impersonation attack.

Table 5.3: Summary of various 4G LTE AKA protocols

Prevent Parameters
EPS-
AKA

Kφien
[41]

Gu
[43]

Chou.
[47]

Purkh.
[46]

Vintila
[37]

Proposed
AKA

IMSI to be sent over
the network No No Yes Yes No No Yes
KSIASME to be sent
over network No No No No No Yes Yes
Replay Attack Yes Yes Yes Yes Yes Yes Yes
Redirection Attack Yes Yes No No Yes No Yes
MITM Attack No No No No No Yes Yes
User-ID Theft No No No Yes No No Yes
Key-ID Theft No No No No No Yes Yes
Solve Synchronization
Problem No No Yes No No Yes Yes

6. Key-ID Theft Attack: In the proposed protocol, XKSIASME is sent over

the network with the integrity protection and the actual key-id KSIASME

is not transmited over the network (in case-2). This prevents the LTE

network from the key-id theft attack.

Table 5.3 summarizes a glimpse of original EPS-AKA, proposed AKA, and

various existing protocols with respect to several parameters. Only Vintila [37]

prevents the actual KSIASME to be sent over the network, while Gu [43] and

Choudhary [47] prevent the IMSI to be sent over the network. The proposed

protocol protects both parameters to be sent over the network. All the exist-

ing protocols mentioned in Table 5.3 resist the replay attack. Kφien [41] and

Purkhiabani [46] provide resistance to redirection attack, but do not solve the

problem of MITM attack, User-id theft, and Key-id theft. Gu [43] does not solve

any issue out of these. The Choudhory [47] only solves user-id theft and still

suffers with other three security issues. Vintila [37] is able to prevent MITM

and key-id attacks but, does not provide resistance from redirection and user-id

attacks. Only Gu [43] and Vintila [37] solve the synchronization issue occurred

between the UE and MME/HSS. The proposed protocol provides the resistance

from all such attacks and overcomes security issues of the LTE network.
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5.4.4 Discussion on Functions Used in Proposed Protocol

The generation of Actcode and SIMcode are secret in nature. The function that

generate them is completely depends upon the network operators. If an attacker

finds Actcode, he/she cannot obtain SIMcode as they do not know the function

and cannot retrieve the SK. Function f1() is used to generate TID=f1(IMSI,

T1)SK and IMSI=f1(TID, T1)SK . Since, SK key is secret, thus, if an attack has

a knowledge of function f1(), he/she cannot forge the function as he/she does

not know SK. Functions f2(), f3(), f4(), and f5() are based on HMAC with SHA

functions. These functions are one way in nature and nowadays considered se-

cure, thus it is almost impossible to break the security of these functions. Hence,

the attacker cannot retrieve any confidential information by these functions.

5.4.5 Performance Analysis

This subsection provides the performance analysis of proposed AKA protocol

in terms of storage overhead at UE, MME, and HSS, reduction in bandwidth

consumption, and efficiency of new system with respect to various parameters.

1. Storage Overhead at UE, MME, and HSS: The proposed protocol has

some storage overhead in order to prevent the transmission of IMSI and

KSIASME in clear text over the network. The KSIASME and KASME are

need to be stored in order to generate different subsequent keys for sig-

naling and data channels. The UE and the MME store (IMSI, GUTI,

KSIASME, KASME) and (TID, GUTI, KSIASME, KASME) respectively,

while the HSS stores (TID, IMSI, KSIASME, KASME).

2. Communication Overhead: We calculate the transmitted message size in

order to evaluate total communication overhead for EPS-AKA, proposed

AKA, and other existing LTE protocols. All protocols are assumed to be

of global sizes with respect to various parameters and only single authen-

tication vector is being transmitted from the HSS to the MME. The total

number of bits used by each LTE AKA protocol is as follows:

a) EPS-AKA Protocol: (1)+(2)+(3)+(4)+(5) = (IMSI+TAI) + (IMSI+

TAI + SNID+ NetType) + (RAND+XRES+ KASME + ((SQN⊕AK)+

AMF +MAC)) + (RAND+((SQN⊕AK) +AMF+MAC)+ KSIASME) +
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(RES) = 1638 bits

b) Kφien′s Protocol: (1)+(2)+(3)+(4)+(5)+(6)+(7) = (ID+PI+ RAND)

+(ID+PI+RAND+SNID+CID)+(RAND+RES+KASME+CID + AMF +

RES) + (RAND+CID+AMF+RES)+(RES+RESHSS)+(CID+ RES) +

(CID) = 1752 bits

c) Purkhiabani et al.′s Protocol: (1)+(2)+(3)+(4)+(5) = (IMSI+TAI+

MSR+ MSMAC)+(IMSI+TAI+MSR+MSMAC+ SNID+NetType+NSR)

+ (HEAUTN + HERES+ HEKASME) + (RAND+(HEAK⊕NSR)+AMF

+MAC+ KSIASME) + (XRES) = 2019 bits

d) Choudhury et al.′s Protocol: (1)+(2)+(3)+(4)+(5)+(6) = (DMSI) +

(AV-req+DMSI)+((ERAND+ XRES+CK+IK+AUTN)+DMSI)+(AUTN

+ ERAND) + (RES) + (GUTI) = 1890 bits, where AUTN = ERAND+

AMF +MAC = 308 bits

e) Proposed AKA Protocol (Case-1): (1)+(2)+(3)+(4)+(5)+(6)+(7)+(8)

= (TID+ T1+ MAC1 + Actcode) + (TID+T1+MAC1+SNID+NetType+

TAI+Actcode) + (T2+AMF+ MAC2+ KASME) + (T3 +AMF+MAC′+

KSIASME)+(RES) + (KSIASME) + (GUTI) + (ACK) = 1644 bits

Proposed AKA Protocol (Case-2): (1)+(2)+(3)+(4)+(5)+(6)+(7)+(8) =

(TID+ T1+ MAC1 +Actcode) + (TID+T1+ MAC1 +SNID+NetType

+TAI+Actcode) + (T2+AMF+MAC2+ KASME) + (T3+AMF+MAC′+

XKSIASME) + (RES + XKSI′ASME) + (KSIASME) + (GUTI) + (ACK)

= 1647 bits

Note that the size of ACK is considered 3 bits; however, even if we as-

sume it 8 bits, the proposed protocol is still better in terms of every point

of discussion than the EPS-AKA protocol. In fact, 3 bits leads to 8 dif-

ferent combinations, which is more than sufficient because there is only

one ACK needs to be sent during the authentication. Thus, the pro-

posed protocol with case-2 (Figure 5.3) is more effective as it is able to

hide actual KSIASME between the UE and the MME. Total bandwidth

used by proposed AKA protocol during the authentication as compared to

original EPS-AKA, Kφien′s [41], Purkhiabani′s [46] and Choudhury′s [47]

protocols are {(1647/1638)*100 = 100.5%}, {(1647/1752)*100 = 94.0%},

{(1647/2019)*100 = 81.5%}, and {(1647/1890)*100 = 87.1%} respec-

tively. Thus, the proposed AKA protocol reduces -0.5% (almost equal),
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6%, 18.5%, and 12.9% bandwidth utilization during the authentication

process in comparison to EPS-AKA, Kφien′s [41], Purkhiabani′s [46], and

Choudhury′s [47] protocols respectively. There is just 9 bits overhead

difference between the EPS-AKA and the proposed AKA protocol, thus,

their overheads can be considered equivalent.

Figure 5.4: Overheads evaluation (a) LTE AKA (b) LTE AKA/EPS-AKA

3. Computation Overhead: In order to evaluate computation of each protocol

with global values, all the computational overheads of security functions

are considered a unit value for ease computation, however, actual weights

of these functions may be different.

a) EPS-AKA Protocol: MAC, AK, CK, IK, XRES, KASME, (AK⊕SQN),

XMAC, (AK⊕SQN), RES, CK, IK, KASME = 13

b) Kφien′s Protocol: RANDUE, CID, RAND, KASME, RESUE, RES, RESHSS,

RESUE, RES, RESHSS, KASME = 11.

Please note that the KASME is not derived from CK and IK, thus both

keys are not generated in this protocol. An adversary can compromise the

security of KASME due to its generation by non-standard function. If we

consider the generation of KASME by the standard function, then we have

(CK, IK) at UE and at MME, thus, the number of functions = 15

c) Purkhiabani et al.′s Protocol: MSMAC, MSCK, MSIK, MSRES, MSAK,

RES, CK, IK, KASME, HEMAC, HEAK, HECK, HEIK, HERES, HEASME,

MAC, XHEMAC, XMAC, XRES, XCK, XIK, MSASME, KASME = 23

d) Choudhury et al.′s Protocol: fi, fe, fx, fn, fd, fs, fm, XRES, CK, IK,

KASME, RES, CK, IK, KASME = 15
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e) Proposed AKA Protocol: Actcode, TID, MAC1, SIMcode, XMAC1,

IMSI, CK, IK, KASME, MAC2, KASME, MAC′, XMAC′, RES, XRES,

EK{}, DK{}, CK, IK = 19

Figure 5.4(a) and 5.4(b) represent the communication and computation

overheads of all LTE AKA protocols and compare them with the original

EPS-AKA protocol.

Table 5.4: Bandwidth consumption by various protocols

Bandwidth
Utilization (bits)

EPS-
AKA

Kφien
[41]

Purkhi.
[46]

Chou.
[47]

Proposed-
AKA

Between UE-MME 627 676 944 794 697
Between MME-HSS 1011 1076 1075 1096 950

Figure 5.5: Bandwidth consumption (a) LTE AKA (b) LTE AKA/EPS-AKA

4. Bandwidth Consumption: The proposed AKA protocol is able to reduce

the bandwidth consumption between the MME and the HSS. From Ta-

ble 5.4, it can be observed that for single authentication, the proposed

protocol lowers (100-(950/1011)*100) = 6.1%, 11.8%, 11.7%, and 13.4%

of bandwidth utilization between the MME and the HSS as compared to

EPS-AKA, Kφien′s [41], Purkhiabani′s [46], and Choudhury′s [47] proto-

cols respectively.

Figure 5.5(a) shows bandwidth consumption between UE-MME, MME-

HSS, and UE-HSS while Figure 5.5(b) illustrates the bandwidth of other

LTE AKA protocols with respect to EPS-AKA. Although, in proposed

protocol, the bandwidth utilization between the UE and the MME is in-

creased by about 11% and 3% in comparison to the EPS-AKA and the
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Kφiens [41] protocol (while is reduced by 26.2% and 12.3% with respect to

Purkhiabani′s [46] and Choudhury′s [47] protocols), but, we cannot point

it out as the limitation because overall in every authentication process, the

proposed protocol reduces 105 bits (1752-1647=105 bits) to be transmitted

than the Kφien′s [41] protocol. However, it requires 9 bits (1638-1647=-9

bits) more to be transmitted than EPS-AKA, which is very small value

and can be neglected. As per the EPS-AKA protocol, the HSS generates

new AV set (or single AV) and sends it to the MME. In both the cases, the

proposed protocol provides better service between the HSS and the MME.

In every authentication process, the proposed protocol lowers 61 bits and

126 bits with respect to the EPS-AKA and the Kφiens [41] protocol. The

bandwidth consumption of other LTE authentication protocols stated in

the literature is not computed because they do not define their parameters

clearly.

5.5 Simulation of Proposed Protocol

Java environment is considered in order to simulate the proposed protocol. Func-

tions f4(), f5(), and fun() are implemented as HMACSHA256, while functions

f2() and f3() are considered as HMACSHA1. However, all these functions are

network operator specific. The output of f4() and f5() are truncated to 128 bits

as these functions are used to generate 128 bits of CK and IK key respectively.

Similarly, the output of f2() and f3() are also truncated to 64 bits because f2()

produces the output as MCA1/MAC2/MAC′ of 64 bits in size, while f3() gener-

ates the output as RES of 64 bits. The function to generate Actcode/SIMcode

is an XOR function with LCS/RCS. On the other hand, AES is suitable for the

encryption/decryption EK{}/DK{} functions with 256 bits KASME key. The

output of function f1() is 128 bits as the output of this functions is TID/IMSI

of 128 bits, thus, we prefer to have f1() with 128 bits SK key similar to AES

encryption (to get TID) and decryption (to retrieve IMSI).

The results mentioned in Tables 5.5 and in Table 5.6 are the average of 30

iterations of each output value. In Table 5.5 and Table 5.6, the unit of time is

milliseconds and memory/space is measured in bytes. The message transmission

time in the protocol is considered according to the upload and download speed
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Table 5.5: Computation for Actcode/SIMcode and cipher functions

Actcode/SIMcode f1()/EK{}/DK{}
ExT PCPUT TUM EK{} ExT TUM DK{} ExT TUM

0.89 93.60 12968290 8.8 9329.6 9.1 4816

Table 5.6: Computation for other functions used in proposed protocol

f2()/f3() f4()/f5()/fun()
ExT PCPUT TUM ExT PCPUT TUM

221.60 296.40 15211840 273.41 296.40 15204024

of the LTE network. A post by Graziano D. [110], in June 2013, AT&T was

the fastest 4G LTE network that provides average download speed 16.65 Mbps

and upload speed 7.43 Mbps, while another company Verizon provides download

speed of 10-15 Mbps and upload speed of 4-8 Mbps. Then, as per Hardawar D.′

post [111], in Jan 2014, T-Mobile telecom company has the fastest LTE network

in the US that provides on average 17.8 Mbps download speed, while AT&T and

Verizon provides 14.7 Mbps and 14.3 Mbps speed respectively. However, UK′s

largest mobile company Everything Everywhere Limited (EE) claims to provide

world′s fastest 4G LTE network. According to [112], it provides download speed

maximum of 120 Mbps, on average 25-30 Mbps in big cities, and 20 Mbps on

average over all, while [113] states the 4G EE LTE download speed of 24-30

Mbps and 11 Mbps of upload speed. Thus, in the proposed AKA protocol the

transmission time for each message is calculated with upload link speed at 11

Mbps and download link speed at 20 Mbps.

Total messages to be transmitted by the proposed AKA protocol (for case-2):

(1)+(2)+(3)+(4)+(5)+(6)+(7)+(8) = (TID+ T1+ MAC1+Actcode)+(TID+

T1+MAC1+SNID+NetType+TAI+Actcode)+ (T2+AMF+ MAC2+ KASME)+

(T3+AMF+MAC′+ XKSIASME)+(XKSI′ASME+ RES)+(KSIASME)+ (GUTI)

+(ACK)

Proposed protocol at upload link: (1)+(2)+(5)+(6)+(8)=320+515+67+3+3 =

908 bits

Proposed protocol at download link: (3)+(4)+(7) = 432+179+128 = 739 bits

Total time at upload link (speed 11 Mbps, per bit 90.9 nanoseconds) = 908*90.9

= 82537.2 nanoseconds = 0.08 milliseconds

Total time at download link (speed 20 Mbps, per bit 50 nanoseconds) = 739*50
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= 36950 nanoseconds = 0.03 milliseconds

Thus, total transmission time for all messages in the proposed AKA protocol

= 0.08+0.03 = 0.11 milliseconds. The execution time, process CPU time, and

total memory usage for the function to generate Actcode/SIMcode, and encryp-

tion/decryption time and memory used for EK{}/DK{} and f1() are presented

in Table 5.5. Similarly, the execution time, process time, and memory usage for

functions f2()/f3()/f4()/f5() can be observed from Table 5.6. For the encryption

and decryption of GUTI in proposed protocol, we prefer to use AES algorithm,

which is considered one of the best algorithms. It has been found that AES takes

8.8 milliseconds for EK{} and 9.1 milliseconds for DK{} on Java Micro Edition

(J2ME) Wireless Toolkit (WTK) platform, while it performs 40 milliseconds to

encrypt (EK{}) and 18 milliseconds to decrypt (DK{}) a single message of 1120

bits on JDK1.6. Here, it is preferred to include the execution time obtained on

J2ME than on JDK as later is affected by the total memory and the time of

other processes running on PC. Since, in the proposed protocol, the transmis-

sion time for all the messages sent along with the computation time for each

function used are known, thus, it is easy to calculate total time required for the

execution of proposed AKA protocol.

Total execution time for proposed protocol = Total messages transmission time

+ 2*Actcode/SIMcode function + f1() for TID + f1() for IMSI + 2*f2() for

MAC1 + f2() for MAC2 + 2*f2() for MAC′ + 2*f3() for RES + 2*f4() for CK +

2*f5() for IK + 2*f2() for KASME + EK{} + DK{}

Total execution time for proposed protocol = 0.11 + 2*0.89 + 8.8 + 9.1 +

2*221.60 + 221.60 + 2*221.60 + 2*221.60 + 2*273.41 + 2*273.41 + 2*273.41

+ 8.8 + 9.1 = 0.11 + 1.78 + 8.8 + 9.1 + 443.20 + 221.60 + 443.20 + 443.20 +

546.82 + 546.82 + 546.82 + 8.8 + 9.1 = 3229.35 milliseconds = 3.23 seconds

5.6 Formal Proof of Proposed AKA Protocol

We use the BAN-Logic symbols to formally proof the authentication process of

proposed protocol. The notations of BAN-Logic are presented in section 3.7.4.

1. Security Analysis:

(1) UE → MME: UE|≡ #(Ta), MME / f1(IMSI, Ta)SK , f2(Ta, TAI,

f1(IMSI, Ta)SK)SK , Actcode
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(2) MME → HSS: HSS / Ta, TAI, f1(IMSI, Ta)SK , f2(Ta, TAI, f1(IMSI,

Ta)SK)SK , Actcode; on receiving, the HSS derives IMSI as f1(TID, Ta)SK

by first computing SIMcode, then retrieves SK; computes f2(Ta, TAI,

f1(IMSI, Ta)SK)SK and compares with the received f2(Ta, TAI, f1(IMSI,

Ta)SK)SK

(3) HSS → MME: HSS |≡ #(Tb), MME / Tb, AMF, KASME, f2(Tb,

AMF)CK

(4) MME→UE: MME |≡#(Tc), UE / Tc, AMF, f2(Tc, AMF, XKSIASME,

f2(Tb, AMF)CK)KASME
, XKSIASME; UE computes f2(Tc, AMF, KSIASME,

f2(Tb, AMF)CK)KASME
and compares with the received f2(Tc, XKSIASME,

AMF, f2(Tb, AMF)CK)KASME
; UE generates f3(Tc, XKSIASME

′)KASME

(5) UE → MME: MME / f3(Tc, XKSIASME
′)KASME

, XKSIASME
′; on re-

ceiving the MME derives f3(Tc, XKSIASME
′)KASME

and compares with the

received f3(Tc, XKSIASME
′)KASME

(6) MME → HSS: HSS / XKSIASME, f′(KSIASME, KSIASME
′)

(7) MME → UE: E{GUTI}KASME

(8) On receiving, the UE computes D{GUTI}KASME
, then UE → MME:

ACK{GUTI};

2. Security Assumptions:

a) It is assumed that SK key is shared between the UE and its HSS.

(1) UE has the secure key SK and UE |≡ UE
SK↔ HSS,

(2) HSS has the secure key SK and HSS |≡ UE
SK↔ HSS

b) It is assumed that the MME trusts the HSS.

(1) MME |≡ HSS |⇒ UE
SK↔ HSS,

(2) MME |̃ C,HSS/C
HSS|≡MME|≡C

(3) HSS |̃ C,MME/C
MME|≡HSS|≡C

c) It is assumed that communication between the HSS and the MME is

secure.

(1) MME |≡ MME
C⇔ HSS, C is conveyance message between the MME

and the HSS.

(2) HSS |≡ MME
C⇔ HSS, C is conveyance message between the MME

and the HSS.
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3. Message Meaning Rule:

(1) UE|≡(UE
SK↔HSS)∧(MME

DK↔ UE),UE/f1(Ta,TID,TAI)SK

UE|≡HSS |̃ f2(Ta,TID,TAI)SK

(2)
MME|≡f2(Tb,AMF )CK∧(MME

DK↔ UE),MME/f2(f2(Tb,AMF )CK ,T c,AMF,XKSIASME)KASME

MME|≡HSS |̃ f2(f2(Tb,AMF )CK ,T c,AMF,XKSIASME)KASME

4. Nonce/Timestamp Verification Rule:

(1) UE|≡#(Ta),UE|≡HSS |̃ f2(Ta,TID,TAI)SK

UE|≡HSS|≡f2(Ta,TID,TAI)SK

(2)
HSS|≡#(Tb)∧MME|≡#(Tc),MME|≡HSS |̃ f2(f2(Tb,AMF )CK ,T c,AMF,XKSIASME)KASME

UE|≡HSS|≡f2(f2(Tb,AMF )CK ,T c,AMF,XKSIASME)KASME

5. Jurisdiction Rule:

(1) UE|≡HSS⇒f2(Ta,TID,TAI)SK ,UE/MME |̃ f2(Ta,TID,TAI)SK

UE|≡MME|≡HSS

(2)
MME|≡HSS⇒f2(f2(Tb,AMF )CK ,T c,AMF,XKSIASME)KASME

,Z

MME|≡HSS|≡UE
, where Z = MME

/ MME |̃ f2(f2(Tb, AMF)CK , Tc, AMF, XKSIASME)KASME

6. Protocol Goals:

a) Mutual authentication between UE-MME and MME-HSS:

UE |≡ HSS |≡ MME ∧ MME |≡ HSS |≡ UE→ UE |≡ MME ∧ MME |≡

UE; Thus, mutual authentication holds.

b) Key agreement between the UE and the MME:

There is a KASME key between the MME and the UE to provide agree-

ment. UE |≡ KASME ∧ #(Tb), since KASME = fun(CK, IK); MME |≡

KASME ∧ #(Tb), since HSS → MME |̃ KASME

c) Key freshness between the UE and the MME:

HSS |≡ #(Ta) ∧ MME |≡ #(Ta), MME |≡ #(Tb) ∧ UE |≡ #(Tb),

KASME = fun(CK, IK). Thus, key freshness between the UE and the

MME holds.

d) Confidentiality between the UE and the MME:

For NAS signaling cipher:
UE|≡(UE

KNASenc↔ MME),UE/fun(Msg)KNASenc

UE|≡MME |̃ Msg
∧

MME|≡(MME
KNASenc↔ UE),MME/fun(Msg)KNASenc

MME|≡UE |̃ Msg

RRC signaling cipher:
UE|≡(UE

KRRCenc↔ MME),UE/fun(Msg)KRRCenc

UE|≡MME |̃ Msg
∧

MME|≡(MME
KRRCenc↔ UE),MME/fun(Msg)KRRCenc

MME|≡UE |̃ Msg

User plane cipher:
UE|≡(UE

KUPenc↔ MME),UE/fun(Msg)KUPenc

UE|≡MME |̃ Msg
∧

MME|≡(MME
KUPenc↔ UE),MME/fun(Msg)KUPenc

MME|≡UE |̃ Msg

e) Resistance replay attack between the UE and the MME:

If the attacker gets # Ta from message (1) or #Tb from message (3) or

#Tc from message (4), he/she cannot forge message (1), (3) and (4) be-
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cause he/she know neither SK nor KASME key. Since, #Tc will be changed

at the next time, hence, the goal of resistance replay attack between the

MS and the MME holds.

f) Resistance man-in-the-middle attack between the UE and the MME:

Since attacker neither knows KNASenc, KRRCenc, KUPenc keys nor encryp-

tion algorithm, thus, it prevents the communication from being eaves-

dropped.

g) Resistance redirection attack between the UE and the MME:

Since, f2(Ta, TAI, f1(IMSI, Ta)SK)SK is used to maintain the integrity of

TAI, thus, it is safe from the redirection attack.

h) Resistance impersonation attack between the UE and the MME:

(1) Adversary tries to impersonate the UE: Since, f2(Ta, TAI, f1(IMSI,

Ta)SK)SK is computed at UE and compared at HSS, hence, it avoids the

network from impersonation attack. Additionally, the attacker must reply

with a valid response f3(Tc, XKSIASME
′)KASME

to the MME, but, he/she

neither has KASME nor KNASenc, KRRCenc and KUPenc.

(2) Adversary tries to impersonate the MME: The integrity value f2(Ta,

TAI, f1(IMSI, Ta)SK)SK at UE and at HSS is violated. Additionally, if the

UE receives f2(Tc, AMF, XKSIASME, f2(Tb, AMF)CK)KASME
at any time,

then the connection is terminated because the UE had not previously sent

any request to the MME.

i) Resistance User-id theft attack between the UE and the HSS/MME:

The UE transmits f1(IMSI, Ta)SK to the MME, i.e., protected user-identity

over the network.

j) Resistance Key-id theft attack between the UE and the HSS/MME:

The XKSIASME is sent over the network with integrity protection and the

actual key set-id KSIASME is not sent over the network.

5.7 Chapter Summary

This chapter proposes an efficient AKA protocol for 4G LTE network.The pro-

tocol provides better security to 4G LTE network by resolving the issues of

clear text transmission of IMSI from the UE to the MME and transmission

of unencrypted KSIASME from the MME to the UE over the network. The
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proposed protocol does not propose to maintain a counter at UE as well as

at MME, hence, solves the synchronization issue that is present in the origi-

nal EPS-AKA protocol. This protocol is free from man-in-the-middle attack,

user-id theft, key-id theft, replay attack, impersonation attack, and redirection

attack. This work reports that for a single authentication vector, the proposed

protocol lowers bandwidth consumption between the MME and the HSS by

6.1%, 11.8%, 11.7%, and 13.4% during the authentication process as compared

to EPS-AKA, Kφien′s, Parkhiabani′s, and Choudhury′s protocols. Further, the

protocol is able to reduce communication overhead by -0.5% (almost equal),

6%, 18.5%, and 12.9% in comparison to EPS-AKA, Kφien′s, Parkhiabani′s, and

Choudhury′s protocols respectively.
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Chapter 6

AKA Protocol for Secure

Delivery of VAS using SMS

6.1 Introduction

On December 3, 2013, SMS service completed its 21 years. On December 3,

1992, the world′s first SMS was sent by Neil Papworth from UK through the

Vodafone network. The popularity of SMS is increasing day by day as it is

being used in many data centric applications including railways enquiry, news

alert, mobile banking, health care applications, activation & deactivation of dif-

ferent kind of services, advertisements and much more. The security of SMS

is the most important concern during the data transmission over the network.

SMS can be transmitted between the SMSC and the MS via SS7 and OTA in-

terface. But unfortunately, SS7 does not provide any security interface to the

SMS. The OTA interface provides a wireless security protection with A5/1 or

A5/2 algorithm, however, both algorithms A5/1 and A5/2 have already been

broken. In this regard, the SMSSec protocol [48] and PK-SIM protocol [49] were

proposed by Lo J. L. C. et al. and Rongyu H. et al. respectively, however, it

is observed that these protocols generate large communication and computa-

tion overheads. Additionally, these protocols fail to justify their performance in

terms of bandwidth utilization and do not discuss about the prevention against

different threats and attacks. Thus, all these issues must be taken into consid-

eration and a secure and efficient protocol should be developed for end-to-end

secure transmission of SMS over the network.
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Table 6.1: Symbols and abbreviations

Symbol Definitions Bits

U/ID ME Cell Phone Number 40
C/ME Mobile Station —
S/AS Authentication Server —
SAG Security Access Gateway —
H/HU/Hun Hash function 64
D/Dn Parameter to generate Key 64
Q/Qn New Session Identifier 28
Rc*/Nc/Ns/Na/Na′ Random Number 128
Pf Private Port Number 16
M Message Variable
SQ/Seq Sequence Number 28
PK**/PK PK-SIM Public key of server 128
SK***/SKn/
SK SAG/SK AS-CA Symmetric key 128
UAKey Primary key 128
Expiry/ExpT Expiry of Primary key 64
C ME Certificate of ME 40
CertSAG Certificate of SAG 40
MAC/MAC1/MAC2 Message Authentication Code 64
T1/T2/Ti Timestamp 64
DK Delegation key 128

6.2 Attack Model

This section discusses the wireless delivery system of SMS in brief along with

different scenarios for the possibilities of various attacks. The wireless deliv-

ery of SMS takes place through various radio channels. The air interface has

divided into two classes of logical channels: Control Channel (CCH) and Traf-

fic Channel (TCH). TCH channel transmits voice traffic once the call setup is

done while CCH carries network statistics information and assists in data (SMS)

transmission. A message is broadcasted on Paging Channel (PCH) to send a

natification to a targeted device regarding the availability of a call or SMS. Af-

terward, available devices in reachable network inform their status to network

and accept incoming communications using slotted ALOHA-based Random Ac-

cess Channel (RACH) uplink. Then, a Standalone Dedicated Control Channel

(SDCCH) is assigned for the targeted device by listening to the Access Grant

Channel (AGCH). If an SMS is available for delivery, then base station authen-

ticates the device, enables encryption, and delivers the content of SMS over the

134



CHAPTER 6. AKA PROTOCOL FOR SECURE DELIVERY OF VAS
USING SMS

Table 6.2: Cryptographic functions definition

Function Definition

{}PK RSA OAEP encryption using PK
{}SK/{}SK n Symmetric key (between MS and AS) encryption using AES
{}E UAKey Encryption with Primary key UAKey
{}SK SAG Encryption with Symmetric key between the SAG and the CA
{}PK PK−SIM Encryption with Public key of PK-SIM
{}E SK Encryption with Symmetric key
{}DK Encryption with Delegation key
{}SK AS−CA Encryption with Symmetric key between AS and CA
f1 Cryptographic function to generate DK
‖ Concatenation

assigned SDCCH [70].

When an SMS is sent from the MS to the AS, it follows the path as MS-BTS-

BSS-MSC-SMSC-SMSGateway-AuthenticationGateway-AS. Since, the SMS is

sent in plain text only, thus, the network operators can easily access the content

of SMS during its transmission at SMSC. This leads to SMS disclosure and SMS

spoofing attacks. The OTA interface between the MS and the BTS is protected

by a weak encryption algorithm, thus an attacker can compromise these algo-

rithms to capture the information contained in the SMS or can alter the SMS

message. The attacker can also try to cryptanalyze the generated cryptographic

keys used in the authentication protocol. The attacker can also perform replay

and man-in-the-middle attacks. The SMS messages are unencrypted when sent

over the SS7 networks. The cryptographic security protection is not available

in Short Message Peer to Peer protocol (SMPP) over the Internet. All these

above stated attacks are discussed in section 6.4.2 with their prevention by the

proposed SecureSMS protocol.

6.3 Focus on the Proposed Protocol

In this section, various aspects concerning the design of proposed protocol are

discussed. These aspects include the choice of cryptographic algorithms and

implementation issues. Various symbols and abbreviations used in this chapter

are listed in Table 6.1, while all the cryptographic functions used are defined in

Table 6.2., where in SMSSec protocol, *Considered 64 bits, **Considered 2048

bits, and ***Considered 256 bits.
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6.3.1 Basic Requirements for a Secure Protocol

There are some challenges that must be fulfilled in order to develop an efficient

protocol for secure SMS. These challenges include the processing time and com-

putation speed of processor, physical memory size of the MS, SMS structure,

and single SMS length. Further, the strong cryptographic algorithms need to

ensure the confidentiality and integrity of the SMS messages. Cryptographic

computations are costly to perform, mainly when public key cryptography is

involved. Although, there are some existing protocols proposed by various re-

searchers based on public key cryptography [50], [52], [54], but, we propose a

symmetric key-based protocol because symmetric key algorithms are 1000 times

faster than asymmetric key algorithms [114]. We prefer security over efficiency,

hence, a careful investigation is required for the selection and deployment of

cryptographic algorithms for end-to-end SMS security. The cryptographic algo-

rithms should be completely secure, easy to implement, need low computations,

and require less storage for cryptographic keys and algorithms. The choice of

algorithm should be in such a way that could possibly improve the security and

efficiency of the overall system. There exists a trade-off between security and

efficiency of the system, and we have prioritized the security over efficiency.

Many symmetric key cryptographic algorithms are available at present and can

be implemented with various modes of operations. In this way, the symmetric

key algorithms with different modes of operations are recommended to pro-

vide security for SMS applications. During the execution of the protocol, some

parameters may get inconsistent or the connection failure may occur. If any

form of failure occurs, then the protocol must be started from the beginning of

authentication phase.

6.3.2 System Model and Design of Proposed Protocol

The architecture of proposed SecureSMS protocol has shown in Figure 6.1. The

transmission of secure SMS can be within a single SMSC or between SMSCs.

Further, we consider both the cases of SMS transmission, i.e., SMS-deliver as

well as SMS-submit. In the SMS-submit, the SMS is transmitted from the MS to

the SMSC, while SMS-deliver is the case when the SMS is sent from the SMSC to

the MS. In the SMS-delivery, the transmitted data either may be an SMS (which
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Figure 6.1: Secure transmission of SMS to & fro MS-AS

is being sent to another MS) or may be a delivery report (which is requested

by the MS who has sent the SMS and waiting for its acknowledgement). The

SMS is moved from the MS to the SMSC over the air interface, A-interface, and

through SS7 network. But unfortunately, the security aspect of the transmitted

data lacks in the whole path. The SMS is sent from one MS to another MS

by one or different SMSCs through SMS gateway and authentication gateway

where communication medium is Internet. In this system model, we assume

that the identity of each valid and active MS is certified by a Certification

Authority/Registration Authority CA/RA.

Figure 6.2: SecureSMS protocol (a) phase-1 (b) phase-2
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The proposed SecureSMS protocol is shown in Figure 6.2. The protocol is

initiated, when any MS wishes to send a message (SMS) to access a value added

service. In this process, the very first task is the authentication of MS who

wishes to send the SMS. This can be done by the AS with the help of CA/RA

authority. The proposed protocol is divided into two phases that are as follows:

Phase-1: The first phase starts with a request to send SMS generated by MS

to the AS. In this request the MS sends its identity ID ME, a timestamp T1

(the time at which this request is generated), and a message authentication code

MAC1 to maintain the integrity of the information being sent, where MAC1 =

H(T1, ID ME).

MS to AS: {ID ME, T1, MAC1}

On receipt of the above message, the AS first calculates MAC1′ by the re-

ceived T1 and ID ME, and checks whether MAC1 is equal to MAC′1 or not. If

not, then the request is discarded otherwise, the AS sends ID ME and a times-

tamp T2 to the CA/RA through the symmetric encryption with shared key

between the AS and the CA/RA.

AS to CA/RA: {ID ME, T2}SK AS−CA

When the CA/RA receives such message, it checks the validity of ID ME. If

the identity of ME is valid, then the CA/RA sends response {T2} back to the

AS otherwise, generates a user invalid message (which is not shown in Figure

6.2, instead of a positive response {T2}SK AS−CA is shown).

CA/RA to AS: {T2}SK AS−CA

If the AS finds ID ME as a valid response from the CA/RA, it generates a

timestamp T3, a delegation key DK (DK = f1(T1, T3)SK , an expiry time ExpT

for DK key, and MAC2 (MAC2 = H(T1,T3, ExpT). Now, the AS passes this

information to the MS. Here, SK is the secret shared key between the MS and

the AS.

AS to MS: {T3, ExpT, MAC2}

Next, on receipt of above message, the MS checks the integrity of the received

information by computing MAC′2 with the received T1, T3, and ExpT. The MS

checks whether the computed MAC′2 is same as the received MAC2. If not,

then simply the request is aborted and the connection is terminated otherwise,

the MS computes DK key (DK = f1(T3, T1)SK), encrypts the response with DK

and sends back to the AS. When the AS receives this message, it decrypts the
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message and checks the stored T3 with the received T3. If both are same, then

the authentication is successful.

MS to AS: {T3}DK

Phase-2: Now, for the subsequent authentication, every time the MS wishes to

send SMS within the expiry time of DK key, the following procedure takes place:

The MS sends ID ME along with the current timestamp Ti symmetrically

encrypted by DK key to the AS.

MS to AS: {Ti, ID ME}DK

On receipt of message from the MS, the AS decrypts the message and checks

the validity of ID ME whether the MS was previously authenticated within

expiry time duration. If not, then the authentication procedure phase-1 takes

place otherwise, the AS checks whether the received timestamp Ti is less than

or equal to the expiry time of DK key (Ti <= ExpT). If Ti is within the time

limit, then the AS replies with encrypted Ti by DK to the MS.

AS to MS: {Ti}DK

Thereafter, the secure communication takes place between MS-AS or MS-MS

depending upon the nature of SMS application. If Ti is not within ExpT, then

the MS has to follow the above procedure (phase-1) for a fresh authentication.

6.4 Security and Performance Analysis of Se-

cureSMS Protocol

This section analyzes the proposed protocol in various aspects including secu-

rity issues, various threats and attacks, and communication and computation

overheads.

6.4.1 Mutual Authentication between the MS and the

AS

In the SecureSMS protocol, the AS authenticates the MS by verifying MAC1,

where MAC1 = H(T1, ID ME). On receiving MAC1, the AS calculates MAC′1

by T1 and ID ME, and then compares MAC′1 with the received MAC1. If it

matches, then the authentication of MS is done by the AS. Similarly, on receiving

MAC2, the MS computes MAC′2 to authenticate the AS, where MCA2 = H(T1,
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T3, ExpT). If MAC2 = MAC′2 holds, then the authentication of AS is successful.

All this ensures the mutual authentication between the MS and the AS.

6.4.2 Resistance to Attacks

In this subsection, we justify that SecureSMS protocol is free from following

attacks:

1. SMS Disclosure: Nowadays, the transmission of SMS does not provide

end-to-end protection of confidentiality and integrity. Thus, the SMS

message can be snooped and intercepted during its transmission. The Se-

cureSMS protocol proposes the use of an encryption approach for transmit-

ting the SMS over the network. This encryption approach (AES/Blowfish)

provides security to the message information. Thus, this protocol prevents

the system from SMS disclosure.

2. SMS Spoofing: A malicious user can spoof the legitimate MS by sending

an SMS from Internet. If a malicious user knows the secret authenticating

information of a legitimate MS, he/she can perform the operation with the

legitimate AS. The SecureSMS protocol provides mutual authentication

between the MS and the AS. When both authenticate each other, then

only the authentication is successfully completed. Thus, no malicious user

or attacker can spoof the SMS with SecureSMS protocol.

3. Replay Attack: This attack does not work, if an authentication request

number (a unique number or random number) is included in the transmit-

ted message. Thus, the proposed protocol is free from this attack because

each time it sends a unique timestamp (T1/T2/T3) with the information

over the network.

4. Man-in-the-middle Attack: In the SecureSMS protocol, a symmetric cryp-

tographic algorithm AES is proposed to use between the MS and the AS.

The timestamp Ti and ID ME is encrypted with DK key in every sub-

sequent authentication. Thus, this protocol prevents the communication

from being eavesdropped.

5. Over the Air Modification in SMS Transmission: The SMS messages are

sent OTA interface between the MS and the BTS with A5/1 or A5/2,
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however, both algorithms have already proved vulnerable. The proposed

protocol provides end-to-end security to the SMS from the sender to the

receiver (AS) including the OTA interface with a strong encryption algo-

rithm AES that solves this problem.

6. Security Issue in SMS Transmission through SS7: The SMS messages

sent over the SS7 networks are unencrypted and the cryptographic security

protection is not available in SMPP protocol. Thus, the malicious user can

easily read, alter, or delete the message content. Additionally, the SMS

messages are stored as plain text in SMSC before they are successfully

delivered to the intended recipient, thus, network operator can also access

the content of message, which prohibits the system to be privacy protected.

The SecureSMS provides end-to-end security so that no attacker could gain

secret information from the message that prevents the message privacy

even from network operators.

7. Other Protocol Attacks: There are some other protocol attacks that have

been discussed by Horn G. et al. [56]. The possible applicable attacks and

their impacts are as follows:

a) Signer and Content Verification Attack: The identity of a user can be

compromised, if a malicious user obtains a digital signature generated by

that user. The malicious user can apply the known public verification keys

successively to the signature for the message recovery. The content veri-

fication attack can be used to determine the partial message information

from a signature that is unknown to the attacker. Here, the malicious user

repeatedly guesses the missing message information and attempts to verify

the signature with the known user′s verification key. In the SecureSMS

protocol, the algorithm used for the digital signature is ECDSA, which is

based on the hardness of elliptic curve discrete logarithm problem. Thus,

it is not easy for an attacker to recover the signature. Further, the digi-

tal signature is applied after encrypting the message, and even if attacker

performs the signature verification he would not be able to get the infor-

mation from the encrypted message. Thus, the proposed protocol is free

from these attacks.

b) Source Substitution Attack: A source substitution attack involves an
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attacker to take the public key of another user and obtains a certificate

in the name of the attacker for that public key value. This allows the

attacker to masquerade and capture the confidential information. In the

proposed protocol, certificate verification is performed in cipher mode with

the symmetric key shared between the AS and the CA/RA. Thus, there is

no such possibility that the attacker could capture the public key of any

user.

c) Time-memory Trade-off Attack: A time-memory trade-off attack can

be used to determine the data, for which a hash is calculated. The at-

tacker calculates and stores the all possible values of hash code. During

the execution of protocol, attacker compares the generated value with the

stored values. A hash algorithm (SHA1), used in SecureSMS, generates

a hash code of 160 bits. It would be very difficult for an attacker to cal-

culate and store all the possible values of hash code, i.e., 2160. If during

the execution of protocol, attacker compares the generated value with all

the stored values, he would not get the plain text matches but the cipher

matches, which do not guarantee to be same after decryption. Thus, this

attack does not affect the SecureSMS protocol security.

d) Codebook Attack: An attacker keeps a record of the data encrypted

with the same symmetric key. If the same data are ever encrypted with

the same key, then the attacker can identify the set of similar data from

the stored record. During a session, the message (Ti, ID ME) is sent from

the MS to the AS and the reply message (Ti) is sent from the AS to the

MS encrypted with DK key. The value of Ti changes every time a request

is sent from the MS to the AS. Thus, there is no such transmitted message

containing same information as in any previous message.

e) Key Separation Attack: Consider a user X who encrypts the message for

user Y during the authentication protocol using a symmetric key. Now, as

part of a completely different protocol, user X sends the message to user Z

encrypted with the same key that have used between user X and Y. Here,

it may be possible that user Z could replace the message sent on to user

Y; however user X believes the correct execution of the protocol. The DK

key is randomly generated from SK key for every connection established

for the communication between the MS and the AS (or other MS). A con-
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nection is alive for a session based on the expiry time (ExpT). Thus, there

would be no such possibility that any attacker could replace the message

encrypted with same DK used for another connection. If an attacker tries

the same, then that message would be discarded because of the ID ME

mismatch. Thus, this attack is prevented by the SecureSMS protocol.

f) Known Key Attacks: This attack applies when in an event an old ses-

sion key is compromised and future session keys can also be compromised.

There is no such possibility of the attack because DK key is generated for

a session (depends upon expiry time ExpT) and no other session key is

required in the SecureSMS protocol. If the session expires, the MS or the

user has to establish a fresh connection with the AS for the authentication.

6.4.3 Communication Overhead

This subsection calculates the communication overhead for all three protocols.

1. SMSSec Protocol: This protocol is divided into two phases. The size of

Rc is considered 128 bits as a global parameter value for all protocols,

however, it is of 64 bits in SMSSec. The size of various parameters are

listed in Table 6.1. Here, we have considered both cases as:

Case-1: Where random number Rc is 128 bits (as a standard)

Phase-1: (1)+(2)+(3)+(4) = (40+64+64+28+128)+(128+16+28)+(28)

+(28) = 552 bits

Phase-2: (for n values) = ((1)+(2)+(3)+(4))*n = ((64+40+64+64+ 28+

128)+(128+16+28)+(28)+(28))*n = 616*n

Total transmitted bits = Phase-1 + Phase-2 = 552+616*n

Case-2: Where random number Rc is 64 bits (as assumed in SMSSec

Protocol)

Phase-1: (1)+(2)+(3)+(4) = (40+64+64+28+64)+(64+16+28)+(28)+

(28) = 424 bits

Phase-2: (for n values) = ((1)+(2)+(3)+(4))*n = ((64+40+64+64+28

+64)+(64+16+28)+(28)+(28))*n = 488*n

Total transmitted bits = Phase-1 + Phase-2 = 424+488*n

Thus, this protocol generates 552+616*n bits of communication overhead

where n depends upon the number of authentication requests.
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2. PK-SIM Protocol: We can calculate the overhead for both phases in the

following way:

Phase-1: (1)+(2)+(3)+(4)+(5) = (40+128+64+28)+(40)+(40+64)+(128

+128+64+64)+(128) = 916 bits

Phase-2: (for n values) = ((1)+(2))*n = (40+128+64)+(128+64) = 424*n

Total transmitted bits = Phase-1 + Phase-2 = 916+424*n

Thus, PK-SIM protocol generates 916+424*n bits of communication over-

head.

Figure 6.3: Communication overhead for SMSSec, PK-SIM, and SecureSMS

3. SecureSMS Protocol: The proposed protocol is also divided into two phases.

First phase executes for once, while the second phase executes as many

times as the number of authentications are required within the expiry time.

Phase-1: (1)+(2)+(3)+(4)+(5) = (40+64+64)+(40+64)+(64)+(64+64+

64+128)+(64) = 656 bits

Phase-2: (for n values) = (64+40+64)*n = 168*n

Total transmitted bits = Phase-1 + Phase-2 = 656+168*n

Thus, the SecureSMS protocol generates 656+168*n bits of communication

overhead. A comparison of communication overhead among all three protocols

is mapped in Figure 6.3. It can be concluded that out of three protocols, the

SecureSMS generates lower communication overhead as compared to SMSSec

and PK-SIM protocols.

6.4.4 Computation Overhead

This subsection evaluates the computation overhead for all three protocols.
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1. SMSSec Protocol: Phase-1: [H, {}PK , {}SK , {}SK , {}SK ] = 5

Phase-2: [H, HU, {}SK , {}SK n, {}SK n, {}SK n]*n = 5+6*n

Total functions= Phase-1 + Phase-2 = 5+6*n

Thus, this protocol generates 5+6*n computation overhead.

Figure 6.4: Computation overhead for SMSSec, PK-SIM, and SecureSMS

2. PK-SIM Protocol: Phase-1: [H(CertSAG), {}SK SAG, H(C ME), {}SK SAG,

H(Ns, Nc, UAKey, Expiry), {}SK SAG, {}PK PK−SIM , {}E UAKey] = 8

Phase-2: [MAC, {}E SK, MAC′, {}E SK]*n = 4*n

Total functions = Phase-1 + Phase-2 = 8+4*n

Thus, the PK-SIM protocol generates 8+4*n computation overhead.

3. SecureSMS Protocol: Phase-1: [MAC1, MAC′1, {}SK AS−CA, {}SK AS−CA,

MAC2, MAC′2 DK, DK, {}DK ] = 9

Phase-2: [{}DK , {}DK ]*n = 2*n

Total functions = Phase-1 + Phase-2 = 9+2*n

Thus, the SecureSMS protocol generates 9+2*n computation overhead. A

comparison of computation overhead among all three protocols is illustrated in

Figure 6.4. It can be concluded that out of three protocols, the SecureSMS

generates least computation overhead.

6.4.5 Bandwidth Utilization

This subsection calculates the bandwidth utilized by all three protocols and

compares them with respect to each other. Table 6.3 presents the bandwidth

utilization of SecureSMS with respect to SMSSec and PK-SIM protocols. The

number of authentication requests (n) is considered as 10, 50, 100, 200 for both

145



6.5. IMPLEMENTATION AND RESULTS DISCUSSION

Table 6.3: Bandwidth utilization of various protocols

No. of Authentication
Requests

SecureSMS/
SMSSec

SecureSMS/
PK-SIM

10 0.34 0.45
50 0.28 0.4
100 0.28 0.4
200 0.27 0.39

Average 0.29 0.41

comparisons SecureSMS/SMSSec and SecureSMS/PK-SIM. It is concluded that

on an average, the SecureSMS protocol lowers 71% and 59% of the bandwidth

utilization during the authentication as compared to SMSSec and PK-SIM pro-

tocols respectively.

6.5 Implementation and Results Discussion

This section describes SMS information flow and implementation of SecureSMS

protocol.

6.5.1 SMS Information Flow in SecureSMS Protocol

This subsection explains the idea of physical implementation of SecureSMS and

the flow of SMS transmission in the GSM network. From Figure 6.2, it is clear

that there are three main entities in the SecureSMS protocol, i.e., MS, AS, and

CA/RA. For the physical implementation of SecureSMS protocol, we relate the

entities presented in the SecureSMS with the real scenario of cellular networks.

Here, the MS is a mobile station or mobile user while the AS is referred to

as authentication server, which is a part of AuC of the cellular networks. The

CA/RA is responsible for verifying the identities of mobile users, while in cellular

networks it is handled by the HLR and the VLR. In the proposed protocol, the

CA/RA is the connected network of various HLR and VLR. Thus, there is no

need of any new entity for implementing the SecureSMS protocol in the cellular

networks. All secret keys are stored on the AS in the same way as nowadays

the keys are stored in AuC of cellular networks for voice communication. These

keys can only be extracted by the process of authentication. No individual (even

the network operator) can obtain these secret keys. The network operators can

146



CHAPTER 6. AKA PROTOCOL FOR SECURE DELIVERY OF VAS
USING SMS

access the SMS at SMSC but they cannot access any content at AS (or AuC). In

the cellular network, the flow of SMS from sender to receiver can be understood

as follows:

1. The MS′s Short Message Entity (SME) is powered ON.

2. An authentication protocol is executed to verify whether the MS is regis-

tered with the network or not (verification is processed through the AS).

3. The MS transfers the SMS to the MSC (through BTS and BSC).

4. The MSC interrogates the VLR to verify that SMS transfer does not vio-

late the control limits forced.

5. The MSC sends SMS to the SMSC.

6. Next, the SMSC interrogates the HLR to verify SMS transfer status.

7. The SMSC sends SMS to the MSC.

8. The MSC transfers SMS to the MS (through BSC and BTS).

9. The SMSC returns a status report indicating delivery of SMS.

10. The SMSC and MSC acknowledge the status of sent SMS to MSC and MS

respectively.

6.5.2 Simulation: Secure SMS Communication

The transmission of SMS in the GSM network is proposed with the security

services like authentication, confidentiality, integrity, and non-repudiation. The

aim of the proposed protocol is to first provide mutual authentication between

the MS and the AS, and cipher the SMS, and then digital signature is imposed

with the integrity function. (The need of digital signature exists with the use

of symmetric key algorithm). In the SecureSMS protocol, the authentication is

provided by the AS, and the confidentiality can be maintained by ciphering the

message using the symmetric key cryptographic algorithm, like AES or Blowfish.

These algorithms have been implemented and simulated using JDK 1.6 and

J2ME Wireless Toolkit with Bouncy Castle APIs.
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Figure 6.5: AES-encryption with various modes

Figure 6.6: AES-decryption with various modes

To analyze and improve the security of the SMS communication system, var-

ious modes of operations have been implemented with these algorithms. These

various modes of operations are Propagating Cipher Block Chaining (PCBC),

Electronic Code Book (ECB), Cipher Block Chaining (CBC), Counter (CTR),

Cipher Feedback Block (CFB), and Output Feedback Block (OFB). Figure 6.5,

6.6, 6.7 and 6.8 present different graphs between the execution time to perform

encryption/decryption vs. various modes with algorithms. Figure 6.5 and Fig-

ure 6.7 represent the encryption with various modes of operations for multiple

size SMS by AES and Blowfish respectively. Similarly, Figure 6.6 and Figure

6.8 show the decryption with various modes for multiple size messages by same

algorithms. Here, it has considered that the maximum size of transmitted data

is 800 characters (700 bytes). Since, the size of a single message (SMS) is 160

characters, thus, this amount of data can be transmitted by concatenating the

maximum of 5 messages. The CTR mode is widely accepted and is well suited

to the operations performed on a multi-processor machine because the blocks

can be encrypted in parallel. After generating the results, it can be clearly
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Figure 6.7: Blowfish-encryption with various modes

Figure 6.8: Blowfish-decryption with various modes

observed that AES-OFB, AES-ECB, and Blowfish-ECB takes less time for the

encryption and decryption. However, these algorithms cannot be considered as

a part of the SecureSMS protocol due to lack of security with these modes. On

the other hand, AES-CTR mode provides the parallelism and better security for

the system. Normally, Blowfish algorithm takes less time to cipher and decipher

the message but the main problem with Blowfish is that it consumes more time

for key generation. The AES and Blowfish algorithms have been implemented

with key size of 128 bits, which are same as the size of DK Key in SecureSMS,

i.e., 128 bits. AES with CTR mode algorithm is considered to encrypt/decrypt

the messages in the proposed protocol.

Table 6.4 shows the pairs of SMS (original, cipher) having 160 characters in

the original message. Here, one can clearly observe that it is able to send exactly

160 characters after ciphering, if the AES or Blowfish with CTR mode is chosen.

However, the final selection of an algorithm for the proposed protocol depends

on the service providers. The computational efficiency of AES and Blowfish

are mentioned in Table 6.5. The AES takes 8.8 milliseconds to encrypt the
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Table 6.4: SMS pair size (original, cipher)

Mode/Algorithm AES BLOWFISH

PCBC 160, 80 160, 80
ECB 160, 80 160, 80
CBC 160, 155 160, 80
CTR 160, 160 160, 160
CFB 160, 161 160, 164
OFB 160, 82 160, 158

Table 6.5: Comparison of computational efficiency (encryption & decryption)

AES Encryption
Time

AES Decryption
Time

Blowfish
Encryption Time

Blowfish
Decryption Time

8.8 9.1 29.1 30.5

message of 160 characters (140 bytes), while decryption takes 9.1 milliseconds

for the same. However, the encryption with Blowfish spends 29.1 milliseconds

and decryption takes 30.5 milliseconds for single SMS.

Figure 6.9: Digital signature generation: execution time vs. message size

Table 6.6 describes the memory usage of AES and Blowfish in encryption

and decryption. The memory usage of encryption and decryption performed by

AES are 9329.6 bytes (9.3 KB) and 4816 bytes (4.8 KB), and by Blowfish are

7816 bytes (7.8 KB) and 4252.8 bytes (4.3 KB) respectively. All these values

are calculated on the average of 100 samples each. The integrity of SMS is

maintained by using the cryptographic message digest algorithms like MD5 and

SHA1. The non-repudiation is provided by imposing the digital signature over

the encrypted message. Since, 1024 bits RSA key security is equivalent to the
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Figure 6.10: Digital signature verification: execution time vs. message size

Table 6.6: Comparison of memory utilization (encryption & decryption)

AES-Memory
Usage-
Encryption

AES-Memory
Usage-
Decryption

Blowfish-Memory
Usage-
Encryption

Blowfish-
Memory
Usage-
Decryption

9329.6 4816 7816 4252.8

160 bits ECDSA key security, thus, ECDSA is preferred over RSA algorithm.

Figure 6.9 and Figure 6.10 show the digital signature generation and verification

time vs. message size for RSA, DSA, and ECDSA algorithms. It is clearly shown

that ECDSA and DSA take less time in signature generation as compared to

the RSA and are better in terms of the complexity and cryptanalysis of the

algorithms. It can also be concluded that SHA1 provides better security than

MD5 [115], [116]. Since, many aspects of the ECC are available as patents (also

discussed in SMSSec protocol) so the DSA as well as ECDSA are choosen for

the protocol. If ECDSA algorithm is available to implement, then consider it as

a digital signature algorithm otherwise, use DSA algorithm.

Table 6.7: Comparison of computational efficiency (digital signature)

Algorithms
Signature Generation
(Milliseconds)

Signature Verification
(Milliseconds)

RSA-MD5 35.3 9.7
RSA-SHA1 34.1 10.4
RSA-OAEP-MD5 35.4 10.7
RSA-OAEP-SHA1 34.3 9.4
DSA-SHA1 13.2 9.3
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Table 6.8: Comparison of memory utilization (digital signature)

Algorithms
Signature Generation
(bytes)

Signature Verification
(bytes)

RSA-MD5 456309.6 26678.4
RSA-SHA1 457832.8 26814.4
RSA-OAEP-MD5 460068.0 28032.0
RSA-OAEP-SHA1 459913.6 26852.8
DSA-SHA1 16840.0 16920.0

One important point is to be noted that in particular, a different per-message

secret K must be generated for each different message signed; otherwise, the pri-

vate key can be recovered. If a secure random or pseudorandom number genera-

tor is used, then the chance of generating a repeated K value is negligible [117].

Table 6.7 shows the results of signature generation and signature verification

time (in milliseconds) for various digital signature algorithms including RSA

with MD5 and SHA1, RSA padded OAEP with MD5 and SHA1, and DSA with

SHA1. It concludes that DSA algorithm with the combination of SHA1 message

digest (used to maintain integrity) takes minimum time for signature genera-

tion and verification of an SMS (size of 140 bytes, 160 characters). Similarly,

Table 6.8 explains the memory usage (in bytes) for all the above algorithms

for signature generation and verification. Here, the DSA-SHA1 uses minimum

space, i.e., 16840 bytes (approx. 17 KB) for signature generation and 16920

bytes (approx. 17 KB) for signature verification.

Apart from this, the DSA is more secure in comparison to RSA in terms of

cryptanalysis and the impact of various attacks. All the selected algorithms and

keys are proposed to store onto the SIM card or on the handset. However, from

the security point of view, it is recommended to store these algorithms onto the

SIM card. A noteworthy point is that the keys used in AES and ECDSA/DSA

would be generated by the SK key, which is normally implemented onto the SIM

card at the time of manufacturing.

6.5.3 Simulation on Real Phone

The MIDlet application was developed on J2ME platform to simulate mobile

applications. The final selected algorithms, i.e., AES with CTR mode algorithm

and ECDSA-SHA1 algorithm have been implemented and simulated on Nokia

152



CHAPTER 6. AKA PROTOCOL FOR SECURE DELIVERY OF VAS
USING SMS

6300 phone by transmitting the application archive file to the mobile phone over

a USB cable. The input size and key size of AES are 128 bits each while ECDSA-

SHA1 key size is 160 bits. The Nokia 6300 supports GSM 900/1800/1900 or

GSM 850/1800/1900 frequency band with MIDP Java 2.0 with additional Java

APIs. It uses Nokia OS as its operating system. Normally, a MIDP application

consists of two files, one is the application descriptor, (a text file containing

application’s name, API dependencies, archive size etc.) and other is a JAR file

containing the classes and resources of the respective application. Applications

can be deployed on mobile phones using one of the following options [118]:

1. In real deployment, the application and its descriptor file are placed on

a web server, mobile phone receives the files and installs the application

through OTA.

2. For testing, transmit application JAR file to mobile phone using Blue-

tooth.

3. For testing, transmit application JAR file to mobile phone over a USB

cable.

4. For testing, transmit application JAR file to mobile phone by copying it

to a memory card, then placing the card in the phone.

One can also install the MIDlet onto the mobile phone. There are two differ-

ent ways of installing it: one is the download from the web onto PC, then upload

onto mobile phone, and other is to install directly OTA via WAP. The applica-

tion archive is available in a subdirectory of main project directory. By default,

the Java ME SDK places the projects in < home > /JavaMESDKProjects.

< home > /JavaMESDKProjects/SecureSMS/dist/SecureSMS.jar

On average, the AES with CTR algorithm took 9 milliseconds for encryption

and 9.2 milliseconds for decryption of an SMS, while the ECDSA algorithm took

15 milliseconds each for signature generation and signature verification on Nokia

6300 mobile phone.
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6.6 Formal Proof of SecureSMS Protocol

In order to clear statement of the analysis, the BAN-Logic symbols are used in

order to formally proof the authentication process of SecureSMS protocol. The

notations used in BAN-Logic are described in section 3.7.4 (chapter 3).

1. The Formal Messages in SecureSMS Protocol:

Phase-1: (1) MS → AS: Na, H(Na, Ta)

(2) AS → CA/RA: {Na, Tb}SK AS−CA, AS
SK AS−CA↔ CA/RA

(3) CA/RA→ AS: {Tb}SK AS−CA, AS generates DK = f1(Ta, Tc)SK , MS
SK↔ AS

(4) AS → MS: H(Ta, Tc, Expirytime)

(5) MS → AS: {Tc}DK , MS
DK↔ AS

Phase-2: (1) MS → AS: Na, {Na, Ti}DK , MS
DK↔ AS

(2) AS → MS: {Ti}DK

2. Security Assumptions:

a) It is assumed that SK key is shared between the MS and the AS.

(1) MS has the secure key SK and MS |≡ MS
SK↔ AS

(2) AS has the secure key SK and AS |≡ MS
SK↔ AS

b) It is assumed that DK is a delegation key, which is generated with the

help of SK key and is shared between the MS and the AS.

(1) MS has the secure key SK and MS |≡ MS
DK↔ AS

(2) AS has the secure key SK and AS |≡ MS
DK↔ AS

c) It is assumed that the AS trusts the CA/RA.

(1) CA/RA |≡ AS |⇒ MS
DK↔ AS, AS |≡ AS

SK AS−CA↔ CA/RA, CA/RA

|≡ AS
SK AS−CA↔ CA/RA

(2) CA/RA|̃ P,AS/P
AS|≡CA/RA|≡P

(3) AS |̃ P,CA/RA/P
CA/RA|≡AS|≡P

d) It is assumed that communication between the CA/RA and the AS is

secure.

(1) AS |≡ AS
P⇔ CA/RA, P is conveyance message between the AS and

the CA/RA.

(2) CA/RA |≡ AS
P⇔ CA/RA, P is conveyance message between the AS

and the CA/RA.
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3. Security Analysis:

Phase-1: (1) MS → AS: MS |≡ #(Ta) ∧ AS |≡ #(Ta); AS / Na, Ta,

H(Na, Ta); On receiving AS checks H(Na, Ta)

(2) AS → CA/RA: CA/RA / {Na, Tb}SK AS−CA

(3) CA/RA validates Na, and CA/RA→AS: AS / {Tb}SK AS−CA, CA/RA

| ≡ ∀ (MS
DK↔ AS)

(4) AS→MS: MS |≡ #(Ta) ∧ AS |≡ #(Tc), MS / Tc, Expirytime, H(Ta,

Tc, Expirytime); On receiving MS checks H(Ta, Tc, Expirytime)

(5) MS → AS: AS / {Tc}DK , On receiving AS checks Tc

Phase-2: (1) MS→ AS: MS |≡ #(Ti) ∧ AS |≡ #(Expirytime), AS / {Na,

Ti}DK

(2) AS checks Na and Ti <= Expirytime; AS → MS: MS |≡ #(Ti) ∧ AS

|≡ #(Ti), MS / {Ti}DK

4. Message Meaning Rule:

(1) MS|≡(MS
DK↔ AS)∧(AS

SK AS−CA↔ CA/RA),MS/H(Na,Ta)
MS|≡AS |̃ H(Na,Ta)

(2) AS|≡f1(Ta,Tc)SK∧(AS
DK↔MS),AS/H(Ta,Tc,Expirytime)

AS|≡MS |̃ H(Ta,Tc,Expirytime)

5. Nonce/Timestamp Verification Rule:

(1) MS|≡#(Ta)∧#(Tc),MS|≡AS |̃ H(Na,Ta)
MS|≡AS|≡H(Na,Ta)

(2) AS|≡#(Tb),AS|≡CA/RA|̃ {Na,Tb}SK AS−CA

CA/RA|≡AS|≡{Na,Tb}SK AS−CA

(3) CA/RA|≡#(Tb),CA/RA|≡AS |̃ {Tb}SK AS−CA

AS|≡CA/RA|≡{Tb}SK AS−CA

(4) AS|≡#(Ta)∧#(Tc),AS|≡MS |̃ H(Ta,Tc,Expirytime)
AS|≡MS|≡H(Ta,Tc,Expirytime)

6. Jurisdiction Rule:

(1) MS|≡CA/RA⇒#(Na),MS/AS |̃ H(Na,Ta)
MS|≡CA/RA|≡AS

(2) AS|≡CA/RA⇒#(Tb),CA/RA/AS |̃ {Na,Tb}SK AS−CA

AS|≡CA/RA|≡MS

7. Protocol Goals:

a) Mutual Authentication between the MS and the AS

b) Resistance SMS disclosure between the MS and the AS

c) Resistance SMS spoofing between the MS and the AS

d) Resistance signer and content verification attack between the MS and

the AS

e) Resistance replay attack between the MS and the AS

f) Resistance man-in-the-middle attack between the MS and the AS
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g) Resistance source substitution attack between the MS and the AS

h) Resistance time-memory tradeoff attack between the MS and the AS

i) Resistance codebook attack between the MS and the AS

j) Resistance key separation attack between the MS and the AS

k) Resistance known key attacks between the MS and the AS

a) Mutual authentication between the MS and the AS:

MS |≡ CA/RA |≡ AS ∧ AS |≡ CA/RA |≡ MS → MS |≡ AS ∧ AS |≡

MS. Thus, mutual authentication holds.

b) Resistance SMS disclosure between the MS and the AS:

There is a DK key used between the AS and the MS to provide the resis-

tance to SMS disclosure attack.

MS |≡ #(Ta), MS |≡ DK ∧ #(Tc), since DK = f1(Ta, Tc)SK and f1() =

AES

AS |≡ #(Ta), AS |≡ DK ∧ #(Tb), and {}SK AS−CA = {}DK = AES

c) Resistance SMS spoofing between the MS and the AS:

MS|≡(MS
DK↔ AS),MS/(Msg)DK

MS|≡AS |̃ Msg
∧ AS|≡(AS

DK↔MS),AS/(Msg)DK

AS|≡MS |̃ Msg

Since, MS
AES⇔ AS

AES⇔ CA/RA and AES is considered as a secure al-

gorithm, thus, no malicious user or attacker can spoof the SMS and the

resistance SMS spoofing holds.

d) Resistance signer and content verification attack between the MS and

the AS:

MS
ECDSA⇔ AS, MS → AS | ≡ fECDSA{fAES(Msg)} ∧ AS → MS | ≡

fECDSA{fAES(Msg)}

Thus, it is not possible to recover the signature and attacker would not be

able to get the information from the encrypted message.

e) Resistance replay attack between the MS and the AS:

If the attacker gets #(Ta) from message (1), he/she is unable to forge mes-

sage (1) because he/she does not know Na and H function. If the attacker

gets #(Tb) from message (2), he/she is unable to forge message (2) and

(3) because he/she does not know SK AS-CA. If the attacker gets #(Tc)

from message (4), he/she is unable to forge Message (4) and (5) because

he/she does not know DK key. Since Ta, Tb, and Tc changes every time

for new request, hence, the goal of resistance replay attack between the

MS and the AS holds.
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f) Resistance man-in-the-middle attack between the MS and the AS:

MS
DK↔ AS, AS

SK AS−CA↔ CA/RA, and MS
AES⇔ AS

AES⇔ CA/RA; Since, the

attacker knows neither the DK key nor the SK AS-CA, thus, SecureSMS

protocol prevents the communication from being eavesdropped.

g) Resistance source substitution attack between the MS and the AS:

Since AS
AES⇔ CA/RA and AS

SK AS−CA↔ CA/RA; Thus, there is no such

possibility that the attacker could capture the public key of any user.

h) Resistance time-memory tradeoff attack between the MS and the AS:

The AS calculates H(Na, Ta) and compares it with the received H(Na,

Ta) from the MS. Similarly, the MS calculates H(Ta, Tc, Expirytime) and

compares it with the received H(Ta, Tc, Expirytime) from the AS. Thus,

this attack does not affect the SecureSMS protocol security.

i) Resistance codebook attack between the MS and the AS:

MS → AS: {Ti, Na}DK and AS → MS: {Ti}DK ; Since, the value of Ti

changes every time a request is sent from the MS to the AS, thus, resis-

tance to codebook attack holds.

j) Resistance key separation attack between the MS and the AS:

DK = f1(Ta, Tc)SK , MS
DK↔ AS; Thus, there would be no such possibility

that any attacker could replace the message encrypted with same DK used

for another connection. If an attacker tries the same then that message

would also be discarded because of Na mismatch.

k) Resistance known key attacks between the MS and the AS:

There is no such possibility of attack because DK key is generated for a

session Ti≤ Expirytime (depends upon the session expiry time).

6.7 Chapter Summary

The chapter presents a SecureSMS protocol that provides end-to-end security

to the SMS for the secure delivery of value added services to the mobile users.

The protocol defeats reply attack, man-in-the-middle attack, SMS spoofing and

disclosure, and solves the security issues related to OTA interface and SS7 sig-

naling network. The SecureSMS protocol lowers the bandwidth utilized by 71%

and 59% as compared to SMSSec and PK-SIM protocols with lesser compu-

tation and communication overheads, when number of authentication requests
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(n) =10, 50, 100, and 200. The AES and ECDSA algorithms are tested on

Nokia 6300 successfully, thus, can be used to provide confidentiality and non-

repudiation. The authentication is provided by the SecureSMS protocol and

integrity is maintained by SHA1.
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Chapter 7

Batch Verification Based AKA

Protocol for Secure Delivery of

VAS using SMS

7.1 Introduction

A mobile user requests for value added services through a value added service

provider (VASP). However, a mobile user is typically bound with limited com-

putational capabilities. Hence, the required computations made by any protocol

should be kept as minimum as possible. In the future, the constraints and limi-

tations related to VASPs performance may occur, which may cause obstruction

during multiple authentication requests simultaneously. To address this issue,

we focus on minimizing the computational effort required by the VASP. Fur-

thermore, the size of sent messages should be minimized in order to reduce the

communication bandwidth between the user and the VASP. In various applica-

tions like railway reservation, flight tickets etc., different users send their requests

simultaneously for the value added services and the authentication server has

to handle multiple requests at the same time. To provide the VAS in such a

scenario, there is a strong requirement of an efficient batch verification-based

AKA protocol to deliver secure value added services to the mobile users simul-

taneously.
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Figure 7.1: Batch verification authentication requests for VAS

7.2 System and Security Model

This section presents a system model and basic preliminaries in order to develop

an efficient batch oriented protocol for providing the value added services to the

mobile users.

7.2.1 System Model

A scenario for value added services is introduced where multiple MS send their

authentication requests to the AS at the same time or in a fixed (very less) dura-

tion. It′s a challenge for the AS to verify and authenticate maximum number of

MS based on its capacity to handle authentication requests in an efficient way.

This scenario is presented in Figure 7.1. The AS handles all the authentication

requests and sends the information of verified and authentic MS(s) to the server

responsible for the value added service. Afterward, the service provider server

(SPS) provides the service to all valid MS(s). These authentication requests may

be single or multiple; however, there is very rare chance of single authentication

request to the AS at one time. If server handles one request at a time, then it

requires a queue to manage all the incoming requests. But then, management

of a queue becomes another task that increases overhead, execution time, and
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Table 7.1: Notations
Symbol Definition Size(Bits)

IMSI International Mobile Subscriber Identity 128
TID Temporary Identity 128
G Identity of service provider 128
SK Shared secret key between MS and AS 128
DK Delegation key generated from SK 128
MAC Message Authentication Code 64
T Timestamp 64
K Random Number 128
S Signature generated by MS 128
Actcode Activation Code of SK key 64
SIMcode SIM Code of SK key 64
f1() Function used to generate DK -
f2() Function used to generate TID -
f3() Function used to generate MAC -
⊕ Bitwise-XOR operation -
‖ Concatenation -

cost of authentication process. In fact, the AS processing and the approach used

must be very efficient to handle all the requests in very less time. One way for

better handling multiple authentication requests simultaneously is to perform

a batch authentication process for all incoming requests at one time or within

fixed time duration. But, there may be one or more invalid requests generated

by an adversary. In such case, first task is to identify the invalid request(s) and

remove it/them from the batch, then perform re-batch authentication process.

But, we have to pay additional cost for every re-batch authentication. Various

notations used in this chapter are listed in Table 7.1 along with their sizes.

7.2.2 Security Requirements

The following are the security requirements that must be fulfilled in order to

develop secure protocol for the value added services.

1. Mutual Authentication: The proposed protocol must provide mutual au-

thentication, i.e., MS must authenticate the valid AS to which it is re-

questing and the AS must verify whether the MS is a part of this system

and a valid user. This mutual authentication process prevents system from

eavesdropping and impersonation attacks.

2. Session Key Establishment: Secret session key is always a concern, when
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one deals with symmetric key-based system. The protocol should be able

to handle key generation, its transmission over the network, and its usage.

3. Privacy Preservation: The original identity of each MS must be hidden

during its transmission over the network. Such privacy preservation helps

to gaurd the system from man-in-the-middle attack and redirection attack.

7.3 Proposed Protocol: EXTVAS-AKA

This section proposes an efficient protocol called EXTVAS-AKA for value added

services, which is shown in Figure 7.2.

7.3.1 System Assumptions

Here, some assumptions for this system are made, which are as follows: (1) It is

assumed that all MS have their unique identity as IMSI, (2) We consider the AS

as the AuC in the traditional cellular network, (3) The SK key is stored in AuC′s

database as well as onto the SIM at the time of manufacturing as nowadays

performs in the traditional cellular network, (4) It is also assumed that the AS

is a trusted server that does not send the messages generated with the secret key

of one mobile user to other mobile users, similar to the the traditional cellular

network (This assumption supports the signature generated by each MS).

7.3.2 Batch Authentication and Key Agreement

This subsection presents the EXTVAS-AKA protocol, which provides a batch

oriented mutual authentication between the AS and the MSi. This protocol

maintains the integrity between each MSi and the AS using message authenti-

cation codes, which improves the limitation of VAS-AKA protocol [119]. Let

m be the total number of authentication requests generated by various mobile

users MSi at the same time or in a fixed interval (very short) and are sent to

the AS. Initially, each MS chooses a random number ki (1 < ki < m), generates

current timestamp Ti, and DKi, where DKi = f1(Ti)SKi
. In fact, this DKi is

generated at MS as well as at AS with a shared secret key SKi, which is stored

at AS and onto the SIM card at the time of manufacturing. The Actcode is the

one time activation code, which is sent to the AS and is used to retrieve SIMcode
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at server. It is similar, to one that has explained in section 5.3.3 (chapter 5). It

is assumed that a SIMcode is generated and stored onto the SIM card and at

AS when a SIM card gets activated. This SIMcode is attached as a label to the

secret key SK at AS. The generation of Actcode (at MS) and SIMcode (at AS)

are not publically available and are secret in nature. This can be achieved as

follows: at MS : Actcode = LCSn(T1 ⊕ LAI ⊕ SIMcode) and at AS : SIMcode

= RCSn(T1 ⊕ LAI ⊕ Actcode).

Figure 7.2: Proposed EXTVAS-AKA protocol

Then, every MSi computes Xi = ki ⊕ IMSIi and signature (symmetric sig-

nature with assumption 4) as Si = (ki + DKi ⊕ G) mod m, where ⊕ is bitwise

XOR operation. Each MSi computes f2(IMSIi, Ti)DKi
to prevent the transmis-

sion of original IMSIi over the network, which obviates the ID theft, eavesdrop,

and man-in-the-middle attacks. Now, each MSi sends authentication request as

(Ti, Xi, Si, TIDi) to the AS along with MAC1i and Actcodei, where MAC1i =

f3(Ti, Xi, Si,TIDi, Actcodei). On receiving the authentication requests, the AS

first computes MAC1′i and SIMcodei, and compares MAC1i ?= MAC1′i. If it

verifies correctly, then the AS computes DKi and IMSIi = f2(TIDi, Ti)DKi
. The

function f2() is just like any reversible symmetric encryption function, where

the plaintext and shared key generate ciphertext and then ciphertext and same
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key are able to produce the original plaintext. In this function, only the plain

text is known however, the structure of function and DKi are secret in nature.

One can use any secure standard encryption algorithm in place of function f2().

Next, the AS computes P =
∑

m
i=1 (DKi⊕IMSIi) and R =

∑
m
i=1 Si⊕IMSIi -

(G⊕P), where G is the identity of service provider. If
∑

m
i=1Xi == R, then all

MSi are successfully verified by the AS otherwise, one or more MSi are malicious

or invalid MSi, which then requires re-batch authentication. In the re-batch au-

thentication process, first, the AS finds the invalid MSi by an algorithm namely

Invalid req algorithm(AR), which is discussed in the forthcoming section. The

AS removes the invalid MSi from the batch and again computes P =
∑

m−t
i=1

(DKi⊕IMSIi) and R =
∑

m−t
i=1 Si⊕IMSIi - (G⊕P), where t is the total number

of invalid MSi. Then, the AS compares
∑

m−t
i=1 Xi == R. If it holds then, all

MSi are authenticated by the AS otherwise, repeat the re-batch authentication

process. Finally, the AS sends all Pi to respective MSi along with MAC2i, where

MAC2i = f3(Pi). All MSi first compute MAC2′i and compare it with the re-

ceived MAC2i, i.e., MAC2i ?= MAC2′i. If it holds, then the MSi compute P′i

and compare it with the received Pi, where P′i = DKi⊕IMSIi. If both are same,

then the AS is verified by all MSi otherwise, the particular MSi terminates the

connection and resends the authentication request to the AS.

Subsequent Authentication Request: Any subsequent request by respective MSi

is treated as session authentication request within the expiry time of DKi and

is handled as follows:

All the computations are stored at MS as well as at AS until the expiry time

of DKi. Thus, if the MSi requests for the authentication within this time, then

DKi, Xi, Si are not changed at MS. Only a new TIDj is generated by new Tj and

IMSIi. Similarly, at AS, only IMSIi is computed from the received TIDj and Tj.

In such a scenario, DKi remains same as previous for the respective MSi within

session time. If the AS finds the valid MSi session active, it does not return any

message to the MSi and starts delivering the service to the corresponding MSi.

7.4 Discussion

This subsection discusses about the reliability of the proposed protocol along

with an algorithm to detect invalid MSi requests similar to [58].
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7.4.1 Reliability Analysis

In the EXTVAS-AKA protocol, if all MSi are successfully verified, then this

protocol achieves its maximum reliability with respect to its performance. In

such a case, this batch authentication scheme provides maximum successful au-

thentications between the AS and the MSi at a time and generates minimum

verification delay. Let NMS be the maximum number of authentication requests

generated simultaneously. Out of these requests, some may be invalid authenti-

cation requests, assume them as NIN . Since, NMS may be a very large number

based on the type of value added service, the AS may not authenticate all the

requests at one time due to its limited capacity. We assume that NAS is the

maximum capacity of the AS to authenticate requests simultaneously. For the

statistical analysis, it is assumed that NMS = 1000, NAS = 900, and NIN = 1%

of NMS, i.e., 10. Let prob{t} is the probability that exactly t invalid authenti-

cation requests are sent to the AS. Then the probability of the Hypergeometric

distribution is as follows:

prob{t} =

 NMS −NIN

NAS − t


 NIN

t


 NMS

NAS


, where t = 1, 2,...10

This indicates that (NAS - t) valid requests are sent from the (NMS - NIN).

One or more invalid request(s) in a batch leads to batch verification failure and

in such cases re-batch verification is required.

7.4.2 Invalid Request Detection Algorithm

This subsection presents an algorithm to detect the invalid MSi from a batch of

authentication requests. The proposed algorithm is based on divide and conquer

approach and is as follows:

A batch of authentication requests can be divided at most dlog2me times.

At the end, this algorithm has a set of total number of invalid requests from

MSi and these invalid requests must be removed from the batch for re-batch

authentication. Each invalid MSi is placed in the black list of MSi and can

only be removed after a predefined time. During this period the request from
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Algorithm 2 Invalid req algorithm (AR)

Input: The AS receives a batch (AR) of m authentication requests {R1,R2,R3,
...,Rm}
Output: Returns the invalid request(s) otherwise return true

if (verify(AR)) then return True
else

if (size(AR)==1) then return IMSIi ε AR as invalid request
else

set AR1 = {R1, R2, R3,..., Rdm/2e}
set AR2 = {Rdm/2e+1, Rdm/2e+2, Rdm/2e+3,..., Rm}

end if
end if
Invalid req algorithm (AR1)
Invalid req algorithm (AR2)

particular MSi is discarded.

7.5 Security Analysis of EXTVAS-AKA Proto-

col

This section provides the security analysis of the EXTVAS-AKA protocol in

terms of mutual authentication, session key establishment, and privacy preser-

vation.

7.5.1 Mutual Authentication

The EXTVAS-AKA protocol provides mutual authentication between the AS

and the MSi. The AS authenticates the MSi by checking
∑m

i=1Xi == R, and

each MSi authenticates the AS by comparing P′i ?= Pi.

7.5.2 Session Key Establishment

Each DKi key is used as a session key for each authentication between the AS

and each MSi. The DKi is generated from the SKi key as DKi = fi(Ti)SKi
,

where Ti is the current timestamp when this key is being generated. The same

key is used for a session within the expiry time.
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7.5.3 Privacy Preservation

The privacy of each MSi is well protected during the authentication over the net-

work. The TIDi is computed from the original IMSIi as TIDi = f2(IMSIi, Ti)DKi
,

where function f2() is reversible in nature. The function f2() with DKi prevents

man-in-the-middle attack as it protects the actual identity of mobile user. Ad-

ditionally, the integrity protection of transmitted messages is maintained with

message authentication codes that overcome the problem of redirection attack.

7.6 Performance Evaluation of EXTVAS-AKA

Protocol

This section analyzes the performance efficiency of the EXTVAS-AKA protocol

in terms of transmission or communication overhead, computation overhead,

protocol execution time, verification delay, and re-batch verification delay.

7.6.1 Communication Overhead

The communication overhead generated from various other protocols like IBV

[59], ECDSA-AKA [60], BLA [62], and ABAKA [58] are compared along with

EXTVAS-AKA. As per our knowledge, there is no protocol available in the

literature that is directly related to this work. The above mentioned protocols

provide authentication of value added services in vehicular ad hoc networks.

However, the communication and computation overhead generated by EXTVAS-

AKA protocol can be compared with the above mentioned protocols because

these protocols are based on mutual authentication, and the flow of information

is same in all the protocols. However, the verification delay is different for

vehicular ad hoc network protocols and cellular mobile network protocol such

as EXTVAS-AKA, because vehicular ad hoc network protocols have additional

devices and road side equipments to communicate secure information within the

network. Now, the transmission overhead during the single as well as multiple

authentication requests process is discussed.

Single Authentication: When m=1 in a batch authentication process, then

it is a single authentication request process, where m is the maximum number
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Figure 7.3: Single authentication request overhead in various protocols

Table 7.2: Communication overhead in single authentication

Protocols
Device to Server
(bytes)

Server to Device
(bytes)

IBV 63 N/A
ABAKA 84 80
BLS 146 N/A
ECDSA-AKA 167 167
EXTVAS-AKA 72 24

of authentication requests at one time. Table 7.2 represents the total number of

bytes needs to be transmitted in different protocols from the device to the server

and the server to the device. In the EXTVAS-AKA protocol, the device is a

mobile station and server is an authentication server. It can be clearly observed

that out of ABAKA, BLA, ECDSA-AKA,and EXTVAS-AKA, the proposed

EXTVAS-AKA protocol generates lesser transmission overhead, i.e., 72 and 24

bytes from the MS to the AS and from the AS to the MS respectively, however,

it is little more than the IBV protocol, which produces 63 byes overhead from

the device to the server. The IBV and BLS protocols do not transmit any data

from the server to the device.

Multiple Authentications : Multiple authentication requests (m) can be han-

dled by the single batch verification process simultaneously. But, it definitely

increases the computations and the overheads. Table 7.3 represents the number

of transmitted bytes over the network to complete the m-authentication requests
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Table 7.3: Communication overhead in multiple authentication

Protocols
Device to Server
(bytes)

Server to Device
(bytes)

IBV 63n N/A
ABAKA 84n 80n
BLS 146n N/A
ECDSA-AKA 167n 167n
EXTVAS-AKA 72n 24n

Figure 7.4: Multiple authentication requests from the device to the server

generated by different mobile users. The communication overhead generated by

m-authentication requests is equal to (m*communication overhead generated

by a single authentication request). Both types of authentication can be ana-

lyzed by Figure 7.3, which represents two separate graphs, one for the device to

the server and other for a server to the device. One can observe that in both

graphs, the EXTVAS-AKA protocol generates lesser transmission overhead. (In

the server to the device graph, the IBV and the BLS protocols overheads assume

to zero as they do not apply this process during the authentication).

Figure 7.4 and Figure 7.5, each shows a graph for one way multiple authenti-

cation between the MS authentication requests and the size of transmitted bytes

from the device to the server and from the server to the device respectively. Both

Figures clearly indicate that EXTVAS-AKA produces a lesser number of trans-

mitted bytes (except IBV) during m-authentication requests, where m = 50,

100, 200, 500, and 1000. In Figure 7.5, the IBV and the BLS protocols do not

send any information (byte) from the server to the device, thus have considered
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Figure 7.5: Multiple authentication requests from the server to the device

zero values. In single authentication as well as multiple authentication process,

the EXTVAS-AKA protocol is compared with the other discussed protocols.

In one way multiple/single authentication request(s) process from the device

to the server, the EXTVAS-AKA protocol is able to reduce 14.29%, 50.69%,

and 56.89% of the transmission bandwidth as compared to ABAKA, BLS, and

ECDSA-AKA protocols respectively. Similarly, from the server to the device

for one way multiple/single authentication request(s) process, the EXTVAS-

AKA lowers the bandwidth by 70% and 85.63% in comparison to ABAKA and

ECDSA-AKA protocols respectively.

7.6.2 Computation Overhead

This subsection analyzes the computation overhead generated for both type of

authentication in the EXTVAS-AKA protocol. Single Authentication (i = 1):

The following computations are performed at MS and at AS during the single

authentication:

Computation at MS: (1) f2(IMSIi, Ti)DKi
, (2) f1(Ti)SKi

, (3) ki ⊕ IMSIi, (4)

Y=G ⊕ DKi, (5) ki+Y, (6) DKi ⊕ IMSIi, (7) MAC1i = f3(), (8) MAC2′i = f3(),

(9) Actcodei

Computation at AS: (1) f1(Ti)SKi
, (2) f2(TIDi, Ti)DKi

, (3) DKi ⊕ IMSIi, (4) S′i

= Si ⊕ IMSIi, (5) G′=G ⊕ P, (6) S′ - G′, (7) MAC1′i=f3(), (8) MAC2′i=f3(),

(9) SIMcodei
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Multiple/Batch Authentication (i = 2, 3,...,m): The computation performed

during the multiple authentication is below as:

Computation at MS: (1) m[f2(IMSIi, Ti)DKi
], (2) m[f1(Ti)SKi

], (3) [ki ⊕ IMSIi],

(4) [Y=G ⊕ DKi], (5) m[ki+Y], (6) [DKi ⊕ IMSIi], (7) m[MAC1i = f3()], (8)

m[MAC2′i = f3()], (9) m[Actcodei]

Computation at AS: (1) m[f1(Ti)SKi
], (2) m[f2(TIDi, Ti)DKi

], (3) m[DKi ⊕

IMSIi], (4) (m-1)[P=
∑m

i=1 Pi], (5) m[S′i = Si ⊕ IMSIi], (6) G′=G ⊕ P, (7)

(m-1)[S′=
∑m

i=1 Si], (8) S′ - G′, (9) (m-1)[
∑m

i=1 Xi], (10) m[MAC1i=f3()], (11)

m[MAC2′i=f3()], (12) m[SIMcodei]

7.7 Simulation of EXTVAS-AKA Protocol

The simulation of EXTVAS-AKA protocol is performed in Java environment.

This section calculates total execution time, batch verification time, and re-batch

verification time of the proposed protocol.

7.7.1 Protocol Execution Time

It is assumed that the time taken by the MS or the AS to perform an addition of

two bitwise numbers is Tadd, the time to perform a multiplication, i.e., bitwise-

XOR is Tmul, and the time to execute a subtraction is Tsub. The message authen-

tication codes (MAC) are generated using f3(). The total number of operations

(addition, multiplication, and subtraction) required in a batch authentication

process is as: m* f2(IMSIi, Ti)DKi
, m* f2(TIDi, Ti)DKi

, m* f1(Ti)SKi
, Tsub,

(5m+1)* Tmul, (4m-3)* Tadd, 2* f3(), 2* f3(), m* Actcodei, and m* SIMcodei

This implementation considers a client-server paradigm where MS is a client

and AS is a server. On an average, the execution time to perform each op-

eration, i.e., addition, multiplication (bitwise-XOR), and subtraction, is Tadd

= .000933 milliseconds, Tmul = .030322 milliseconds, and Tsub = .000933 mil-

liseconds respectively. On an average, the server connection establishment time

is 3383 milliseconds, transmission time for message (Ti, Xi, Si, TIDi, MAC1i,

Actcodei) is 8.35 milliseconds, and transmission time for message (Pi, MAC2i) is

9.39 milliseconds. Since, in results, different time estimation values are received

from different MS and the AS for sending the messages, thus, the average value

of 30 iterations are considered for each result. This work has been simulated
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with 50 MS clients sending their authentication requests to a single server AS.

Here, Enc = Encryption, Dec = Decryption

Table 7.4: Computation for function f2() and Actcode/SIMcode

f2() Actcode/SIMcode function
Enc ExT TUM Dec ExT TUM ExT PCPUT TUM

42 9139681 15 9124165 0.89 93.60 12968290

Table 7.5: Computation for f3() and f1() functions

f3() f1()
ExT PCPUT TUM ExT PCPUT TUM

221.60 296.40 15211840 273.41 296.40 15204024

The f2() is implemented as AES-128 algorithm with 128 bits key. It takes

IMSIi/TIDi and Ti as input, similar to AES-CTR. Table 7.4 represents the re-

sults obtained for Actcode/SIMcode and AES algorithm the execution time of

Actcode/SIMcode took 0.89 milliseconds, while the encryption (generation of

TIDi) and decryption (generation of IMSIi) of AES took 42 and15 milliseconds

respectively. The f1() and f3() are implemented as HMACSHA256 and HMAC-

SHA1 respectively. The observed results for the same is shown in Table 7.5,

where the output of HMACSHA1 and HMACSHA256 are truncated to 64 and

128 bits because the output of f3() is 64 bits that is a MAC, while f1() generates

the output of 128 bits that is DKi key. The input to HMACSHA1 and HMAC-

SHA256 are 512 bits (actual input size plus trailing zeros to make it multiple of

512).

Total Operations Required by EXTVAS-AKA in Single Authentication:

At MS: f1(Ti)SKi
, f2(IMSIi, Ti)DKi

, 3* Tmul, Tadd, MAC1i = f3(), MAC2′i =

f3(), Actcodei

At AS: f1(Ti)SKi
, f2(IMSIi, Ti)DKi

, 3* Tmul, Tsub, MAC1i = f3(), MAC2′i =

f3(), SIMcodei

Total Execution Time for EXTVAS-AKA in Single Authentication:

Total time = server connection establishment time + transmission time for all

messages + time at MS + time at AS = 3383 + (8.35 + 9.39) + (221.60 + 42 +

3*0.030322 + 0.000933 + 273.41 + 273.41 + 0.89) + (221.60 + 15 + 3*0.030322

+ 0.000933 + 273.41 + 273.41 + 0.89) = 4996.54 milliseconds = 4.99 seconds
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(= 5 seconds)

Total Operations Required by EXTVAS-AKA in Multiple/Batch Authentication:

At MS: m*f1(Ti)SKi
, m*f2(IMSIi, Ti)DKi

, 3m*Tmul, m*Tadd, m*MAC1i = f3(),

m*MAC2′i = f3(), m*Actcodei

At AS: m*f1(Ti)SKi
, m*f2(IMSIi, Ti)DKi

, (2m+1)*Tmul, Tsub, (3m-3)*Tadd,

m*MAC1i = f3(), m*MAC2′i = f3(), m*SIMcodei

Total Execution Time for EXTVAS-AKA in Multiple/Batch Authentication:

Total time = server connection establishment time + transmission time for all

messages + time at MS + time at AS = 3383*m + (8.35 + 9.39)*m + (m*221.60

+ m*42 + 3*m*0.030322 + m*0.000933 + m*273.41 + m*273.41 + m*0.89)

+ (m*221.60 + m*15 + (2m+1)*0.030322 + 0.000933 + (3m-3)*0.000933 +

m*273.41 + m*273.41 + m*0.89) = 0.028456 + m*4996.51 milliseconds =

0.000028 + m*4.99 seconds (= 0.000028 + m*5 seconds)

7.7.2 Verification Delay

This subsection discusses the verification delay during the single as well as mul-

tiple authentication. The verification delay is the time estimation between the

sent message and received response/completion of protocol. Here, verification

delay time for the MS is the time between the sent message (Ti, Xi, Si, TIDi,

MAC1i, Actcodei) and received response message (Pi, MAC2i) while the same

time can be counted for the AS between the sent message (Pi, MAC2i) and

protocol completion.

Figure 7.6: Execution time and verification delay for (a) m = 5, 10, 20, 30, 40,
50 (b) m = 50, 100, 200, 500, 1000

Operations Performed in Single Authentication:
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Figure 7.7: Re-batch verification delay for (a) m = 5, 10, 20, 30, 50; t =1, 2, 5,
10, 25 (b) m = 50, 100, 200, 500, 1000; t = 1, 5, 10, 20, 50, 100, 500

For MS: f1(Ti)SKi
, f2(IMSIi, Ti)DKi

, 3* Tmul, Tsub, MAC1i = f3(), MAC2′i =

f3(), SIMcodei

Verification delay time = 221.60 + 42 + 273.41 + 273.41 + 3*0.030322 +

0.000933 + 0.89 = 811.40 milliseconds = 0.81 seconds

For AS: MAC2′i = f3(), Tmul

Verification delay time = 273.41 + 0.030322 = 273.44 milliseconds = 0.27 sec-

onds

Operations Performed in Multiple/Batch Authentication:

For MS: m*f1(Ti)SKi
, m*f2(IMSIi, Ti)DKi

, (2m+1)* Tmul, Tsub, (3m-3)*Tadd,

m*MAC1i = f3(), m*MAC2′i = f3(), m*SIMcodei

Verification delay time = m*221.60 + m*42 + m*273.41 + m*273.41 + (2m+1)*0.030322

+ 0.000933 + (3m-3)*0.000933 + 0.89*m = 0.28456 + m*811.37 milliseconds

= 0.000284 + m*0.81 seconds

For AS: m*MAC2′i = f3(), m*Tmul

Verification delay time = m*273.41 + m*0.030322 = 273.44*m milliseconds =

0.27*m seconds

7.7.3 Re-batch Verification Delay

If the batch authentication process is not successful then it requires re-batch

authentication without including the detected invalid MSi. After detected the

invalid MSi, remove them from the batch and execute re-batch authentication.

Total operations required in re-batch authentication = (m-t)[P=
∑m−t

i=1 Pi], (m-

t)[S′=
∑m−t

i=1 Si], G′=G ⊕ P, (m-t)[
∑m−t

i=1 Xi], and S′ - G′ = 3(m-t)*Tadd+Tmul+
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Tsub, where t is the number of invalid MSi that have been removed in re-batch

authentication.

Total verification delay time = 0.031255 + 0.002799*(m-t) milliseconds = 0.000031

+ 0.000002*(m-t) seconds

Figure 7.6 shows the graphs for EXTVAS-AKA’s execution time, verification

delay time forthe MS, and verification delay time for the AS, when (a) MS

authentication requests m = 5, 10, 20, 30, 40, 50 (b) m = 50, 100, 200, 500,

1000. Similarly, Figure 7.7 represents re-batch verification delay time, when (a)

m = 5, 10, 20, 30, 50; t =1, 2, 5, 10, 25 and (b) m = 50, 100, 200, 500, 1000;

t = 1, 5, 10, 20, 50, 100, 500. Please note that the protocol execution time is

the complete time for the mutual authentication between all MSi and the AS,

depends upon the number of authentication requests.

7.8 Formal Proof of EXTVAS-AKA Protocol

Security Proof using BAN-Logic:

We use the BAN-Logic symbols in order to formally proof the authentication

process of EXTVAS-AKA protocol. Various notations used in BAN-Logic are

described in section 3.7.4.

1. The Formal Messages in EXTVAS-AKA Protocol:

(1) MSi→ AS: Ti, TIDi, Si, Xi, MAC1i, Actcodei; DKi= f1(Ta)SKi
, TIDi=

f2(IMSIi, Ta)DKi
, MSi

SKi↔ AS

(2) AS → MSi: Pi, MAC2i

2. Security Assumptions:

It is assumed that SKi is shared between the MSi and the AS.

(1) MSi has the secure key SKi and MSi |≡ MSi
SKi↔ AS

(2) AS has the secure key SKi and AS |≡ MSi
SKi↔ AS

3. Security Analysis:

(1) MSi → AS: Ti, f2(IMSIi, Ti)DKi
, (ki ⊕ IMSIi), ((ki + DKi ⊕ G) mod

m), MAC1i, Actcodei;

(2) AS → MSi: On receiving message (1), the AS first computes MAC1′i

and SIMcodei, and compares MAC1i with MAC1′i. If it holds, then the

AS computes DKi = f1(Ti)SKi
and IMSIi = f2(TIDi, Ti)DKi

. Next, it
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calculates P and R, and then compares
∑m

i=1(Xi)==R. If it is true, then

all MSi are verified by the AS.

Next, the AS transmits message (2) to the MSi; AS→MSi: (DKi⊕ IMSIi),

MAC2i. When receiving, each MSi computes MAC2′i and compares it with

the received MAC2i. If both are equal, then each MSi computes DKi⊕

IMSIi and compares it with received values. If it is true, then the AS is

verified by all MSi.

4. Message Meaning Rule:

(1)
MSi|≡(MSi

SKi,DKi↔ AS),MSi/f2(IMSIi,Ti)DKi

MSi|≡AS |̃ f2(IMSIi,Ti)DKi

(2)
AS|≡(AS

SKi,DKi↔ MSi),AS/f2(TIDi,Ti)DKi

AS|≡MSi |̃ f2(TIDi,Ti)DKi

5. Nonce/Timestamp Verification Rule:

(1)
MSi|≡#(Ti),MSi|≡AS |̃ f2(IMSIi,Ti)DKi

MSi|≡AS|≡f2(IMSIi,Ti)DKi

(2)
AS|≡#(Tj),AS|≡MSi |̃ f2(TIDi,Ti)DKi

AS|≡MSi|≡f2(TIDi,Ti)DKi

6. Jurisdiction Rule:

(1)
MSi|≡AS⇒f2(IMSIi,Ti)DKi

,MSi/MSi |̃ f2(IMSIi,Ti)DKi

MSi|≡AS|≡MSi

(2)
MSi|≡AS⇒f2(TIDi,Ti)DKi

,AS/AS |̃ f2(TIDi,Ti)DKi

MSi|≡AS|≡MSi

7. Protocol Goals:

a) Mutual authentication between the MSi and the AS:

MSi |≡ AS ∧ AS |≡ MSi. Thus, mutual authentication holds.

b) Session key agreement:

The DKi keys between each MSi and the AS provide session key agree-

ment. MSi | ≡ DKi ∧ #(Ti), since DKi = f1(Ti)SKi

c) Freshness of messages:

AS | ≡ #(Tj) ∧ MSi #(Ti); Thus, key freshness between each MSi and

the AS holds.

d) Privacy between each MSi and the AS:

MSi|≡(MSi
DKi↔ AS),MSi/(Msg)MAC1i
MSi|≡AS |̃ Msg

∧ MSi|≡(MSi
DKi↔ AS),MSi/f2(IMSIi,Ti)DKi

MSi|≡AS |̃ IMSIi

AS|≡(AS
DK↔MSi),AS/(Msg)MAC2i
AS|≡MSi |̃ Msg

∧ AS|≡(AS
DK↔MSi),AS/f2(TIDi,Ti)DKi

AS|≡MSi |̃ TIDi

Security Proof using Proverif:

(* Reachability Property *)
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(* Public channel between the MS and the AS *)

free pubChannel : channel .

(* types *)

type key .

type ident .

type nonce .

type msgHdr .

type resp .

type sessKey .

type mac .

(* constant message headers *)

const MSG1 : msgHdr .

const MSG2: msgHdr .

const MSG: msgHdr .

const CMC: msgHdr .

(* Functions *)

fun f1 ( nonce , key ) : sessKey .

fun f2 ( ident , nonce, sessKey ) : ident .

fun f3 (nonce , bitstring, bitstring, ident, bitstring ) : mac .

fun f4 (bitstring) : mac .

fun f5 (nonce , bitstring) : bitstring .

fun f6 (nonce , bitstring) : bitstring .

fun f7 (bitstring , ident): bitstring .

fun f8 (bitstring, sessKey, bitstring): bitstring .

fun f9 (sessKey , ident): bitstring .

fun sencrypt ( bitstring , sessKey ) : bitstring .

reduc forall m: bitstring , k : sessKey ;

sdecrypt ( sencrypt (m, k ) , k ) = m.

(* The key table consists of pairs ( ident , key ) shared between the MS and the

HN. Table is not accessible by the attacker *)

table keys ( ident , key ) .

table keys2 ( ident , sessKey ) .

free s : bitstring [ private ] .

(* Secrecy Property *)
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query attacker ( s ) .

(* The standard secrecy queries of ProVerif only *)

(* deal with the secrecy of private free names *)

(* DK is secret if and only if all DK are secret *)

free DK : sessKey [ private ] .

query attacker ( DK ) .

not attacker (new kims ) .

(* Authentication queries *)

event begAS( ident , sessKey ) .

event endAS( ident , sessKey ) .

event begMS( ident , sessKey ) .

event endMS( ident , sessKey ) .

query x1 : ident , x2 : sessKey ;

event (endAS( x1 , x2 ) ) ==> event (begAS( x1 , x2 ) ) .

query x1 : ident , x2 : sessKey ;

event (endMS( x1 , x2 ) ) ==> event (begMS( x1 , x2 ) ) .

event enableEnc .

(* When the attacker knows s, the event enableEnc has been executed. *)

query attacker ( s ) ==> event ( enableEnc ) .

let processMS =

(* The ident and pre-shared key of the MS *)

new imsims : ident ;

new kims : key ;

new tims : nonce ;

new SIMcodei : bitstring ;

new ki : bitstring ;

new G : bitstring;

new m : bitstring ;

insert keys ( imsims , kims ) ;

let DKms : sessKey = f1 (tims , kims) in

insert keys2 ( imsims , DKms ) ;

let actcodei : bitstring = f5 (tims , SIMcodei) in

let Xi : bitstring = f7 (ki , imsims) in (* ki XOR imsims ; *)

let Si : bitstring = f8 (ki, DKms, G) in (* (ki + DKms XOR G) mod m ; *)
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let Pi : bitstring = f9 (DKms, imsims) in (* (DKms XOR imsims) ; *)

let tidms :ident = f2 (imsims , tims, DKms) in

let mac1ims : mac = f3 (tims, Xi , Si , tidms , actcodei) in

let mac2ims : mac = f4 (Pi) in

(*MS is authenticating itself to AS*)

out ( pubChannel , ( MSG1 , tims , Xi, Si, tidms , mac1ims , actcodei)) ;

(*Compute response and encryption key *)

event begAS( imsims , DKms ) ;

(* Input challenge message from AS *)

in ( pubChannel , (=MSG2, Pias : bitstring , mac2ias : mac ) ) ;

if mac2ims = mac2ias then

event endAS (imsims , DKms );

(*Receive GSM cipher mode command *)

in ( pubChannel , (=CMC, enableEncms : bool ) ) ;

(* event endMS( imsims , DKms ) ; *)

event endMS( imsims , DKms ) ;

(*Receive message from AS *)

in ( pubChannel , (=MSG, msg : bitstring ) ) ;

(* out ( pubChannel , sencrypt ( DK , DKms ) ) ; *)

out ( pubChannel , sencrypt ( msg , DKms ) ) ;

if enableEncms = true then

let msgcontent : bitstring = sdecrypt (msg, DKms ) in 0.

let processAS =

new kias : key ;

new DKas : sessKey ;

new ki2 : bitstring ;

new Gas : bitstring;

new mas : bitstring ;

in ( pubChannel,(=MSG1, tims: nonce, Xi: bitstring, Si: bitstring, tidas: ident,

mac1ims: mac, actcodei: bitstring) );

let imsias: ident = f2 (tidas , tims, DKas) in

insert keys ( imsias , kias ) ;

let DKas = f1 (tims , kias) in

insert keys2 ( imsias , DKas ) ;
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let SIMcodei : bitstring = f6 (tims , actcodei) in

let Xias : bitstring = f7 (ki2 , imsias) in

let Sias : bitstring = f8 (ki2, DKas, Gas) in

let Pias : bitstring = f9 (DKas, imsias) in

let mac1ias : mac = f3 (tims, Xias , Sias , tidas , actcodei) in

let mac2ias : mac = f4 (Pias) in

new msg : bitstring ;

if mac1ims = mac1ias then

(* At this point, AS authenticated MS*)

event endAS( imsias , DKas ) ;

(*Send authentication challenge to MS *)

out ( pubChannel , (MSG2, Pias, mac2ias ) ) ;

(*AS decide whether to encrypt messages; based on rec. capa.of MS*)

new enableEncas : bool ;

event begMS( imsias , DKas ) ;

(*Send out cipher mode command *)

out ( pubChannel , (CMC, enableEncas ) ) ;

out ( pubChannel , sencrypt ( msg , DKas ) ) ;

if enableEncas = false then

event enableEnc ;

out ( pubChannel , (MSG, s ) )

else

out ( pubChannel , (MSG, sencrypt ( s , DKas ) ) ) .

process

( ( ! processMS ) | processAS )

Output of Proverif:

Nitesh@Nitesh-PC /proverif1.88 $ ./proverif examples/gsm/batchVAS2.pv

Process:

– Query attacker(s[]) ==> event(enableEnc)

Completing...

ok, secrecy assumption verified: fact unreachable attacker(kims[!1 = v 945])

Starting query attacker(s[]) ==> event(enableEnc)

RESULT attacker(s[]) ==> event(enableEnc) is true.

– Query event(endMS(x1,x2)) ==> event(begMS(x1,x2))
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Completing...

ok, secrecy assumption verified: fact unreachable attacker(kims[!1 = v 2079])

Starting query event(endMS(x1,x2)) ==> event(begMS(x1,x2))

RESULT event(endMS(x1,x2)) ==> event(begMS(x1,x2)) is true.

– Query event(endAS(x1 2400,x2 2401)) ==> event(begAS(x1 2400,x2 2401))

Completing...

ok, secrecy assumption verified: fact unreachable attacker(kims[!1 = v 3256])

Starting query event(endAS(x1 2400,x2 2401)) ==> event(begAS(x1 2400,x2 -

2401))

RESULT event(endAS(x1 2400,x2 2401)) ==> event(begAS(x1 2400,x2 2401))

is true.

– Query not attacker(DK[])

Completing...

ok, secrecy assumption verified: fact unreachable attacker(kims[!1 = v 4331])

Starting query not attacker(DK[])

RESULT not attacker(DK[]) is true.

– Query not attacker(s[])

Completing...

ok, secrecy assumption verified: fact unreachable attacker(kims[!1 = v 5377])

Starting query not attacker(s[])

RESULT not attacker(s[]) is true.

7.9 Chapter Summary

This chapter presents an efficient EXTVAS-AKA protocol that provides mutual

authentication between each MS and the AS. The protocol verifies multiple

authentication requests at one time or in a fixed time duration (very less) and

also hides the original IMSI during the authentication process. The probability

model to predict the number of invalid users is presented. A discussion of

invalid request detection algorithm is carried out to find malicious authentication

requests in a batch. The work reports that in the authentication process from

the device to the server, the EXTVAS-AKA protocol saves 14.29%, 50.69%,

and 56.89% of the total transmission bandwidth in comparison to ABAKA,

BLS, and ECDSA-AKA protocols respectively, when number of authentication
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requests (n) =50, 100, 200, 500, and 1000. Similarly, from the server to the

device authentication process, the EXTVAS-AKA reduces the communication

bandwidth by 70% and 85.63% as compared to ABAKA and ECDSA-AKA

protocols respectively.
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Chapter 8

AKA Protocol for End-to-End

SMS Security for Mobile Users

8.1 Introduction

The traditional SMS service offered by various mobile operators does not pro-

vide information security to the message being sent over the network. In order

to protect confidential information such as password, account number etc., it

should provide end-to-end secure communication between end users. SMS usage

is threatened with security concerns such as SMS disclosure, man-in-the-middle

attack, replay attack, and impersonation attack. SMS are transmitted as plain-

text between the MS and the SMSC in the cellular network where network

operators can also read the SMS content stored at SMSC.

Figure 8.1: Secure message: option added in the mobile software
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Table 8.1: Symbols and abbreviations

Symbol Definitions Bits

MS Mobile Station referring Mobile User —
AS Authentication Server —
CA/RA Certification Authority/Registration Authority —
IDMS International Mobile Subscriber Identity of MS 128
ReqNo Request Number 8
Q/Qn New Session Identifier 28
Rc/Nc/Ns/Na Random Number 128
Pf Private Port Number 16
M Message Variable
SQ/Seq Sequence Number 28
PK/PK PK-SIM Public key of server 128
SK/SK MS Symmetric key b/w the MS and the AS 128
SK AS-CA Symmetric key b/w the AS and the CA/RA 128
SK AS1-AS2 Symmetric key b/w the AS1 and the AS2 128
UAKey Primary key 128
ExpT Expiry time of DK1 key 64
C ME Certificate of ME 40
CertSAG Certificate of Security Access Gateway (SAG) 40
MAC/H Message Authentication Code/Hash function 64
Ti Timestamp 64
DK1 Delegation key 256

8.2 System, Communication and Attack Mod-

els

This section, we presents the system and communication model along with an

attack model.

8.2.1 System and Communication Model

In order to provide encryption to the data, various cipher algorithms are pro-

posed. Here, it is recommend that the cipher algorithms should be stored onto

the SIM (part of MS) as well as at AS. Since, providing security needs to do

some extra effort, which is measured in terms of cost, thus, adding extra security

means increasing more cost. We propose to include one more service as “Secure

Message” in the menu of mobile software developed by various mobile companies

as shown in Figure 8.1. Mobile operators can add some extra charges to send

secure message by their customers over the network. Whenever a user wishes

to send a secure message to other user, the proposed protocol named EasySMS
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Table 8.2: Cryptographic functions definition

Function Definition

f1 Function to generate MAC
f2 Key generation function for DK1

{}SK AS−CA Encryption with Symmetric key b/w AS and CA
{}SK AS1−AS2 Encryption with Symmetric key b/w AS1 and AS2

{}SK MS2 Encryption with Symmetric key MS2 shared b/w MS2-CA
{}DK1 Encryption with Delegation key DK1

‖ Concatenation

is executed, which makes available the symmetric shared key at both MS, and

then ciphering of message takes place using a symmetric key algorithm.

8.2.2 Attack Model

An attack model describes different scenarios for the possibilities of various at-

tacks, where a malicious MS can access the authentic information, or misguide

the legitimate MS. In this attack model, different threats and attacks like access

the content of SMS during its transmission at SMSC, insecure OTA interface,

cryptanalysis attack, man-in-the-middle attack, replay attack, and imperson-

ation attack are considered. Table 8.1 represents the list of various symbols

used with their size, while Table 8.2 defines various functions used in this chap-

ter.

8.3 Proposed Protocol: EasySMS

This section proposes a new EasySMS protocol with two different scenarios,

which provides end-to-end secure transmission of information in the cellular

network. First scenario is illustrated in Figure 8.2 where both MS belong to

same AS, in other words share the same HLR. The second scenario is presented

in Figure 8.3, where both MS belong to different AS, i.e., both are in different

HLR. There are two main entities in the EasySMS protocol. First is the AS,

which works as authentication center AuC and stores all the symmetric keys

shared between the AS and the respective MS. Second entity is the certified au-

thority/registration authority CA/RA, which stores all the information related

to the mobile subscribers. It is proposed that every subscriber has to register

his/her mobile number with CA/RA entity and only after the verification of
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identity, the SIM card gets activated by this entity. Thus, this entity is re-

sponsible to validate the identity of the subscribers. It is also assumed that

a symmetric key is shared between the AS and the CA/RA, which provides

the proper security to all the transmitted information between the AS and the

CA/RA. It is considered that various authentication servers are connected with

each other through a secure channel, since one centralized server is not efficient

to handle data all around. All the transmission among various AS take place by

encrypting the message with a symmetric key shared between each pair of AS.

Both scenarios of this protocol are as follows:

Figure 8.2: EasySMS protocol scenario-1: (a) phase-1 (b) phase-2

Scenario-1: When both the MS belong to same AS: This scenario is presented

in Figure 8.2, where MS1 sends a message to MS2 and both MS belong to same

AS. This scenario is subdivided into two phases.

Phase-1: First, the mobile user who wishes to send the SMS (say MS1) transmits

an initial request to other mobile user (say MS2) for the connection. This

initial request consists of IMSI of the MS1 (say IDMS1), a timestamp T1, a

request number ReqNo, and message authentication code MAC1 = f1(IDMS1,

ReqNo)SK1 (message (1)). The SK1 is a symmetric key shared between the MS1

and the AS.

MS1 to MS2: IDMS1, T1, MAC1, ReqNo
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On receiving message from the MS1, the mobile user who receives this request

(say MS2) computes MAC2 = f1(IDMS2, T2, MAC1)SK2 . Then MS2 sends a

message to the AS containing the IDMS1, IDMS2, T2, MAC1, ReqNo, and

MAC2, where IDMS2 is IMSI of the MS2 (message (2)). The SK2 is a symmetric

key shared between the MS2 and the AS. With this message, the MS2 requests

to the AS to check the validity of IDMS1.

MS2 to AS: IDMS1, IDMS2, T2, MAC1, MAC2, ReqNo

When the AS receives a message from the MS2, it computes MAC′2 and

compares it with the received MAC2, where MAC′2 = f1(IDMS2, T2, MAC1)SK2 .

If it holds then the AS sends not only IDMS1 but also IDMS2 to the CA/RA

along with a timestamp T3 using a symmetric shared key between the AS and

the CA/RA (say SK AS-CA) to validate the identity of both the MS (message

(3)). If MAC2 and MAC′2 are not equal, then the connection is terminated.

AS to CA/RA: {IDMS1, IDMS2, T3}SK AS−CA

Next, the CA/RA checks the validity of both the entities and sends the reply

back to the AS with the received timestamp T3 (message (4)).

CA/RA to AS: {T3}SK AS−CA

On receiving the message from the CA/RA, if the AS finds any of the entities

is invalid, then the connection is simply terminated and the MS1 needs to send

a fresh connection request. If both the entities are valid, then the AS generates

a new timestamp T4, an expiry time to authenticate the MS1 (say ExpT), a del-

egate key DK1 (DK1 = f2(T4, ReqNo)SK1) generated from SK1 using a function

f2, and a new message authentication code MAC3 = f1(T4, ExpT, ReqNo)SK1 .

Then, the AS sends (T4, MAC3, ExpT) to the MS1 (message (5)).

AS to MS1: T4, MAC3, ExpT

After receiving the message from the AS, the MS1 first computes MAC′3 and

compares it with the received MAC3, where MAC′3=f1(T4, ExpT, ReqNo)SK1 . If

both are same, then the MS1 computes DK1 key, where DK1 = f2(T4, ReqNo)SK1 .

Next, the MS1 sends T4 and corresponding ReqNo to the AS encrypted with

DK1 key (message (6)).

MS1 to AS: {T4, ReqNo}DK1

The AS checks the received T4 with its stored value and confirms the request

number ReqNo. If both are correct, then the authentication of the MS1 is

completed. Thereafter, the AS sends DK1 key to the MS2 along with T5, ExpT,
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and ReqNo, all encrypting using the SK of MS2 (SK MS2), which is a shared

key between the AS and the MS2 (message (7)).

AS to MS2: {T5, ReqNo, ExpT, DK1}SK MS2

The MS2 simply confirms the reception of DK1 key by replying to the AS,

the T5 encrypted with the SK of MS2 (message (8)).

MS2 to AS: {T5}SK MS2

The MS2 also sends ReqNo and T1 to the MS1 encrypted with DK1 key so

that the MS1 can verify the correctness of T1 and ReqNo (message (9)). This

message also verifies the successful reception of DK1 key by the MS2.

MS2 to MS1: {ReqNo, T1}DK1

Phase-2: Once both MS have a shared secret symmetric key, they can exchange

the message information in a secure manner using a suitable and strong cryp-

tographic algorithm like AES/ MAES (explained later). After the phase-1, a

session is generated, which provides the secure communication between both the

MS for a specified time period ExpT. In this time period, the same DK1 key is

used to provide ciphering between the MS1 and the MS2, but, after the ExpT

time, the session gets expired and the MS1 needs to send a fresh request to the

MS2 including a new request number ReqNo with the same procedure of phase-

1. Within the ExpT, the following steps are used for secure communication

between both the MS:

The MS1 sends IDMS1 and a timestamp (say Ti) to the MS2 encrypted with

symmetric key of the MS1, i.e., DK1 (message (1)).

MS1 to MS2: {Ti, IDMS1}DK1

The MS2 decrypts message using the same DK1 key, checks the validity of

IDMS1 and verifies whether Ti <= ExpT. If both are correct, then the MS1 is

successfully authenticated and proved as a valid user for the connection. Then

MS2 replies the received Ti encrypted with DK1 key as an acknowledgement to

the MS1 (message (2)).

MS2 to MS1: {Ti}DK1

Now, a secure SMS communication between both the MS takes place (mes-

sage (3)).

Scenario-2: When both the MS belong to different AS: This scenario is pre-

sented in Figure 8.3, where the MS1 sends a message to the MS2, while both MS

belong to different AS. This case is one where both the mobile users are located
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Figure 8.3: EasySMS protocol scenario-2: (a) phase-1 (b) phase-2

in the geographically far areas and have different authentication centers. It may

be the case, where both MS are of different service providers (however, each ser-

vice provider has to trust other providers), thus, they genuinely have different

authentication centers. This scenario is also subdivided into two phases and is

as follows:

Phase-1: First step (message (1)) is same as presented in step-1 of scenario-1.

Here, SK1 is a symmetric key shared between the MS1 and the AS1.

MS1 to MS2: IDMS1, T1, MAC1, ReqNo

The MS2 passes (IDMS1, IDMS2, ReqNo, T2, MAC1, MAC2) to the AS,

through which it is connected (say AS2) (message (2)). The SK2 is a symmetric

key shared between the MS2 and the AS2. With this message, the MS2 requests

to the AS2 to check the validity of IDMS1. The MS2 stores the timestamp T1

in the memory that was received from the MS1.

MS2 to AS2: IDMS1, IDMS2, T2, MAC1, MAC2, ReqNo

The AS2 computes the same as presented in step-3 of scenario-1 (message

(3)) and checks whether MAC2 ?= MAC′2.

AS2 to CA/RA: {IDMS1, IDMS2, T3}SK AS−CA

The CA/RA checks the validity of both the entities and sends the reply back
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to the AS2 with the received timestamp T3 and the identity of AS to which the

MS1 belongs (say AS1) (message (4)).

CA/RA to AS2: {T3, AS1}SK AS−CA

The AS2 checks the same as in scenario-1 step-5, if both entities are valid,

then the AS2 sends (IDMS1, ReqNo, MAC1) to the AS1 through a secure channel

or using a symmetric key shared between the AS1 and the AS2 (say SK AS1-

AS2) (message (5)). It is assumed that all the AS communicate with each other

using the pre-computed symmetric shard keys.

AS2 to AS1: {MAC1, IDMS1, ReqNo}SK AS1−AS2

When the AS1 receives the message from the AS2, it computes MAC′1=

f1(IDMS1, ReqNo)SK1 and compares MAC′1 with the received MAC1. If both

are different, then the connection is terminated. If both are same, then the AS1

generates a new timestamp T4, an expiry time to authenticate the MS1 (say

ExpT), DK1 key generated from SK1 of the MS1 using a function f2, and MAC3,

where MAC3 = f1(T4, ExpT, ReqNo)SK1 and DK1 = f2(T4, ReqNo)SK1 . Then

the AS1 sends (T4, MAC3, ExpT) to the MS1 (message (6)).

AS1 to MS1: T3, MAC3, ExpT

After receiving the message from the AS1, the MS1 repeats the same as in

scenario-1 step-6 and sends (T4, ReqNo) to the AS1 encrypted with DK1 key

(message (7)).

MS1 to AS1: {T4, ReqNo}DK1

The AS1 checks T4 and ReqNo as in scenario-1 step-7. Then, AS1 conveys

confirmation of authentication of MS1 by sending a message (ReqNo, ExpT,

DK1) to the AS2 using SK AS1-AS2 key (message (8)).

AS1 to AS2: {ReqNo, ExpT, DK1}SK AS1−AS2

The AS2 sends DK1 key to the MS2 along with T5, ExpT, and ReqNo, all

encrypting using the SK of the MS2 (say SK MS2), which is a shared key between

the AS2 and the MS2 (message (9)).

AS2 to MS2: {T5, ReqNo, ExpT, DK1}SK MS2

The MS2 repeats the same as in scenario-1 step-8, and sends encrypted reply

of T5 to the AS2 (message (10)).

MS2 to AS2: {T5}SK MS2

This step is same as in scenario-1 step-9 (message (11)).

MS2 to MS1: {ReqNo, T1}DK1
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Phase-2 : It is same as discussed in the previous scenario of phase-2.

MS1 to MS2: {Ti, IDMS1}DK1 (message (1))

MS2 to MS1: {Ti}DK1 (message (2))

8.4 Security Analysis of EasySMS Protocol

This section analyzes proposed protocol in various aspects such as mutual au-

thentication, prevention from various threats and attacks, key management, and

computation and communication overheads.

Is the Secret Key SK Safely Stored? : Since the malicious user does not know the

structure of cryptographic functions like f1() and f2(), thus, he/she can neither

generate the correct MAC1 nor correct DK1 key. Further, the SK key is stored

on the AS as well as embedded onto the SIM at the time of manufacturing, thus,

it is almost impossible to extract SK key. The storage scenario of SK key, we

presented is same as nowadays used for the voice communication in traditional

cellular network. If any or some service providers do not wish to use actual SK

key in the protocol execution, then they can simply compute alternate secret

keys as: SK′1 = f′′(IDMS1)SK1 and SK′2 = f′′(IDMS2)SK2 . We do not prefer it

because it increases overall overhead of the protocol.

Is there any Alternative for IMSI? : Since a malicious user with only known

IMSI (by some IMSI catcher but, the functions and secret keys are still un-

known) cannot break the security of proposed protocol. Thus, the proposed

protocol is secure, but, there is one alternate for it. In this respect, a new

function f′() can be proposed, which computes a temporary identity TMSI for

each MS whenever it wishes to communicate, a MS : computes IDMS1=f′(IMSI1,

MAC1); a AS : computes IMSI1= f′(IDMS1, MAC1). This is simply possible by

XOR the IMSI1 (or IDMS1) and MAC1 (twice), because the size of MAC1 is 64

bits while IMSI1/IDMS1 is of 128 bits. The function f′() should be known to

the MS as well as the AS but, publically unknown. It is recommended to use a

complex function to compute the same. However, it is not preferred because it

increases the overhead at MS as well as at AS.
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8.4.1 Mutual Authentication between the MS and the

AS

In scenario-1 of EasySMS protocol, the AS authenticates the MS1 by verifying

MAC2 and checks the identity of MS1 by the CA/RA. When the AS receives

MAC2, it simply calculates MAC′2 and compares it with the received MAC2. If

it matches, then authentication of MS1 is done by the AS. Similarly, on receiving

MAC3, the MS1 computes MAC′3 to authenticate the AS. If MAC3 is equal to

the MAC′3, then the authentication of AS is successful. All this ensures the

mutual authentication between the MS1 and the AS through MS2. Similarly, in

scenario-2, the AS1 authenticates the MS1 through AS2 and MS2. The integrity

is maintained between MS1-AS1 and MS1-AS1 by comparing MAC1-MAC′1 and

MAC2-MAC′2 respectively. The MS1 authenticates the AS1 by comparing MAC3

with MAC′3.

8.4.2 Efficient Key Management

The EasySMS protocol is able to efficiently handle the key management in both

the scenarios, where the generated DK1 key (from the symmetric key of MS1) is

securely transmitted by the AS to the MS2 (in scenario-1) or by the AS2 to the

MS2 through the AS1 (in scenario-2). Thus, this scheme ciphers the message

before its transmission over the network. Further, it is preferred to have a

symmetric key algorithm for the encryption because these algorithms are 1000

times faster than the asymmetric algorithms [69] and improve the efficiency of

the system.

8.4.3 Resistance to Attacks

This subsection justifies that the EasySMS protocol is able to prevent the trans-

mitted SMS from various attacks over the network. It is assumed that the cryp-

tographic functions used in this chapter are not publically available and are

secret. The capturing of any SK key is not possible because no secret key has

been transmitted in any phase of the proposed protocol and always a DK1 key

is being transferred in the cipher mode, whenever is required. Secret keys are

also not publically available and are secret.
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1. SMS Disclosure: In the EasySMS protocol, a cryptographic encryption

algorithm AES/MAES is maintained to provide end-to-end confidentiality

to the transmitted SMS over the network. Thus, encryption approach

prevents the transmitted SMS from SMS disclosure.

2. Replay Attack: The proposed protocol is free from this attack because it

sends one timestamp (T1, T2, T3, T4, and T5) with each message during

the communication over the network.

3. Man-in-the-middle Attack: In the EasySMS protocol, AES/MAES is used

to encrypt end-to-end communication between the MS and the AS in both

the scenarios. The message is end-to-end securely encrypted with DK1 key

for every subsequent authentication. Since, the attacker does not have suf-

ficient information to generate DK1, hence, it prevents the communication

from MITM attack over the network.

4. Over the Air Modification in SMS Transmission: The EasySMS proto-

col provides end-to-end security to the SMS from sender to the receiver

including OTA interface with an additional strong encryption algorithm

AES/MAES. The protocol does not depend upon the cryptographic secu-

rity of encryption algorithm (such as A5/1, A5/2) exists between the MS

and the BTS in traditional cellular network.

5. Impersonation Attack: There are two cases to evaluate this attack with

the EasySMS protocol. Both the cases are as follows:

a) When an attacker impersonates the MS: In the EasySMS protocol, if

an attacker tries to impersonate the MS, he/she will not get success be-

cause in scenario-1, the AS calculates the MAC′2 and compares it with the

received MAC2, while in scenario-2, the AS2 computes MAC′2 and com-

pares with MAC2. If it holds, then the AS1 computes MAC′1 and checks

whether MAC′1 is equal to MAC1. Thus, at any stage, if the AS finds the

above comparison false, then the connection is simply terminated.

b) When an attacker impersonates the AS: If an attacker tries to imperson-

ate the AS (or AS1/AS2), an attempt to impersonate the AS will be failed

as the MS1 computes MAC′3 and compares it with the received MAC3.

Thus, an attempt to impersonate the AS terminates the connection.
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8.5 Performance Analysis of EasySMS Proto-

col

This section discusses performance evaluation of the EasySMS protocol in terms

of communication overhead, computation overhead, and bandwidth utilization.

8.5.1 Computation Overhead

To compute the overhead, all security functions used in EasySMS, SMSSec and

PK-SIM protocols are considered of unit value. On the basis of authentication

requests n and number of functions used in three protocols, the calculation for

computation overhead is as follows:

1. SMSSec Protocol: Phase-1: [H, {}PK , {}SK , {}SK , {}SK ] = 5

Phase-2: [H, HU, {}SK , {}SK n, {}SK n, {}SK n]*n = 6*n

Total Computation Overhead = 5+6*n

2. PK-SIM Protocol: Phase-1: [H(CertSAG), {}SK SAG, H(C ME), {}SK SAG,

H(Ns, Nc, UAKey, Expiry), {}SK SAG, {}PK PK−SIM , {}E UAKey]=8

Phase-2: [MAC, {}E SK , MAC′, {}E SK ]*n = 4*n

Total Computation Overhead = 8+4*n

Figure 8.4: SMSSec, PK-SIM, and EasySMS protocol (a) computation overhead
(b) communication overhead

3. EasySMS Protocol: Scenario-1: Phase-1: f1, f1, f1, f1, f1, f2, f2, {}SK AS−CA,

{}SK AS−CA, {}SK MS2 , {}SK MS2 , {}DK1 , {}DK1 = 13
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Phase-2: [{}DK1 , {}DK1 ]*n = 2*n

Total Computation Overhead = 13+2*n

Scenario-2: Phase-1: f1, f1, f1, f1, f1, f1, f2, f2, {}SK AS−CA, {}SK AS−CA,

{}SK AS1−AS2 , {}SK AS1−AS2 , {}SK MS2 , {}SK MS2 , {}DK1 , {}DK1 = 16

Phase-2: [{}DK1 , {}DK1 ]*n = 2*n

Total Computation Overhead = 16+2*n

8.5.2 Communication Overhead

The communication overhead of EasySMS, SMSSec, and PK-SIM protocols are

evaluated. The total number of transmitted bits in each protocol (with the help

of size specified in Table 8.1) are as follows:

1. SMSSec Protocol: Here, random number Rc is of 128 bits.

Phase-1: (1)+(2)+(3)+(4) = (40+64+64+ 28+128)+(128+16 +28) +(28)+

(28) = 552 bits

Phase-2: (for n values) = ((1)+(2)+(3)+ (4))*n = ((64+40 +64+64+28+

128)+ (128+ 16+28)+ (28)+(28))*n = 616*n

Total transmitted bits = 552+616*n

2. PK-SIM Protocol: Phase-1: (1)+(2)+(3)+(4)+(5) =(40+128+64+28)+(40)

+ (40+64)+ (128+128+64+ 64)+ (128) = 916 bits

Phase-2: (for n values) = ((1)+(2))*n =((40+128+64)+(128+64))*n =

424*n

Total transmitted bits = 916+424*n

3. EasySMS Protocol: Scenario-1: Phase-1: (1)+(2)+(3)+(4)+(5)+(6)+(7)+(8)

+(9) = (128+64+64+8) + (128+128+64+64+64 +8) + (128+128+64)+(64)

+ (64+64+64) + (64+8) + (64+8+64+ 256) + (64) + (64+8) = 1896 bits

Phase-2: ((1)+(2))*n = ((64+ 128)+(64))*n = 256*n bits

Total transmitted bits = 1896+256*n

Scenario-2: Consider the identity of AS1 is 128 bits. Phase-1: (1)+(2)+

(3)+(4) +(5)+(6) +(7)+ (8)+(9)+(10)+(11) = (128+64+64+8) + (128+128

+64+64+64 +8) + (128+128+ 64) +(64+128)+(64+128+8)+(64+64+64)

+ (64+8) + (8+64 +256) + (64+8+64+256) + (64) + (8+64) = 2552 bits

Phase-2: ((1))+(2))*n = ((64+128) + (64)*n = 256*n bits
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Total transmited bits = 2552+256*n

Figure 8.4 shows graphs between the number of bits for overhead and number

of authentication requests generated. It can be clearly observed that EasySMS

generates lesser computation overhead (Figure 8.4(a)) and communication over-

head (Figure 8.4(b)) as compared to SMSSec and PK-SIM protocols.

Table 8.3: Bandwidth utilization of various protocols

No. of Authentication
Requests

EasySMS/SMSSec EasySMS/PK-SIM

10 0.76 0.99
50 0.48 0.69
100 0.45 0.64
200 0.43 0.62
500 0.42 0.61
1000 0.41 0.60

Average 0.49 0.69

Table 8.4: Message exchange ratio of various protocols

No. of Authentication
Requests

EasySMS/SMSSec EasySMS/PK-SIM

10 0.55 0.75
50 0.38 0.55
100 0.35 0.52
200 0.34 0.51
500 0.33 0.50
1000 0.33 0.50

Average 0.38 0.55

8.5.3 Bandwidth Utilization

This subsection evaluates the bandwidth utilized by all three protocols and

verifies them with respect to each other. Table 8.3 presents the bandwidth

utilization of EasySMS with respect to SMSSec and PK-SIM protocols, where

on average, the EasySMS protocol lowers 51% and 31% of the bandwidth con-

sumption as compared to both protocols, when n = 10, 50, 100, 200, 500, 1000.

Similarly, Table 8.4 shows that the proposed protocol diminishes 62% and 45% of

the message exchanged ratio during the authentication in comparison to SMSSec

and PK-SIM protocols respectively.
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8.6 Simulation and Evaluation of Encryption

Algorithms

This section focuses on the selection criteria to choose a block cipher-based

symmetric key algorithm. The efficiency of a block cipher algorithm depends

upon the block size and key size. Since, with a larger block size we can encrypt

large chunk of data in one cycle of the algorithm, thus, it speeds up the execution

of algorithm. However, a larger key results in a slower algorithm, because in

general, all bits of key are involved in an execution cycle of the algorithm. A

large number of rounds make the algorithm slower but, are supposed to provide

greater security [120]. Thus, there is always a trade off between security and

performance in block cipher algorithms [121]. Biham E. [122] has suggested

that performance of algorithm should be measured by timing for the minimum

number of secure rounds for each algorithm, i.e., the estimated number of rounds

to make a brute force key search, which is the most efficient form of attack.

However, there is no easy way of obtaining impartial and widely accepted values

for the minimum number of secure rounds for each algorithm.

8.6.1 Simulation

Some existing symmetric key algorithms like DES, Triple-DES with 2-keys,

Triple-DES with 3-keys, and AES have been implemented and verified. J2ME

with WMA implementation of these algorithms is limited with 160 characters

only, i.e., single SMS, while JDK 1.6 is used for these algorithms with more than

160 characters. The application can send and receive SMS messages in binary

format using the WMA [123]. Since the J2ME environment does not contain

cryptographic algorithms, it is recommended to use the Lightweight API from

the Legion of the Bouncy Castle. The standard key size used in DES, Triple

DES with 2-keys, Triple-DES with 3-keys, and AES, are 64 (out of which 56

bits are used), 112, 168, and 128 bits respectively.

Figure 8.5(a) and Figure 8.5(b) show the results for the encryption and

decryption with DES, Triple-DES with 2-keys, Triple-DES with 3-keys, and

AES. The results conclude that out of these algorithms, AES takes minimum

time to encrypt and decrypt the SMS with various sizes, where one SMS size is
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Figure 8.5: Performance of various symmetric algorithms (left to right, top
to bottom) (a) encryption of 160, 160x2, 160x3, 160x4, 160x5 char. message
size, (b) decryption of 160, 160x2, 160x3, 160x4, 160x5 char. message size, (c)
encryption of 160 char. message size (d) decryption of 160 char. message size

Table 8.5: Message size (plaintext, ciphertext)

Mode/
Algorithm

DES TripleDES2K TripleDES3K AES

PCBC 160, 80 160, 155 160, 155 160, 80
ECB 160, 143 160, 160 160, 168 160, 80
CBC 160, 80 160, 156 160, 156 160, 155
CTR 160, 82 160, 82 160, 82 160, 160
CFB 160, 82 160, 82 160, 159 160, 161
OFB 160, 161 160, 82 160, 82 160, 82

160 characters. Table 8.5 represents the pairs of plain text and cipher text with

respect to various algorithms DES, AES, Triple-DES with 2-keys, and Triple-

DES with 3-keys implemented in various modes of operations like PCBC, ECB,

CBC, CTR, OFB, and CFB. Out of all these modes, CTR mode is most popular

and usable because it provides the parallelism to encrypt and decrypt all blocks

of data simultaneously. Nowadays, DES and Triple-DES algorithms are not

considered as very secure algorithms [124], [125], since, previously some attacks

have been found on both algorithms. Thus, AES is the best option for this

purpose. With the input of 160 characters, the DES, AES, Triple-DES with

2-keys, and Triple-DES with 3-keys algorithms with CTR mode generate 82,
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82, 82, and 160 characters cipher respectively, which mean one can still send

160 characters after encrypting the SMS by AES. Each algorithm results are

calculated 30 times by repeating execution and the average value is considered.

8.6.2 Reliability Analysis with Confidence Interval

The range of confidence interval for various encryption algorithms are calculated

by considering the interval 95% for each algorithm with 160 characters as input

because the margin of error is about twice the standard deviation [126]. Con-

fidence interval is an interval estimate of a population parameter and is used

to indicate the reliability of an estimate. Figure 8.6(a), 8.6(b), 8.6(c), 8.6(d),

and 8.6(e) represent the range of confidence interval (high & low range values)

for the encryption (E low interval, E high interval) and decryption (D low in-

terval, D high interval) of the message (SMS) with 160, 320, 480, 640, and 800

characters in length for DES, Triple-DES with 2-keys, Triple-DES with 3-keys,

and AES algorithms. Here, the unit of time is nanoseconds. The t-distribution

is used to calculate the confidence interval because it computes confidence in-

tervals for small n (30 samples in our analysis), if the data is not normally

distributed [127]. In this process, the SMS size from 160 to 800 characters is

evaluated, where more than 160 characters in an SMS is split and concatenated

with another SMS. In other words, the transmitted message can contain a range

of 1120 bits to 56000 bits, where each character is mapped with 7-bits ASCII

value. A low standard deviation indicates that data points tend to be very

close to the mean, whereas high standard deviation indicates that data points

are spread out over a large range of values. Since the AES is strict to its out-

put range as compared to DES, TripleDESK2, and TripleDESK3. Hence, it is

considered the best among them.

8.6.3 A Variant of AES: MAES Algorithm

The AES with 128-bit key has been proved to be an efficient algorithm to encrypt

the SMS but, its security cannot be remain maintained in the subsequent years.

Various researchers have found attacks (partial) on AES 128-bit key [89], [128]

with some assumptions. Thus, a variant of AES namely MAES (modified AES)

is proposed, which is more secure with 256-bit key (as original AES) and 256-bit
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Figure 8.6: Confidence interval of different algorithms for SMS size (left to right,
top to bottom) (a) 160 (b) 2x160 (c) 3x160 (d) 4x160 (e) 5x160 (f) 160 chars.
with AES and MAES
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each block of data. The increase in length of each block improves the perfor-

mance of MAES than the original AES. Various steps of MAES algorithm are

as follows:

1. Key Generation: In the EasySMS protocol, 256-bit of DK1 key is gener-

ated at MS1 as well as at AS, which is used as cipher key for the MAES

algorithm and round keys are derived from this 256 bits cipher key using

AES key schedule.

2. Initial Round: AddRoundKey - each byte of the state is combined with

the round key using bitwise-XOR.

3. Rounds: (i) SubBytes - a non-linear substitution step where each byte

is replaced with another according to a lookup table, (ii) ShiftRows - a

transposition step where each row of the state is shifted cyclically a certain

number of steps, (iii) MixColumns - a mixing operation, which operates

on the columns of the state, (iv) AddRoundKey.

4. Final Round (no MixColumns): (i) SubBytes (ii) ShiftRows (iii) Ad-

dRoundKey

For MAES, we have considered that SubByte and ShiftRow are swapped

and an alternative matrix is used (in MixColumns), which is same as its inverse,

as explained in section 4.6.2. Table 8.6 shows the performance of AES and

MAES algorithms with one SMS size of plaintext and ciphertext pairs in bits

and characters, where MAES generates 158 characters after ciphering the SMS

of 160 characters. Various algorithms DES, Triple-DES, AES, CAST6, Twofish,

RC2, RC6, MAES have been implemented and the encryption/decryption time

of SMS with 160 characters are evaluated, which is clearly shown in Figure

8.5(c) and Figure 8.5(d). Finally, it is concluded that out of these algorithms

(DES, TripleDESK2, TripleDESK3, AES, MAES), the MAES algorithm is more

efficient to encrypt the SMS. The confidence interval for AES and MAES can be

observed from Figure 8.6(f), where confidence interval (high & low range values)

of MAES is strictly close to the encryption process.
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Table 8.6: SMS size (input, output)

SMS Size AES MAES

1 SMS (in bits) 1120, 1540 1120, 1111
1 SMS (in char.) 160, 220 160, 158

8.7 Formal Proof of EasySMS Protocol

BAN-Logic symbols are used in order to formally proof the authentication pro-

cess of EasySMS protocol. Various notations used in BAN-Logic are described

in section 3.7.4.

1. The Formal Messages in EasySMS Protocol:

Phase-1: (1) MS1 → MS2: ID1, Ta, ReqNo, f1(ID1, ReqNo)SK1 ; MS1
SK1↔

AS1

(2) MS2 → AS2: ID1, ID2, Tb, ReqNo, f1(ID1, ReqNo)SK1 , f1(ID2, Tb,

f1(ID1, ReqNo)SK1)SK2 ; MS2
SK2↔ AS2

(3) AS2 → CA/RA: {ID1, ID2, Tc}SK AS−CA; ∀ ASi
SK ASi−CA↔ CA

(4) CA/RA → AS2: {AS1, Tc}SK AS−CA

(5) AS2 → AS1: {ID1, ReqNo, f1(ID1, ReqNo)SK1 }SK AS1−AS2 ; ∀ ASi

SK ASi−ASj↔ ASj; where i 6= j

(6) AS1 → MS1: Td, Expirytime, f1(Td, Expirytime, ReqNo)SK1

(7) MS1 → AS1: {Td, ReqNo}DK1 ; MS1
DK1↔ AS1

(8) AS1 → AS2: {ReqNo, Expirytime, f2(Td, ReqNo)SK1}SK AS1−AS2

(9) AS2→MS2: {Te, ReqNo, Expirytime, {f2(Td, ReqNo)SK1 }SK AS1−AS2

}SK2

(10) MS2 → AS2: {Te}SK2

(11) MS2 → MS1: {Ta, ReqNo}DK1

Phase-2: (1) MS1 → MS2: {Ti, ID1}DK1

(2) MS2 → MS1: {Ti}DK1

2. Security Assumptions:

a) It is assumed that SK key is shared between each MS and the AS.

(1) Each MS has a secure key SK and MS |≡ MS
SK↔ AS

(2) AS has a secure key SK and AS |≡ MS
SK↔ AS

b) It is assumed that the AS trusts the CA/RA using a secret key.

(1) CA/RA |≡ CA/RA
SK AS−CA↔ AS
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(2) AS |≡ CA/RA
SK AS−CA↔ AS

c) It is assumed that communication between all the AS are done with a

secret key shared between each pair of AS, i.e., ASi | ≡ ASi
SK AS1−AS2↔

ASj and ASj | ≡ ASj
SK AS1−AS2↔ ASi, where i 6= j.

3. Security Analysis:

Phase-1: (1) MS1 → MS2: MS1 |≡ #(Ta) ∧ AS1 |≡ #(Ta); MS2 / ID1,

Ta, ReqNo, f1(ID1, ReqNo)SK1 ; MS1
SK1↔ AS1

(2) MS2 → AS2: MS2 |≡ #(Tb) ∧ AS2 |≡ #(Tb); AS2 / ID1, ID2, Tb,

ReqNo, f1(ID1, ReqNo)SK1 , f1(ID2, Tb, f1(ID1, ReqNo)SK1)SK2 ; MS2
SK2↔

AS2

(3) On receiving, the AS2 calculates f1(ID2, Tb, f1(ID1, ReqNo)SK1)SK2 ,

and if it matches then AS2 → CA/RA: {ID1, ID2, Tc}SK AS−CA; ∀ ASi

SK ASi−CA↔ CA

(4) After receiving the message from the AS2, the CA/RA validate ID1

and ID2, and then CA/RA → AS2: {AS1, Tc}SK AS−CA

(5) AS2 → AS1: {ID1, ReqNo, f1(ID1, ReqNo)SK1}SK AS1−AS2 ; ∀ ASi

SK ASi−ASj↔ ASj; where i 6= j

(6) First, the AS1 computes f1(ID1, ReqNo)SK1 , then AS1 → MS1: Td,

Expirytime, f1(Td, Expirytime, ReqNo)SK1

(7) The MS1 computes f1(Td, Expirytime, ReqNo)SK1 and compares it

with the received one, then MS1 → AS1: {Td, ReqNo}DK1 ; MS1
DK1↔ AS1

(8) The AS1 checks ReqNo and #Td then AS1 → AS2: {ReqNo, Expiry-

time, f2(Td, ReqNo)SK1}SK AS1−AS2

(9) AS2→MS2: {Te, ReqNo, Expirytime, {f2(Td, ReqNo)SK1 }SK AS1−AS2

}SK2

(10) MS2 → AS2: {Te}SK2 , and checks #Te with the received #Te

(11) MS2 → MS1: {Ta, ReqNo}DK1 , if MS1 finds correct #Ta and ReqNo,

then the authentication is successful.

Phase-2: (1) MS1 → MS2: {Ti, ID1}DK1 ; On receiving the message the

MS2 checks validity of ID1 and Ti <= ExpTime.

(2) MS2 → MS1: {Ti}DK1 ; If received Ti is same as was sent, then au-

thentication is completed.

4. Message Meaning Rule:
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(1)
MS1|≡(MS1

DK1↔ MS2)∧(MS1
SK1↔ AS1)∧(MS2

SK2↔ AS2),AS2/f1(ID2,T b,f1(ID1,ReqNo)SK1
)SK2

MS2|≡AS2 |̃ f1(ID2,T b,f1(ID1,ReqNo)SK1
)SK2

(2)
AS1|≡f2(Td,ReqNo)SK1

∧(AS1
SK1↔ MS1),MS1/f1(Td,ReqNo,Expirytime)SK1

AS1|≡MS1 |̃ f1(Td,ReqNo,Expirytime)SK1

5. Nonce/Timestamp Verification Rule:

(1)
MS1|≡#(Ta)∧MS2#(Tb),MS2|≡AS2 |̃ f1(ID2,T b,f1(ID1,ReqNo)SK1

)SK2

MS2|≡AS2|≡f1(ID2,T b,f1(ID1,ReqNo)SK1
)SK2

(2)
AS2|≡(#(Tc)∧#(Te))∧AS1|≡#(Td),AS1|≡MS1 |̃ f1(Td,ReqNo,Expirytime)SK1

AS!|≡MS1|≡f1(Td,ReqNo,Expirytime)SK1

6. Jurisdiction Rule:

(1)
MS2|≡AS2⇒f1(ID2,T b,f1(ID1,ReqNo)SK1

)SK2
,MS2/AS2 |̃ f1(ID2,T b,f1(ID1,ReqNo)SK1

)SK2

MS1|≡MS2|≡AS2|≡AS1

(2)
AS1|≡MS1⇒f1(Td,ReqNo,Expirytime)SK1

,AS1/MS1 |̃ f1(Td,ReqNo,Expirytime)SK1

(AS1|≡MS1)∧(AS2|≡MS2)|≡AS2|≡MS1

7. Protocol Goals:

a) Mutual authentication between the MS and the AS:

MS2 |≡ AS2 ∧ AS1 |≡ MS1 → MS1 |≡ MS2 ≡ AS2 |≡ AS1; Thus, mutual

authentication is hold.

b) Efficient key management between the sender and receiver MS:

A DK1 key is used between the MS1 and the MS2 to provide agreement.

AS1 |≡ #(Td), MS1 |≡ DK1 ∧ #(Td), since DK1=f2(Td, ReqNo)SK1 ; AS2

|≡ #(Te), MS2 |≡ SK2 ∧ #(Te), and (AS1 → AS2) ∧ AS2 → MS2) |˜DK1

c) Key freshness between the MS and the AS:

AS1 |≡ #(Td) ∧MS1 |≡ D#(Td), AS2 |≡ #(Te) ∧MS2 |≡ D#(Te), since

DK1=f2(Td, ReqNo)SK1

d) Confidentiality between the end-to-end MS via AS:
MS1|≡(MS1

DK1↔ MS2),MS2/(Msg)DK1

MS1|≡MS2 |̃ Msg
∧ MS2|≡(MS2

DK1↔ MS1),MS1/(Msg)DK1

MS2|≡MS1 |̃ Msg

e) Resistance replay attack:

If the attacker gets #(Ta) from message (1) and #(Tb) from message (2),

he/she is unable to forge the message because he/she does not know SK1

and SK2. If the attacker gets #(Td) from message (6) and #(Te) from

message (9), he/she is unable to forge the message because he/she does

not know DK1 and SK2. Since #Ta, #Tb, #Td and #Te will be changed

next time, thus, it defeats the attack.

f) Resistance man-in-the-middle attack:

Since, the attacker knows neither DK1 nor {}DK1 encryption algorithm,

hence, it prevents the communication from being eavesdropped.

g) Resistance SMS disclosure and OTA attack:
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The MAES algorithm is proposed to use as {}DK1 , which prevents SMS

disclosure attack. End-to-end security of message between both the MS is

provided by MAES with DK1 key.

h) Resistance impersonation attack:

1) Adversary tries to impersonate the MS: Since, f1(ID2, Tb, f1(ID1, ReqNo)SK1)SK2

and f1(ID1, ReqNo)SK1 are computed at MS2 and MS1, and are compared

at AS2 and AS1 respectively. This prevents the MS from the imperson-

ation attack.

2) Adversary tries to impersonate the AS: The integrity value of f1(ID2,

Tb, f1(ID1, ReqNo)SK1)SK2 at MS2 and at AS2 will be violated. Addi-

tionally, if the MS1 receives f1(Td, ReqNo, Expirytime)SK1 at any time,

then the connection will be terminated because the MS1 had not sent any

request.

8.8 Chapter Summary

We have designed, the EasySMS protocol in order to provide end-to-end se-

cure SMS communication between mobile users. This protocol provides mutual

authentication between the user and the network. The analysis of proposed pro-

tocol shows that the protocol is able to prevent replay attack, SMS disclosure,

over the air modification, man-in-the-middle attack and impersonation attack.

The transmission of symmetric key to the mobile user is efficiently managed by

the proposed protocol. The protocol produces lesser communication and com-

putation overheads than the SMSSec and PK-SIM protocols. On an average,

EasySMS protocol reduces bandwidth consumption by 51% and 31% and is able

to lower the message exchanged ratio by 62% and 45% during the authentication

in comparison to SMSSec and PK-SIM protocols respectively, when number of

authentication requests (n) = 10, 50, 100, 200, 500, and 1000. Further, an im-

proved MAES algorithm has been proposed, which provides faster encryption

and decryption execution time in comparison to the other existing algorithms

like DES, TripleDES with 2 keys, TripleDES with 3 keys, AES, Twofish, RC2,

RC6, and CAST6.
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Chapter 9

Batch Verification Based AKA

Protocol for End-to-End SMS

Security for Mobile Users

9.1 Introduction

The existing SMS facility does not have a mechanism to transmit confidential

information from one mobile user to another user or to a group of users. It is a

great challenge to provide end-to-end SMS security for multiple recipients at the

same time especially when the system deals with symmetric key cryptography.

Developed such protocol can be used in various applications like urgent business

meeting information, military services like transmission of secure information in

the battlefield, current location to our friends or family members, share market

information etc.

9.2 System, Security and Attack Models

This section presents a system model, communication security requirements,

and attack model in order to design a batch oriented end-to-end secure protocol

for SMS transmission.
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Figure 9.1: Batch verification-based end-to-end secure transmission of SMS

9.2.1 System Model

Consider a scenario where an MS sends the SMS to multiple MS simultaneously.

Each MS, who receives the SMS, sends authentication request to the AS to verify

the identity of the sender MS. The same scenario may execute for many other

MS who wish to send SMS to the multiple recipients MS at the same time. The

AS must be able to verify the maximum number of MS at one time based on its

capacity. A scenario is demonstrated in Figure 9.1 where multiple MS send their

authentication requests to the AS for the verification of sending MS′s identity

at the same time or in a fixed (very less) duration time. The AS handles all the

authentication requests and authenticates all the MS requested for the same. An

efficient way is to perform a batch oriented authentication for multiple requests.

But, it is required to verify whether there is any malicious request in the batch.

If yes, then we need to identify it, remove it from the batch, and then again

re-batch authentication is performed. One has to pay additional cost for every

re-batch authentication. Various notations used in this chapter are presented
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Table 9.1: Notations
Symbol Definition Size(Bits)

IMSI International Mobile Subscriber Identity 128
TID Temporary Identity 128
ReqNo Request Number 128
SK Shared secret key between MS and AS 128
DK Delegation key generated from SK 128
MAC Message Authentication Code 64
T Timestamp 64
K Random Number 128
Z Signature generated by MS 128
Actcode Activation Code of SK key 64
SIMcode SIM Code of SK key 64
f1() Function used to generate DK -
f2() Function used to generate TID -
f3() Function used to generate MAC -
E{}DK Encryption function with DK key -
D{}DK Decryption function with DK key -
⊕ Bitwise-XOR operation -
‖ Concatenation -

in Table 9.1 along with their definitions and size. Here, the mobile operator′s

server is an authentication server AS, which is basically an authentication center

AuC in the traditional cellular network.

9.2.2 Security Requirements

A strong protocol must include basic security requirements for end-to-end SMS

security. These requirements are mutual authentication, session key establish-

ment, and privacy preservation, which have explained in section 7.2.2.

9.2.3 Attack Model

When an SMS is sent from one MS to another MS, it follows the path as MS→

BTS→ BSC→ MSC→ SMSC→ SMS-Gateway→ MSC→ BSC→ BTS→ MS. It

is required that the proposed protocol must be able to provide prevention from

SMS disclosure attack, SMS spoofing attack, OTA interface attack, cryptanal-

ysis attack of generated cryptographic keys, replay attack, man-in-the-middle

attack, and unencrypted SS7 network.
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9.3 Proposed Protocol: BOPSMS

This section proposes an efficient protocol for SMS security over the network.

Basically, the development of this protocol is divided into two parts. The first

part focuses on the performance analysis of the authentication server to effi-

ciently handle multiple authentication requests received at one time from each

MS, and second part provides the illustration of complete end-to-end protocol

for secure SMS along with first part. The first part is shown in Figure 9.2, while

the complete BOPSMS protocol can be understood by Figure 9.3. The AS is al-

ways secure from any personal access by end user/mobile operator/intruder and

is considered same as presently exists in the traditional cellular networks. Thus,

it is almost impossible to extract the secret key SK. The storage scenario of SK

key presented is same as nowadays used for voice communication in traditional

cellular network. One should not confuse the AuC with the SMSC where the

mobile operator can easily access the content of message. The AuC is secure

from any personal access, and the keys stored at AuC can be accessed only by

the execution of authentication protocol.

9.3.1 Focus on Efficient AS

In this subsection, an efficient approach for the AS is presented, which provides

mutual authentication between the AS and each MSi, similar to presented for

value added services in [119], however, the generation of temporary identity

(TID)/IMSI is different. Let m be the total number of authentication requests

generated by various MSi who receives the SMS sent by sender MS at any point

of time. The Actcode is the one time activation code that is sent to the AS, and

has explained in section 7.3.2 (at MS: Actcode = LCSn(T1 ⊕ LAI ⊕ SIMcode)

and at AS: SIMcode = RCSn(T1 ⊕ LAI ⊕ Actcode)). Similar to EXTVAS-AKA

explained in section 7.3.2, each MS chooses a random number ki (1< ki < m),

generates current timestamp Ti and DKi, where DKi = f1(Ti)SKi
. Then, every

MSi generates Yi = ki ⊕ IMSIi and signature as Zi = (ki + DKi ⊕ ReqNo) mod

m. Each MSi also computes Actcodei and TIDi = f2(IMSIi, Ti)DKi
to protect

the original IMSIi over the network. This defeats user-id theft and man-in-the-

middle attacks.
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Figure 9.2: Proposed approach for the AS

Now, each MSi sends an authentication request as (Ti, Yi, Zi, TIDi, Actcodei)

to the AS. On receiving the authentication requests, the AS computes SIMcodei,

DKi, and IMSIi = f2(TIDi, Ti)SKi
with the help of SKi. Next, the AS computes

P =
∑

m
i=1 (DKi⊕IMSIi) and R =

∑
m
i=1 Zi⊕IMSIi - (ReqNo⊕P). If

∑
m
i=1Yi ==

R, then all the MSi are successfully verified by the AS otherwise, one or more

MSi are malicious or invalid, which requires re-batch authentication. Here, Re-

qNo is the request number for authentication. In the re-batch authentication

process, first the AS finds malicious MSi by Malicious Req Algorithm(AR) al-

gorithm (explained in section 7.4.2). The AS removes the malicious MSi from the

batch and again computes P =
∑

m−t
i=1 (DKi⊕IMSIi) and R =

∑
m−t
i=1 Zi⊕IMSIi -

(ReqNo⊕P), where t is the total number of invalid MSi. Then the AS compares∑
m−t
i=1 Yi == R. If it holds, then all the MSi are authenticated by the AS oth-

erwise, repeat the re-batch authentication. Finally, the AS sends all Pi to the

respective MSi. All the MSi compute P′i as P′i = DKi ⊕ IMSIi and compare

it with the received Pi. If both are same, then the AS is verified by all the

MSi otherwise, the particular MSi terminates the connection and resends the

authentication request to the AS.
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9.3.2 BOPSMS Protocol for End-to-End SMS Security

This subsection proposes a complete batch verification-based protocol to pro-

vide secure SMS facility, which is shown in Figure 9.3 and is divided into two

phases as follows:

Phase-1: Initially, the sender MS generates T1, ReqNo, Actcode1, TID1 =

f2(IMSI1, T1)DK1 and MAC11 = f3(T1, ReqNo, TID1, Actcode1), and sends

to all targeted MSi (message (1)). Each MSi chooses a random number ki (1<

ki <m), generates timestamp Ti and DKi = f1(Ti)SKi
. Every MSi computes

Yi = ki ⊕ IMSIi and signature as Zi = (ki + DKi ⊕ ReqNo)mod m. Each

MSi also computes Actcodei and TIDi = f2(IMSIi, Ti)DKi
and MAC2i = f3(T1,

ReqNo, TID1, Actcode1, MAC11 , Ti, Yi, Zi, TIDi, Actcodei) to prevent the

transmission of original IMSIi over the network, and sends (T1, ReqNo, TID1,

Actcode1, MAC11 , Ti, Yi, Zi, TIDi, Actcodei, MAC2i) to the AS (message

(2)). Here, TID, IMSI, ReqNo, Y, Z, SK, DK, P, R, and Q are of 128 bits,

whereas timestamp T and expiry time ExpT are of 64 bits in size. On receiving

the authentication requests, the AS first computes MAC1′1 and MAC2′i, and

compares them with the received MAC11 and MAC2i. If both are same, then

only the AS proceeds for next step otherwise, the connection is terminated for

each invalid result. The, the AS computes all SIMcodei, DKi, and IMSIi for

valid results. Thereafter, the AS computes P =
∑

m
i=1 (DKi⊕IMSIi) and R =∑

m
i=1 Zi⊕IMSIi - (ReqNo⊕P). If Q = (

∑
m
i=1Yi) == R, then all the MSi are suc-

cessfully verified by the AS otherwise, one or more MSi are malicious or invalid,

which then requires re-batch authentication, where the AS finds the malicious

MSi with a detection algorithm and removes the malicious MSi from the batch.

Afterwards, the AS sends {Tm+1, ReqNo, ExpT}DK1 to the MS (message

(3)). The MS replies back to the AS with {Tm+1}DK1 (message (4)). Thereafter,

the AS sends all Pi to the respective MSi along with MAC3i = f3(Pi) and {Tm+2,

ReqNo, ExpT, DK1}DKi
(message (5)). All the MSi first compute and compare

MAC3i ?= MAC3′i. If it holds for all MSi, then compute P′i = (DKi ⊕ IMSIi)

and compare it with the received Pi. If both are equal, then the AS is verified by

all the MSi otherwise, the particular MSi terminates the connection. Finally, the

AS sends {T1, ReqNo}DK1 to the MS (message (6)), where T1 (first timestamp)

shows the completion of authentication process.
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Figure 9.3: BOPSMS protocol (a) phase-1 (b) phase-2

Phase-2: For each subsequent authentication within expiry time of DK1 key, the

MS sends TID1, ReqNo, {Tj}DK1 to respective MSi (message (1)). On receiving

the message, all the MSi check (ReqNo, ExpT) and respond back to the MS

with {ReqNo, Tj}DK1 (message (2)).

9.4 Discussion

The reliability analysis of BOPSMS protocol and the algorithm to detect ma-

licious requests are explained in section 7.4 (chapter 7). Figure 9.4 shows the

reliability analysis of proposed protocol in terms of Hypergeometric distribution

probability, when 100 ≤ NMS 1000, 100 ≤ NAS, NIN = 10, and (a) t=2 (b)

t=4 (c) t=6 (d) t=8 (e) t=10. The Figure 9.4(f) represents the probability of

Hypergeometric distribution, when NMS = 1000, NAS = 900, NIN = 10, and

malicious authentication requests t = 1, 2, 3,...,10. This probability is maximum

(0.25) for t = 5, and minimum (0.00059) for t = 10.

9.5 Security Analysis of BOPSMS Protocol

This section provides the security analysis of the BOPSMS protocol in terms of

mutual authentication, session key establishment, and privacy preservation.
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Figure 9.4: Reliability analysis (left to right, top to bottom) (a) t=2 (b) t=4
(c) t=6 (d) t=8 (e) t=10 (f) t=1, 2,...,10
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9.5.1 Mutual Authentication

The BOPSMS protocol provides mutual authentication between the AS & the

MS, and the AS & the MSi. The AS authenticates all the MSi by checking
∑m

i=1

Yi == R, and each MSi authenticates the AS by comparing P′i ?= Pi. The MS

(sender) authenticates the AS with DK1, and the MS is authenticated by the

AS with the received message including Tm+1.

9.5.2 Session Key Establishment

The DKi key is used as a session key for each authentication between the AS

and the MSi. This key is used for a session within the expiry time.

9.5.3 Privacy Preservation

The privacy of each MSi is well protected during the authentication process.

The TIDi is computed from the original IMSIi as TIDi = f2(IMSIi, Ti)DKi
.

9.5.4 Resistance from Various Attacks

1. SMS Disclosure: The encryption approach ({}DK1 = AES) used in BOPSMS

protocol helps in transmitting authentication information securely and

prevents the system from SMS disclosure.

2. SMS Spoofing: The proposed protocol provides mutual authentication be-

tween all the MSi and the AS. When all the MSi and the AS authenticate

each other then only the authentication is successfully completed. Hence,

no malicious user or attacker can spoof the SMS.

3. Replay Attack: The BOPSMS protocol is free from this attack because it

sends timestamp and request number along with the information over the

network.

4. Man-in-the-middle Attack: In the BOPSMS protocol, a symmetric cryp-

tographic algorithm ({}DK1 = AES) is used between the sender MS and all

the recipients MS through the AS. Further, DK1 and DKi keys are secret

in nature. Thus, it prevents the communication from eavesdropping and

MITM attack.
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5. OTA Protection: The BOPSMS protocol provides end-to-end security

from the sender MS to all the receivers including OTA interface with a

strong encryption {}DK1 with DK1 key, which is generated from SK key

shared between the MS (sender) and the AS.

6. Redirection Attack: The integrity protection with message authentication

codes MAC11, MAC2i, and MAC3i protects the messages from redirection

attack.

7. Security Protection over the SS7 Channel: The proposed protocol provides

end-to-end security so that no attacker could gain the secret information

from the message over the SS7 channel.

9.6 Performance Evaluation of BOPSMS Pro-

tocol

This section provides the performance evaluation of our proposed approach for

the AS along with the proposed BOPSMS protocol.

9.6.1 Analysis of Proposed Approach for AS

We analyze the performance of the proposed approach for the AS (discussed in

section 9.3.1) in terms of communication overhead and compare it with various

other protocols of vehicular ad hoc networks like IBV [59], ECDSA-AKA [60],

BLA [62], and ABAKA [58].

Table 9.2: Communication overhead in single authentication

Protocols
Device to Server
(bytes)

Server to Device
(bytes)

IBV 63 N/A
ABAKA 84 80
BLS 146 N/A
ECDSA-AKA 167 167
Our Approach for AS 56 16

Single Authentication: It can be clearly observed from Table 9.2 that the

proposed approach for the AS generates lesser transmission overhead, i.e., 64
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Figure 9.5: Total transmitted bytes in various protocols (left to right, top to
bottom) (a) single authentication, (b) batch authentication: from the device to
the server, (c) batch authentication: from the server to the device
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Table 9.3: Communication overhead in batch authentication

Protocols
Device to Server
(bytes)

Server to Device
(bytes)

IBV 63m N/A
ABAKA 84m 80m
BLS 146m N/A
ECDSA-AKA 167m 167m
Our Approach for AS 56m 16m

and 16 bytes, from the device to the server and the server to the device respec-

tively as compared to ABAKA, BLA, and ECDSA-AKA protocol. However, it

is slightly large than the IBV protocol that produces 63 byes overhead from the

device to the server.

Multiple Authentications: Table 9.3 represents the communication overhead gen-

erated by m-authentication requests, which is similar to m-times single authen-

tication. Figure 9.5(a) represents two separate graphs for transmitting the in-

formation from the MS to the AS and from the AS to the MS. Figure 9.5(b)

and Figure 9.5(c), each shows a graph for device to server and server to de-

vice multiple authentication and conclude that proposed approach for the AS

generates lesser (except IBV) number of transmitted bytes, when m = 50, 100,

200, 500, and 1000. In Figure 9.5(c), the IBV and BLS protocols are considered

with zero value from the server to the device authentication. From the device

to the server, the batch oriented proposed approach is able to lower 23.81%,

56.17%, and 61.68% of the transmission bandwidth as compared to ABAKA,

BLS, and ECDSA-AKA protocols respectively. Similarly, for the transmission

of bytes from the server to the device, the proposed approach reduces the band-

width by 80% and 90.5% in comparison to ABAKA and ECDSA-AKA protocols

respectively.

9.6.2 Analysis of BOPSMS Protocol

This subsection analyzes the performance of BOPSMS protocol for end-to-end

SMS security. Let m be the number of targeted/recipient MS and r be the

number of subsequent multiple authentication requests within the expiry time,

i.e., ExpT.

1. Communication Overhead: The transmission overhead for the BOPSMS
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protocol during the m-authentication requests can be calculated as:

Phase-1: Total number of transmitted bits = (1)+(2)+(3)+(4)+(5)+(6) =

(128+ 64+128 +64+64)*m + (128+64+128+64+64+128+64+128+128+

64+64)*m+(64+64+128)+(64)+((128+64)*m+(64+128+64+128)*m) +

(128+64) = 512+2048*m

Phase-2: Total number of transmitted bits = ((7)+(8))*r = (128+128+

64)*r+ (64+128)*r = 512*r

Total overhead = 512+(2048*m)+(512*r) bits

Figure 9.6: BOPSMS protocol (a) communication overhead (b) computation
overhead

2. Computation Overhead: The computation overhead generated by BOPSMS

during m-authentication requests is computed as below:

Phase-1: Computation at MS: f1(), f2(), 2*D{}DK1 , E{}DK1 , f3(), Actcode1

Computation at MSi: m*f1(), m*f2(), m*(DKi ⊕ IMSIi), m*(ki ⊕ IMSIi),

Wi = m*(DKi ⊕ ReqNo), Zi = m*(ki ⊕ Wi), m*D{}DK1 , m*Actcode1,

2m*f3()

Computation at AS: (m+1)*f1(), (m+1)*f2(), Pi = m*(DKi ⊕ IMSIi),

P = (m-1)*
∑m

i=1 Pi, Z′i = m*(Zi ⊕ IMSIi), R′ = (ReqNo ⊕ P), Z′ =

(m-1)*
∑m

i=1 Z′i, (Z′ - R′), Q = (m-1)*
∑m

i=1 Yi, D{}DK1 , (m+2)*E{}DK1 ,

3m*f3(), 2m*SIMcode1

Phase-2: Computation at MS: r*E{}DK1 , r*D{}DK1 ; at MSi: r*D{}DK1 ,

r*E{}DK1

Now, all functions are considered with a single unit cost. The computa-

tions at MS, MSi, and AS are as follows:

Phase-1: at MS: 7; at MSi: 10*m; at AS: 3*(m-1)+(8*m+5)+2+(2*m)
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= 13*m+4

Phase-2: at MS: 2*r; at MSi: 2*r

Total overhead = 7+(10*m)+(13*m+4)+(2*r)+(2*r) = 11+(23*m)+(4*r)

bits

Figure 9.6 shows the communication and computation overheads (in bits)

when m = 10, 20, 50, 100; r = 1, 2, 5, 10.

9.7 Simulation of BOPSMS Protocol

This section presents the simulated results of BOPSMS protocol in Java environ-

ment and evaluates total execution time, batch verification delay, and re-batch

verification delay of BOPSMS protocol.

9.7.1 Protocol Execution Time

This implementation involves a client-server paradigm, where MS is a client

and AS is a server. On an average, the execution time to perform each oper-

ation, i.e., addition, multiplication (bitwise XOR), and subtraction, is Tadd =

.000933 milliseconds, Tmul = .030322 milliseconds, and Tsub = .000933 millisec-

onds respectively. Total number of operations required in a batch authentication

are: (2m+2)*f1(), (2m+2)*f2(), (5m+1)*f3(), Tsub, (5m+1)*Tmul, (4m-3)*Tadd,

(m+2r+3)*E{}DK1 , (m+2r+3)*D{}DK1 , (m+1)*Actcodei, 2m*SIMcodei.

Table 9.4: Computation for f2() and f3() used in BOPSMS protocol

f2() f3()
Enc ExT TUM Dec ExT TUM ExT PCPUT TUM

42 9139681 15 9124165 221.60 296.40 15211840

Table 9.5: f1() and E{}/D{} used in BOPSMS protocol

E{}DK/D{}DK f1()
E{}DK ExT TUM D{}DK ExT TUM ExT PCPUT TUM

8.8 9329.6 9.1 4816 273.41 296.40 15204024

In phase-1 of BOPSMS protocol, on an average, the connection establish-

ment time between the MS/MSi and the MSi/AS is 3659 milliseconds, and the

transmission time: for message (1) is 3.1 milliseconds, for (2) is 3.8 milliseconds,
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Table 9.6: Actcode/SIMcode in BOPSMS protocol

Computation of Actcode/SIMcode function
ExT PCPUT TUM

0.89 93.60 12968290

Table 9.7: Execution time for BOPSMS protocol (in seconds)

Authentication
Requests (m)

r = 1 r = 2 r = 5 r = 10

10 57 59.2 65.8 76.8
20 110.9 113.1 119.7 130.7
50 272.6 274.8 281.4 292.4
100 542.1 544.3 550.9 561.9

for (3) is 4.6 milliseconds, for (4) is 3.0 milliseconds, for (5) is 4.8 milliseconds,

and for (6) is 4.4 milliseconds. Similarly, for phase-2, on an average, the con-

nection establishment time between the MS and the MSi is 2161 milliseconds,

and transmission time for message (1) is 4.6 milliseconds, and for message (2) is

6.1 milliseconds. This work has been simulated with 50 MS clients sending their

authentication request messages to single AS and the average value of 30 iter-

ations are considered for each result. Table 9.4 represents the results obtained

for f2() with AES-CTR algorithm, where encryption (generation of TIDi) took

42 milliseconds and decryption (generation of IMSIi) executed 15 milliseconds.

In total operations of f2(), half operations are used as encryption (to generate

TIDi) and other half as decryption (to generate IMSIi). As shown in Table 9.5,

it has been found that AES (without mode) takes 8.8 milliseconds for E{}DK1

and 9.1 milliseconds for D{}DK1 on J2ME WTK platform (version 2.5.1). The

f3() and f1() are implemented as HMACSHA1 and HMACSHA256 respectively.

The results obtained for the same are shown in Table 9.4 and Table 9.5. The

output of HMACSHA1 and HMACSHA256 are truncated to 64 and 128 bits

respectively because the output of f3() is 64 bits MAC while the output of f1()

is 128 bits, which is DKi key. The input to HAMCSHA1 and HMACSHA256

are 512 bits (actual input size plus trailing zeros to make it multiple of 512).

Table 9.6 shows the results obtained for Actcode/SIMcode, which is a function

of XOR and took 0.89 milliseconds.

Total Operations Required by BOPSMS in Single Authentication: Please note

that phase-2 will not execute for single authentication.

221



9.7. SIMULATION OF BOPSMS PROTOCOL

Figure 9.7: BOPSMS protocol (left to right, top to bottom) (a) execution time
(b) verification time for phase-1 (c) verification time for phase-2 (d) re-batch
verification time
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at MS: f1(), f2(), E{}DK1 , 2*D{}DK1 , f3(), Actcode1

at MSi: f1(), f2(), 3*Tmul, Tadd, D{}DK1 , 2*f3(), Actcodei

at AS: 2*f1(), 2*f2(), 3*Tmul, Tsub, 3*E{}DK1 , D{}DK1 , 3*f3(), 2*SIMcodei

Total execution time for BOPSMS in single authentication = server connection

establishment time phase-1 + transmission time for all messages phase-1 + time

at MS + time at MSi + time at AS = 3659 + (3.1 + 3.8 + 4.6 + 3.0 + 4.8 + 4.4)

+ (273.41 + 42 + 8.8 + 2*9.1 + 221.60 +0.89) + (273.41 + 42 + 3*0.030322 +

0.000933 + 9.1 + 2*221.60 +0.89) + (2*273.41 + 2*15 + 3*0.030322 + 0.000933

+ 3*8.8 + 9.1 + 3*221.60 + 2*0.89) = 6295.28 milliseconds = 6.30 seconds

Total Operations Required by BOPSMS in Multiple/Batch Authentication:

at MS: f1(), f2(), (1+r)*E{}DK1 , (2+r)*D{}DK1 , f3(), Actcode1

at MSi: m*f1(), m*f2(), 3*Tmul, Tadd, r*E{}DK1 , (m+r)*D{}DK1 , 2m*f3(),

m*Actcodei

at AS: (1+m)*f1(), (1+m)*f2(), (2m+1)*Tmul, (3m-3)*Tadd, Tsub, 3*E{}DK1 ,

D{}DK1 , 3m*f3(), 2m*Actcodei

In phase-1, the frequency of messages (1), (2), and (5) are based on the number

of authentication requests, i.e., m, while messages (3), (4), and (6) are single

messages.

Total execution time for BOPSMS in batch authentication = server connec-

tion establishment time phase-1 + transmission time for all messages phase-1 +

server connection establishment time phase-2 + transmission time for all mes-

sages phase-2 + time at MS + time at MSi + time at AS = 3659*m + ((3.1

+ 3.8 + 4.8)*m + 4.6 + 3.0 + 4.4) + 2161*r + (4.6 + 6.1)*r + (273.41 + 42

+ (1+r)*8.8 + (2+r)*9.1 + 221.60+ 0.89) + (m*273.41 + m*42 + 3*0.030322

+ 0.000933 + r*8.8 + (m+r)*9.1 + 2m*221.60 + 0.89*m) + ((1+m)*273.41

+ (1+m)*15 + (2m+1)*0.030322 + (3m-3)*0.000933 + 0.000933 + 3*8.8 +

9.1 + 3m*221.60 + 2m*0.89) = 900.04+ 2207.5*r+5394.35*m milliseconds =

0.9+2.20*r+5.39*m seconds

Table 9.7 shows execution time (in seconds) for BOPSMS protocol, when m

= 10, 20, 50, 100, and subsequent authentication requests r = 1, 2, 5, 10. It is

clear that execution time reduces when m is increased.
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9.7.2 Verification Delay

The verification delay for BOPSMS protocol is observed in this subsection.

BOPSMS Phase-1: Operations to verify the MSi by the AS = m*f1(), m*f2(),

m*(DKi ⊕ IMSIi), P = (m-1)*
∑m

i=1 Pi, Z′i = m*(Zi ⊕ IMSIi), Z′ = (m-1)*
∑m

i=1

Z′i, R′ = (ReqNo ⊕ P), (Z′ - R′), Q = (m-1)*
∑m

i=1 Yi, m*f3(), m*SIMcodei

Operations to verify the MS by the AS = f1(), f2(), E{}DK1 , D{}DK1 , m*f3(),

m*SIMcodei

Operations to verify the AS by the MSi = Pi = m*(DKi ⊕ IMSIi), m*f3()

Operations to verify the AS by the MS = D{}DK1

It is considered that all functions are of single unit cost. Then,

Operations to verify the MSi by the AS = m*f1(), m*f2(), (2m+1)*Tmul, (3m-

3)*Tadd, Tsub, m*f3(), m*SIMcodei

Operations to verify the MS by the AS = f1(), f2(), E{}DK1 , D{}DK1 , m*f3(),

m*SIMcodei

Operations to verify the AS by the MSi = m*Tmul, m*f3()

Operations to Verify the AS by the MS = D{}DK1

Time to verify the MSi by the AS = m*273.41 + m*15 + (2m+1)*0.030322

+ (3m-3)*0.000933 + 0.000933 + m*221.60 + m*0.89 = 0.028456 + m*510.96

milliseconds = 0.000028 + 0.51*m seconds

Time to verify the MS by the AS = 273.41 + 15 + 8.8 + 9.1 + m*221.60 +

m*0.89 = 306.31 + m*222.49 milliseconds = 0.3 + 0.22*m seconds

Time to verify the AS by the MSi = m*0.030322 + m*221.60 = m*221.63 mil-

liseconds = 0.22*m seconds

Time to verify the AS by the MS = 9.1 milliseconds = 0.0091 seconds

Thus, Total delay in Phase-1= 0.309128 + m*0.95 seconds

BOPSMS Phase-2: Operations to verify the MS by the MSi = r*D{}DK1 ,

r*E{}DK1

Operations to verify the MSi by the MS = r*D{}DK1

Time to verify the MS by the MSi = r*(9.1 + 8.8) = r*17.9 milliseconds =

r*0.02 seconds

Time to verify the MSi by the MS = r*9.1 milliseconds = r*0.009 seconds (=

r*0.01 seconds)

Total verification delay in Phase-2 = r*0.03 seconds
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9.7.3 Re-batch Verification Delay

The time delay for re-batch verification can be estimated as:

Re-batch computation = [P = (m-1-t)*
∑m

i=1 Pi, Z′ = (m-1-t)*
∑m

i=1 Z′i, R′ =

(ReqNo ⊕ P), (Z′ - R′), Q = (m-1-t)*
∑m

i=1 Yi]

Operations required for re-batch verification = (m-1-t)*Tadd + (m-1-t)*Tadd +

Tmul + (m-1-t)*Tadd + Tsub = 3(m-1-t)*Tadd + Tmul + Tsub

Time delay for re-batch verification = 3*(m-1-t) *0.000933 + 0.030322 + 0.000933

= 0.028456 + (m-t)*0.002799 milliseconds (= 0.000028 + (m-t)*0.000002 sec-

onds), where t is the number of malicious MSi that have been removed in the

re-batch authentication. Figure 9.7(a) shows the BOPSMS protocol execution

time, when authentication requests m = 10, 20, 50, 100 and subsequent authen-

tication requests r = 1, 2, 5, 10. The verification time for phase-1 and phase-2

of BOPSMS protocol can be observed from Figure 9.7(b) and Figure 9.7(c) re-

spectively when m = 10, 20, 50, 100 for phase-1 and r = 1, 2, 5, 10, 50 for

phase-2. Figure 9.7(d) illustrates re-batch verification time for the BOPSMS

protocol, when m = 10, 20, 50, 100 and invalid requests in a batch t = 2, 4, 6,

8, 10.

9.8 Formal Proof of BOPSMS Protocol

In order to formally proof the authentication process of BOPSMS protocol,

BAN-Logic symbols are used. The notations of BAN-Logic are described in

section 3.7.4.

1. The Formal Messages in BOPSMS Protocol:

Phase-1: (1) MS → MSi: Ta, ReqNo, TID1, Actcode1, MAC11

(2) MSi → AS: Ta, ReqNo, Actcode1, TID1, MAC11, Tk, Yi,Zi, TIDi,

MAC2i, Actcodei; DK1= f1(Ta)SK1 , DKi= f1(Tk)SKi
, MS

SK1↔ AS, MSi

SKi↔ AS

(3) AS → MS: {Tm+1, ReqNo, ExpT}DK1

(4) MS → AS: {Tm+1}DK1

(5) AS → MSi: Pi, MAC3i, {Tm+2, ReqNo, ExpT, DK1}DKi

(6) AS → MS: {ReqNo, Ta}DK1

Phase-2: (1) MS → MSi: {TID1, ReqNo, Tj}DK1
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(2) MSi → MS: {ReqNo, Tj}DK1

2. Security Assumptions:

It is assumed that SKi key is shared between the MSi and the AS.

(1) MSi has the secure key SKi and MSi |≡ MSi
SKi↔ AS

(2) AS has the secure key SKi and AS |≡ MSi
SKi↔ AS

3. Security Analysis:

Phase-1: (1) MS → MSi: MS |≡ #(Ta); MSi / Ta, ReqNo, Actcode1,

f2(IMSI1, Ta)DK1 , MAC11

(2) MSi → AS: MSi |≡ #(Tk); AS / Ta, ReqNo, Actcode1, TID1, MAC11,

Tk, (ki ⊕ IMSIi), ((ki + DKi ⊕ ReqNo) mod m), TIDi, MAC2i, Actcodei;

DK1= f1(Ta)SK1 , DKi= f1(Tk)SKi
, MS

SK1↔ AS, MSi
SKi↔ AS

(3) On receiving message (2), the AS computes and compares MAC11 ?=

MAC11 and MAC2i ?= MAC2i. If they hold, then computes SIMcode1,

SIMcodei, DKi = f1(Tk)SKi
, and IMSIi = f2(TIDi, Tk)DKi

along with DK1

= f1(Ta)SK1 and IMSI1 = f2(TID1, Tk)DK1 . Thereafter, the AS checks

whether Q =
∑m

i=1(Yi)==R. If yes, then all the MSi are successfully ver-

ified by the AS. Then, AS → MS: {Tm+1, ReqNo, ExpT}DK1

(4) MS generates DK1 and MS → AS: {Tm+1}DK1

(5) On receiving message (4), the AS checks the stored T(k+1) with the

received one. Then, AS → MSi: (DKi ⊕ IMSIi), {Tm+2, ReqNo, ExpT,

f1(Ta)SK1}DKi
, MAC3i

(6) On receiving message (5), the MSi computes and compares MAC3i

?= MAC3′i. If both are equal, then MSi computes (DKi ⊕ IMSIi) and

compares with the received one. Then, AS → MS: {ReqNo, Ta}DK1 . The

MS checks #Ta, if it is same as the used in message (1), then the authen-

tication is completed.

Phase-2: (1) MS → MSi: {TID1, ReqNo, Ts}DK1 , then MSi checks the

TIDi and ReqNo along with Ts <= ExpT. If it holds, then retrieve corre-

sponding DK1.

(2) MSi → MS: {ReqNo, Ts}DK1 , On receiving at MS, if ReqNo and Ts

match, then the authentication is successful.

4. Message Meaning Rule:

(1)
MS|≡(MS

SK1,DK1↔ AS)∧(MSi
SKi,DKi↔ AS),MS/f2(IMSI1,Ta)DK1

MS|≡AS |̃ f2(IMSI1,Ta)DK1
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(2)
AS|≡(AS

SK1,DK1↔ MS)∧(AS
SKi,DKi↔ MSi),AS/f2(TID1,Ta)DK1

AS|≡MS |̃ f2(TID1,Ta)DK1

5. Nonce/Timestamp Verification Rule:

(1)
MS|≡#(Ta)∧#(T (k+1)),MS|≡AS |̃ f2(IMSI1,Ta)DK1

MS|≡AS|≡f2(IMSI1,Ta)DK1

(2)
AS|≡#(T (k+1))∧#(T (k+2)),AS|≡MS |̃ f2(TID1,Ta)DK1

AS|≡MS|≡f2(TID1,Ta)DK1

6. Jurisdiction Rule:

(1)
MS|≡AS⇒f2(IMSI1,Ta)DK1

,MSi/MS |̃ f2(IMSI1,Ta)DK1

MS|≡AS|≡MSi

(2)
AS|≡MS⇒f2(TID1,Ta)DK1

,AS/AS |̃ f2(TID1,Ta)DK1

AS|≡MS|≡MSi

(3)
MSi|≡AS⇒f2(IMSIi,Tk)DKi

,AS/MSi |̃ f2(IMSIi,Tk)DKi

MSi|≡AS|≡MS

(4)
AS|≡MSi⇒f2(TIDi,Tk)DKi

,AS/AS |̃ f2(TIDi,Tk)DKi

AS|≡MSi|≡MS

7. Protocol Goals:

a) Mutual authentication:

MS |≡ MSi |≡ AS ∧ AS |≡ MSi |≡ MS→ MS |≡ AS ∧ MSi |≡ AS Thus,

mutual authentication between MS-AS and MSi-AS hold.

b) Session key agreement:

The DK1 key between the MS and the AS, and the DKi keys between each

MSi and the AS provide session key agreement.

MS | ≡ DK1 ∧ #(Ta), since DK1 = f1(Ta)SK1 , and

MSi | ≡ DKi ∧ #(Tk), since DKi = f1(Tk)SKi

c) Freshness of messages:

AS | ≡ #(Ta) ∧ MS | ≡ #(Ta), AS | ≡ #(Tk) ∧ MSi | ≡ #(Tk), AS | ≡

#(T(k+1)) ∧ MSi | ≡ #(T(k+1))

Thus, key freshness between the MS and the AS, and between each MSi

and the AS hold.

d) Privacy between the MS and the AS, and between each MSi and the AS:

MS|≡(MS
DK1↔ AS),MS/{Msg}DK1

MS|≡AS |̃ Msg
∧ MSi|≡(MSi

DKi↔ AS),MSi/{Msg}DKi

MSi|≡AS |̃ Msg

MS|≡(MS
DK1↔ AS),MS/f2(IMSI1,Ta)DK1

MS|≡AS |̃ IMSI1
∧ MSi|≡(MSi

DKi↔ AS),MSi/f2(IMSIi,Tk)DKi

MSi|≡AS |̃ IMSIi

9.9 Chapter Summary

This chapter presents a BOPSMS protocol for end-to-end secure transmission

of SMS in a batch. This protocol provides mutual authentication and hides

original IMSI between each MS and the AS. It has been shown that in batch
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authentication, from the device to the server proposed scheme for the AS low-

ers transmission bandwidth by 23.81%, 56.17%, and 61.68% in comparison to

ABAKA, BLS, and ECDSA-AKA protocols respectively, when when number of

authentication requests (m) = 50, 100, 200, 500, and 1000. Further, from the

server to the device, the proposed AS scheme reduces the communication band-

width by 80% and 90.5% as compared to ABAKA and ECDSA-AKA protocols

respectively. The reliability analysis of BOPSMS protocol is performed in terms

of Hypergeometric distribution probability, in which, out of 1000 (assumption)

authentication requests (server can handle 900 at one time), the probability of

exact t invalid authentication requests in a batch is maximum (7.36) for t = 3

and minimum (0.0013) for t = 5, when the maximum number of invalid requests

are considered as 10.
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Conclusion

10.1 Discussion

In this thesis, authentication and key agreement protocols for the GSM, UMTS,

and LTE cellular networks are proposed and analyzed. Additionally, for SMS-

based applications in the cellular networks, secure and efficient AKA protocols

are proposed for providing the value added services to the mobile users and

end-to-end secure transmission of SMS over the network.

It is observed that a secure and efficient SAKA protocol offers bidirectional

authentication and better service for the GSM network, when the mobile users

are in roaming area. The proposed GSM architecture with SAKA protocol and

secure algorithms is free from various security attacks that exist in the original

GSM architecture. It is reported that the SAKA protocol is the most efficient

protocol in terms of bandwidth utilization as compared to all the existing and

proposed GSM authentication protocols from the literature. It also generates

lesser communication overhead in comparison to all the exiting GSM authenti-

cation protocols.

The work reports that the ES-AKA protocol defeats the security limitations

that exist in the original UMTS-AKA protocol and provides better security

in the UMTS network. The protocol prevents flood-based DoS attack in the

UMTS network, which was not provided by any GSM authentication protocol.

An improved cipher algorithm named MAES-128 has been proposed for the

UMTS network, which provides faster encryption and decryption than the ex-

isting KASUMI and AES algorithms. Thus, the MAES-128 algorithm is suitable
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for ciphering messages in UMTS network. Further, the problem of DoS attack,

where an adversary can have more powerful resources than a normal user, is

overcome by a puzzle-based Secure-AKA protocol. The Secure-AKA protocol is

the only available protocol in the literature, which solves the issue of DoS attack

(flood-based DoS, DDoS, LDoS) and protects the actual identity of the mobile

user in the UMTS network. Thus, it reports a significant contribution to the

literature. It is also noticed that this protocol saves more bandwidth consump-

tion in comparison to all the existing AKA protocols in the UMTS network with

lesser communication and computation overheads.

Furthermore, the existing limitations of EPS-AKA in 4G LTE network, i.e.,

the clear text transmission of IMSI and KSIASME over the network, are improved

without increasing the communication overhead. This is the first LTE authen-

tication protocol, which protects clear text KSIASME over the network. The

protocol also prevents various security attacks and resolves the synchronization

issue that exists in the EPS-AKA protocol with nearby the same bandwidth

consumption as in EPS-AKA.

Further, in this work, we have considered the application of SMS security

in cellular networks by proposing the SecureSMS protocol, which prevents var-

ious security attacks, when the mutual authentication is performed between

the MS and the AS to provide the secure delivery of value added services.

It is observed that the SecureSMS protocol saves more than half of the total

bandwidth during the authentication than the existing SMSSec and PK-SIM

protocols. The protocol is also efficient as it produces lower overheads. The

AES and ECDSA algorithms have been tested on Nokia 6300 successfully. The

proposed scheme for SecureSMS maintains authentication, confidentiality, in-

tegrity, and non-repudiation security services. The solution to this problem has

been extended by proposing the EXTVAS-AKA protocol, which provides secure

delivery of value added services in a batch. It is found that EXTVAS-AKA ex-

ecution time and verification delay at MS and at AS increase proportionally to

the number of authentication requests in a batch. Further, it is noticed that the

re-batch verification delay is lower, if the number of malicious authentication

requests are large. This protocol lowers the bandwidth than the ABAKA, B LS,

and ECDSA-AKA protocols.

Another application considered is to provide end-to-end secure transmission
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of SMS between mobile users. This is achieved by our proposed EasySMS pro-

tocol, which efficiently sends Secure Message in both the scenarios, when the

sender and the receiver mobile users are in same network area or in different

network area. This protocol securely transmits the secret key to the recipient

user and efficiently utilizes the bandwidth than SMSSec and PK-SIM protocols.

Further, the MAES cipher algorithm provides faster encryption and decryption

in comparison to the other existing algorithms like DES, TripleDES with 2 keys,

TripleDES with 3 keys, AES, Twofish, RC2, RC6, and CAST6. This work adds

to the existing state of the knowledge as the EasySMS is the first symmetric key

cryptography-based protocol, which delivers end-to-end secure SMS. This work

is further extended for the scenario, when a user sends secure SMS messages

to multiple recipients simultaneously. To meet this objective, the BOPSMS

protocol is proposed, which keeps the original user identity private during the

authentication. The proposed approach for the server in BOPSMS to handle

multiple requests reduces the bandwidth utilization in comparison to ABAKA,

BLA, and ECDSA-AKA protocols. The communication and computation over-

heads of BOPSMS increases as the number of target MS grows. The BOPSMS

protocol is more efficient in the scenario, when a mobile user sends number of

SMS messages to a group of multiple recipients within a session as the subse-

quent authentication process takes very less execution time in comparison to

the first time authentication. This symmetric key cryptography-based protocol

is the first protocol that ensures the secure transmission of SMS in a batch and

enables users to send multiple SMS simultaneously.

10.2 Future Scope of the Work

This section briefly describes the future scope of the thesis work. The work

carried out can be extended in the following directions:

1. Attacks Analysis on GSM Phone using Open Source Software

Two projects are known to us, in order to implement and observe GSM

protocol stack with open source software: OpenBSC and OsmocomBB.

Unfortunately, there is no open source implementation available for the

UMTS and LTE networks. The developers of OsmocomBB project are
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working very hard towards incorporating the functionalities of 3G in this

project. The extension of this work may enable the possibility of vari-

ous other vulnerabilities and attacks, and can open the doors to think

differently with the analysis of open GSM stack.

2. Real-time Simulation of Proposed AKA Protocols in Cellular Networks

For in-depth study of the proposed protocols, the source code of existing

AKA protocols need to be altered in order to implement and simulate our

proposed protocols in the real cellular networks that require infrastructure

(telecommunication laboratory).

3. Secure SMS Based Mobile Banking for India

The service of SMS can be extended in secure mobile banking for the peo-

ple who live in the rural part of India. Typically, they do not have java

enabled mobile phones and have limited or no Internet facility. Thus, it is

a research direction to secure SMS and its banking environment against

existing threats and attacks by providing the security services authentica-

tion, confidentiality, integrity, non-repudiation.

4. Efficient and Secure Solution for Healthcare Monitoring

The proposed solution can be connected to a secure information system

through SMS for healthcare monitoring, where the objectives are to man-

age e-records and remote monitoring of patient′s vital signs Diabetes, Hy-

pertension, ECG etc., in rural areas that have limited or no communica-

tions infrastructure. It will enable mobile-monitoring through secure SMS

in emergency scenarios and making remote diagnosis possible.
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