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ABSTRACT

Embedded SRAMs are a critical component in modern digital systems, and their role is
preferentially increasing. Highly energy-constrained systems (e.g. implantable biomedical devices,
multimedia handsets, wearable devices etc.) are an important class of applications driving ultra-low-
power SRAMSs. As a result, SRAMs strongly impact the overall power, performance, and area, and,
in order to manage these severely constrained trade-offs, they must be specially designed for target
applications.

A novel 8-transistor (8T) static random access memory cell with improved data stability in sub-
threshold operation is designed. The proposed single-ended with dynamic feedback control 8T
SRAM cell enhances the static noise margin (SNM) for ultra-low power supply. It achieves write
SNM of 1.4x and 1.28x as that of iso-area 6T and read-decoupled 8T (RD-8T), respectively, at
300mV power supply. The standard deviation of write SNM for 8T cell is reduced to 0.4x and 0.56x
as that for 6T and RD-8T, respectively. It also possesses another striking feature of high read SNM
~2.33%, 1.23x and 0.89x as that of 5T, 6T and RD-8T, respectively. The cell has hold SNM of 1.43x,
1.23x and 1.05x as that of 5T, 6T and RD-8T, respectively. The write time is 71% less than that of
the single-ended asymmetrical 8T cell. The proposed 8T consumes write power of 0.72x, 0.6x and
0.85x that of 5T, 6T and iso-area RD-8T, respectively. The read power is 0.49x of 5T, 0.48x of 6T
and 0.64x of RD-8T. The power/energy consumption of 1kb 8T SRAM array during read and write
operations is 0.43x and 0.34x, respectively of 1kb 6T array. These features enable ultra-low power
applications of the proposed 8T cell.

A novel single-ended boost-less (SE-BL) 7T static random access memory (SRAM) cell with
high write-ability and reduced read failure is proposed. The proposed 7T cell utilizes dynamic
feedback cutting (DFC) during write/read operation. The 7T also uses dynamic read decoupling
during a read operation to reduce the read disturb. The proposed 7T writes “1”” through one NMOS
and Writes “0” using two NMOS pass transistors. The 7T has mean (n) of 222.3mV (74.1% of supply
voltage) for write trip point (WTP) where ST fails to write “1” at 300mV. It gives mean (p) of
276mV (92% of supply voltage) for read margin while 5T fails due to read disturb at 300mV. The
hold static noise margin of 7T is maintained close to as that of 5T. The read delay of 7T is 22.5%
lower than 5T and saves 10.8% read power consumption. It saves 36.9% read and 50% write power

consumption, as compared to conventional 6T. The techniques used by the proposed 7T SRAM cell
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allow it to operate at ultra-low voltage (ULV) supply without any write assist in UMC 90nm
technology node.

A 20nm FIinFET based 7T SRAM cell is presented. For the proposed 7T, the mean and standard-
deviation (/o) ratio of hold static noise margin is 6.3% higher than that of conventional iso-area 5T
at 0.2V VDD. The 7T has 28.55% higher p/c of read margin as that of 5T at 0.4V VDD. The write
static noise margin of 7T is ~50% of VDD for all VDD values whereas 5T fails to write. During write
‘0’, the proposed cell consumes only 0.11x power as that of 5T at 0.8V VDD. The read operation of
7T consumes 0.34x lesser power than 5T during a read operation for all values of bit-line
capacitances at 0.2V VDD. At 0.2V VDD, the 7T has 0.46x lower write ‘0’ delay than that of 5T.
The write delay of 7T is 0.32x lower than that of 5T at 0.8V VDD.

A novel differential 8T SRAM cell is proposed. This novel 8T structure results in 6% higher
HSNM and 66% higher WSNM compared to a conventional 6T cell. The proposed 8T cell allows
29% faster write operation compared to 6T with 20% lower leakage power. The proposed 8T cell can
sustain 7 sigma variations in process parameters in 14nm FinFET technology.

Voltage scaling and read port decoupling techniques are used. Minimum sized transistors are used
to reduce the area overhead due to 10T configuration. With new circuit topology of the proposed 10T
cell we have found the RSNM of the proposed 10T cell is 4.95x of 6T RSNM, has 6.42% higher
HSNM than 6T, the write power is reduced by 50% and the read power is reduced by 35%.
Moreover, at 300mV power supply, the conventional 6T shows the write failure while 10T gives
142mV write trip point value.

We extend our discussion and present results on the advantages of using charge sharing to
increase the sensing speed using a single-ended read configuration. The charge sharing scheme shows
6.8% to 9.7% performance improvement over the conventional sensing scheme.

All these schemes, topologies and analyses can be helpful to design ultra-low power SRAMs that

can be useful for implantable biomedical devices, multimedia handsets, mobile phones etc.
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Chapter 1

Introduction

Technology scaling has been the main reason for the enhanced capabilities of state-of-the-art
integrated circuits and their abundant use in electronic systems. According to Moore’s Law [1], the
minimum feature size reduces by a factor of 0.7 in every new technology node. Technology scaling
has been done aggressively in the last few decades, resulting in higher integration density and
improved performance. The resultant exponential growth in device count per chip has been led by the
miniaturization of the static-random-access-memory (SRAM) bit-cell. Because of its systematic
structure and broad applicability to most electronic systems, SRAM is one of the important
components for the development of new technology and therefore modern digital systems
progressively embed more SRAMs [2].

As SRAM occupies a dominating portion of the total die area it accounts for the largest share of
power consumption in a system. More emphasis has been placed on the design of low-power
memories. More than half of the transistors in today’s high performance microprocessors are devoted
to cache memories and this ratio is expected to increase in the foreseeable future. Typically, SRAM is
the choice for embedded memories because SRAM is robust to the noisy environment in such chips
[2], [3]. As a result, considerable attention has been paid to design low-power, high-performance
SRAMs, since they are a critical component in both hand-held devices and high-performance
processors. To avoid unnecessary yield loss, a properly designed SRAM should be used for a system.
This may leads to improvement in area, speed, and power. Therefore, depending on the application’s
need, an appropriate SRAM should be used [3].

Increasing process-induced variations in transistor performance with miniaturization down to the
sub-nanometer technology node and beyond is a major technical challenge for continued
advancement of planar metal-oxide-semiconductor technology. In particular, continued SRAM cell-
area scaling for increased storage density and reduction in operating voltage (VDD) for lower stand-
by power consumption are design challenges. Moreover, enhanced yield necessary to realize large
capacity SRAM for microprocessors becomes increasingly difficult to achieve. This thesis explores
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the benefits of advanced transistor structures and bit-cell design co-optimization for continued SRAM

scaling [4].

1.1 Ultra-low Power SRAM

Technology trends have resulted in static and dynamic power dissipation emerging as a primary
design consideration in micro-processor design. To keep the resulting switching power dissipation at
an increasingly lower level, successive technology generations have depended on reducing the supply
voltage. In order to maintain performance, consistent reduction in the transistor threshold voltage is
required [4], [5]. Since the leakage current increases exponentially with reduced threshold voltage,
the static power dissipation has grown to be a significant fraction of overall chip power dissipation in
modern deep-sub-micron processes. Now, micro-processor-controlled hand-held devices contain
embedded memory which represents a large portion of the system-on-chip (SoC). These portable
systems need ultra-low power consuming circuits to utilize the battery for longer duration.
Applications of ultra-low power SRAM are extremely broad including neural signal processor, sub-
threshold processor, biomedical implants, wireless sensing, FFT core, low voltage cache operation
etc. [4]-[7]. These applications demand careful design within the associated trade-offs. In order to
adhere to intense scaling trends, SRAM design is also highly constrained.

Moreover, parameter variation in MOSFET and system-level power consumption increases the
design challenges. Since the impact of SRAM on the whole processing unit is very significant,
modern ultra-low power SRAMs must be developed with their own trade-offs. The trade-offs for

SRAMs are mainly subject to power, performance, and density constraints as shown in Table 1.1.

TABLE 1.1  APPLICATIONS OF SRAM AND DESIGN TRADE-OFF

Ultra Low Power SRAM High Performance High Density SRAM

SRAM
Application | Biomedical implants, High-end server, complex | Mobile, multimedia
wireless sensing, computing, gadgets
Design High-Vry MOSFET, low | Low-Vry MOSFET, large | High-Vy MOSFET,
Approach power supply, medium size | size bit-cells, short bit- small size bit-cells, long

bit-cells, short bit-lines

lines

bit-lines




The difficulty is that the improvement in one kind of SRAM design affects the others. Therefore
SRAM design involves compromises in order to fulfill specific requirements. The power
consumption can be minimized using non-conventional device structures, new circuit topologies, and
optimizing the architecture. Therefore, stable and ultra-low power on-chip memory is now mandatory
to achieve higher reliability and longer battery life for portable applications, [2]-[23].

1.1.1 Sub-threshold Regime

Supply voltage scaling is one of the most effective techniques for power reduction in active as
well as standby mode. But, voltage scaling has limitations due to loss of static noise margin (SNM),
current fluctuations due to process variations and limitations on the number of cells connected to bit-
line [3]-[8]. Sub-threshold operation can be achieved by fixing the supply voltage below the threshold
voltage (V1) of the metal oxide semiconductor field effect transistor (MOSFET). Scaling supply
voltage below the device threshold shows exponential dependency of the drain current on the gate
voltage. Figure 1.1 shows normalized drain current (Ip) versus gate to source voltage (Vgs) of a
planner MOSFET and its sub-threshold regime. The power consumption can be reduced by operating
MOSFET in sub-threshold regime. Basic equation of sub-threshold current and total off current [7],
[8] of the MOSFET is as follows:

W Yes—Vru
Ip.sub—threshota = lo T e ™

Including Vps-

W VYes—Vru —Vbs
Ip.sub—threshold = IOT e ™t 1—e

where Iy is the drain current when Vgs = V1, Vps>>V and W/L=1and is given by:
Iy = poCox(n — 1)Vt2
were Vg is the transistor threshold voltage, n is the sub-threshold slope factor (n = 1+Cy4/Cqy),

V=kT/q, Vps is the drain to source voltage and Vs is the gate to source voltage, W is mobility, Cq is

drain capacitance and Co is oxide capacitance.
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Figure 1.1. MOSFET normalized drain current (Ip) versus gate to source voltage (Vgs)

From the above equations the circuit design parameter to be set is Ip. As Ip «W/L, the transistor
sizing aspect ratio W/L is not so effective in changing Ip. On the other, threshold voltage variation
can be very effective in changing Ip while designing a sub-threshold SRAM circuit. Gate current due
to carrier tunneling through the oxide is negligible compared to Ip in a sub-threshold circuit. Also, the

junction leakage current is negligible in the sub-threshold regime as compared to Ip.

1.1.2 SRAM in Sub-threshold Regime

Voltage scaling has led to circuit operation in the sub-threshold regime for minimum power
consumption along with the disadvantage of exponential reduction in performance [9]. Circuit
operation in the sub-threshold regime has paved path the towards ultra-low power embedded
memories, mainly SRAMs [9]-[11]. The 6 transistor (6T) cell which uses cross coupled inverter pair

is the most commonly used bit-cell in the current SRAM designs, and is shown in Figure 1.2.



WWL

7~

e

ATL Q ATR

BL BLB

| M

. J
Invl —J Inv2

Figure 1.2. Conventional 6T SRAM cell

This 6T cell is comprised of a cross coupled inverter latch and pair of access transistors that allow
differential read and write operations. The positive feedback loop of the cross-coupled inverters
makes this structure very robust.

The common terminology for the robustness of this cell is achieved with the definition of the
SNM, generally calculated as the side of the largest square that fits inside one of the lobes of the
butterfly curve [12]. Read and write operations of the 6T are shown in self-explanatory Figure 1.3. To
transfer the data to/from bit-lines to internal nodes (Q and QB), the write word line can be activated

for both read and write operations.
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Figure 1.3. Operation of 6T SRAM cell (a) Read (b) Write
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1.2 Conventional 6T SRAM Cell: In ultra-low voltage

The stability problem of conventional 6T SRAM cell design (Figure 1.2) is such that during the
read operation, Q="0" can be overwritten by a “1” when the voltage at node Q reaches the V1 of
NMOS PDR to pull node QB down to “0” and in turn pull node Q up even further to “1” due to the
mechanism of positive feedback.
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Figure 1.4. Effect of ultra-low voltage on conventional 6T SRAM Cell (a) VDD=0.5V (b)

VDD=0.4V (c) VDD=0.3V (d) VDD=0.2V



For low VDD values, the stability degrades severely because of loss of bi-stability. This is
because of the reduced signal levels at the low VDD levels and also because of the impact of V1y
variations. SRAM cell design can be optimized to minimize the impact of Vry variation on SNM
read. Figure 1.4 shows the effect of reduction in VDD on conventional 6T SRAM cell for
VDD=0.5V to VDD=0.2V. It is clear from that the operation of 6T cell in ultra-low voltage
VDD=0.3V and VDD=0.2V can cause cell flipping as shown in Figure 1.4(c) and Figure 1.4(d)
respectively.

1.2.1 Conventional 6T SRAM Cell: Process Variation in ultra-low voltage
The impact of increased intra die variations with the voltage scaling is more pronounced on the
6T SRAM cell. The ratioed operations, both during read and write, leave the 6T bit-cell highly
susceptible to both variation and manufacturing defects. In particular, since a typical SRAM 1is
composed of bit-cell arrays of hundreds of kilo-bits to several mega-bits, extreme worst-case case
behavior at the 4 or 5 sigma level must be considered. Two forms of variation affect SRAMs:
(@) Inter-die (which will be called global variation) and
(b) Intra-die (which will be called local variation) [46], [47].
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Figure 1.5. Effect of process and mismatch parameters variation on conventional 6T SRAM Cell at
VDD=0.5V.



In this thesis we have considering both, inter-die and intra-die variation while simulating the
circuits. To showcase the effect of Inter-die and Intra-die variation, the statistical simulations were
performed on 6T SRAM cell and Figure 1.5 shows the timing waveforms of read operation of 6T
SRAM cell.

Some of the waveforms in Figure 1.5 show that voltage at Q is changing from low to high and
voltage at QB is from high to low and causes cell flipping during read operation. This shows the

stability of 6T SRAM cell degrades under process variation.

1.2.2 Inter-die: global variation

Global variation is the difference between average parameter values of the die; for instance, these
can include the average NMOS/PMOS threshold voltage, dielectric thickness, or poly width. Global
variation comes about due to systematic processing changes affecting individual dies.

The effect of inter-die variation on 6T cell is shown in Figure 1.6 at ultra-low voltage
(VDD=0.2V). The storage nodes Q and QB are changing their states and causing the cell flipping
because of Inter-die variation at ultra-low voltage.
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Figure 1.6. Effect of inter-die variation on conventional 6T SRAM cell at ultra-low voltage
(VDD=0.2 V).



1.2.3 Intra-die: local variation

On the other hand, local variation is the difference between nominally matched devices on the
same die. These can include the number of NMOS/PMOS channel-adjust doping ions, poly line-edge
roughness, local-layout dependent lithography effects, as well as transient effects such as negative
bias temperature instability (NBTI) [41], [42]. In advanced technologies, local variation sources have
an increasingly dominating impact [42]; while global variation significantly degrades the operating
margins of SRAMs, local variation represents the most urgent concern regarding the increasing rate
of failures observed [43]. A complete treatment of variation in CMOS devices, and its impact on
circuits, such as SRAMs, can be found in [41]-[47].

The effect of intra-die variation on 6T cell is shown in Figure 1.7 at ultra-low voltage
(VDD=0.2V). The storage nodes Q and QB are changing their states and causing the cell flipping

because of inter-die variation at ultra-low voltage.
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Figure 1.7. Effect of intra-die (mismatch parameters) variation on conventional 6T SRAM cell at
ultra-low voltage (VDD=0.2 V).

It can be noticed from Figure 1.6 and Figure 1.7 that inter-die variations are more systematic in
processing changes than intra-die processing changes respectively. The combined effect of inter-die
and intra-die process variations on 6T SRAM cell is shown in Figure 1.8.
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Figure 1.8. Effect of inter-intra die (process and mismatch parameters) variations on conventional 6T
SRAM cell at ultra-low voltage (VDD=0.2 V).

1.3  Solutions from the Literature
A variety of solutions are available from the literature but from our point of view, the solution for
the stability issue of 6T SRAM cell can be categorize in two approaches. The first approach is to find

new circuit topology and the second is to use of non-conventional MOSFETS.

1.3.1 Circuit Design Approach

Different types of SRAM bit-cells have been proposed to improve the memory failure probability
at a given supply voltage. Primarily, sub-threshold memories were presented in 2005 [3]-[11]. The
research group [5] and [11] showed that operation of a standard 6T SRAM under process variations is
problematic. In 2007, Kim’s group [13] introduced a standard 8T SRAM cell that functions at
voltages as low as 200mV, by utilizing reverse short channel effect (RSCE). Increasing the length of
a transistor actually lowers Vry in most modern processes until a minimum point. By using access
transistors with a channel at this minimum V14 length, the write current is increased, resulting in an
equivalent write margin as that achieved with a boosted word-line. In addition, the standard 8T
topology shown in Figure 1.9 decouples the cell node from the bit-line using additional read path

transistors. By doing so, the SNM in read mode becomes equal to that in hold mode.
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Figure 1.9. Read-Decoupled 8T

In 2008, Chandrakasan’s group [14] proposed a standard 8T cell for increased density and
achieved low voltage operation through peripheral modifications. Using the 8T cell, 30% reduction in
area as compared to their 10T [15] cell was achieved. The “zero leakage” readout scheme raises the
source of the readout transistor to VDD when the row is deselected, minimizing its drain induced
barrier lowering (DIBL) leakage, which almost eliminates the leakage, as shown in Figure 1.10. The
read is further improved using a differential sensing scheme that eliminates global variations [16], as

shown in Figure 1.11.
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Sub-threshold and near-threshold design is becoming a popular selection for ultra-low power
systems. The operation of standard SRAMSs at sub-threshold or near-threshold voltage is unreliable,
primarily due to the degraded static noise margins and extreme fluctuations in the device current
under process variations at low voltage.

On the other hand, some popular assist techniques are used to maintain both desired write-ability
and read stability of SRAM arrays. These techniques include lower column supply voltages during
write, bit-line (BL) and word-line (WL) bias, pulsed BLs, and read and write assist column circuitry.
Such techniques aim to increase the array robustness with smaller cells, but necessarily lower array
efficiency, resulting in larger area [9]. Different topologies (7T, 8T and 9T) and techniques (feedback
cutting and read decoupling) have also been proposed to address the above issues to an extent [13]-
[22].

1.3.2 Use of Multigate MOSFETS
Operating a circuit in the sub-threshold region can reduce the power consumption to the
minimum possible range. In the sub-threshold regime, data stability of the SRAM cell is a severe

problem and worsens with the scaling of MOSFET (as shown in Figure 1.12) in sub-nanometer
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technology. Moreover, the intra and inter die variations reduces the yield of SRAM which are more
susceptible to failure in the sub-nanometer regime [20]-[24]. Therefore, the use of multi-gate solid-
state devices, such as fin-shaped field effect transistor (FINFET), as shown in Figure 1.13, gives better
channel control and enables SRAM scaling at the traditional rate. This would result in smaller die

sizes [24]-[26] as compared to that obtained using conventional MOSFETS.

D oy
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Figure 1.12.Single gate MOSFET [30]

Double-gate Triple-gate Quadruple-gate

Gate
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Back Gate

Figure 1.13.  Multi Gate MOSFETSs [31]

In addition, the thin body of a multi-gate device is typically un-doped or lightly doped. Thus, the
random dopant fluctuation is significantly decreased, which results in the reduction of V14 variation
[25], [26]. On the other hand, FInFETs add fringing capacitance, width-quantization, higher access

resistance, 3D-factor, and low-field mobility creates new challenges [27]-[29].
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1.4 Current Status of Conventional 6T and 8T SRAM cells

Current industry standard SRAM cells are composed of six transistors (6T) and eight transistors
(8T) as shown in Figure 1.2 and 1.9 respectively. Conventional 6T and 8T SRAM cells suffer from
an intrinsic data instability problem due to directly-accessed data storage nodes during a read
operation. Noise margins of memory cells further shrink with increasing variability and decreasing
power supply voltage in scaled CMOS technologies. A conventional six-transistor (6T) and an eight-
transistor (8T) memory circuits are characterized for layout area, data stability, write voltage margin,
data access speed, active power consumption, idle mode leakage currents, and minimum power
supply voltage in [33]. A comprehensive electrical performance metric was evaluated by the authors
[33] to compare the memory cells considering process parameter and supply voltage fluctuations and

presented in Table 1.2.

TABLE 1.2 COMPARISON OF SRAM CELLS REPORTED IN [33] AT VDD=1.2V IN 65nm.
Cell Size RSNM at | WSNM at | Write Read Write | Read | VDD
(um?) | 1000 MC | 1000 MC | Delay Delay power | power | -min
(mV) (mV) (ps) (ps) @8kb | @8kb | (V)
Mean/SD | Mean/SD | Mean/SD | Mean/SD | (mW) | (mW)
6T 0.937 | 188.1/21.7 | 382.5/415 |64.1/4.7 |1238.5/6.7 | 2.1 1.8 0.88
Tri-Vt6T | 1.61 | 200/16.7 556.6/47.1 | 49.2/4 666/7.5 2.9 2.1 1
Trivt8T | 161 |417.7/15.8 |587.5/40.9 |62.1/4.6 |453.8/225 |2 2.7 0.39

In [34] a 32-kb macro containing an eight-transistor soft error robust SRAM cell with differential

read and write capabilities were presented. The 8T cell does not have dedicated access transistors,
and its quad-latch configuration stores data on four interlocked storage nodes. The cell demonstrates
read data stability down to 0.55 V and was well suited for low-voltage, low-power applications.

The article [35] paper presented a novel sub-threshold 8T SRAM for ultra-low power
applications. Although by the use of the SRAM cell, the total leakage power was increased for super-
threshold regions, the cell was able to work at supply voltages lower than 200mV with significantly

improved robustness without any leakage increase.

14



Intelligent wearable devices and the Internet of things (1oT) require on-chip SRAM macros with
(1) compact area to reduce costs; (2) single supply voltage and low minimum VDD to reduce power
consumption; and (3) sufficient speed to facilitate real-time computing [36]. The conventional 6T
SRAM is compact, but suffers write failure and half-select (HS) disturbance in read/write cycles at
low VDD. Word line (WL) voltage under-drive is commonly used in 6T SRAMs [2-5] to improve
half select read SNM during read/write cycles; however, this tends to degrade WM and cell read
current, resulting in slower read/cycle speeds and necessitating an increase in VDD. Thus, half select
SNM tradeoffs and WM have not yet been solved for 6T cells, except by adding additional transistors
(i.e., 8T to 10T). The 6T macro fails during read and writes operations at 28nm. A 256kb array of the
proposed 6T cell has access time of 2.2ns at VDD=580mVwith cell size=0.127um2.

The paper [37] presented a new 8 transistors (8T) design for SRAM cell and the data is presented
in Table 1.3. It shows that the 8T SRAM cell decreases write and read delays by 45% and 58% over
conventional 6T SRAM cell at supply voltage of 500mV, where the power consumption for single

write operation was decreased by 54%.

TABLE 1.3  COMPARISON OF SRAM CELLS AT 500mV
Cells RSNM(mV) | HSNM(mV) | Write delay(ns) | Read delay (ns) | Power (UW)
WREST [37] | 65.9 175.4 12 5.1 12.48
ST10T [38] |115.9 209.9 21.6 11.7 24.46
LP10T[39] 205.6 72.2 21 14.4 25.18
6T conv. 72.2 178 22 12.1 27.31
9T [40] 178 178 22.19 13.7 26.6

1.4.1 Current Status of FINFET based Conventional 6T and 8T SRAM cells

The growth of battery-powered mobile and wearable devices has increased the importance of
low-power operation and cost in system-on-a-chip (SoC) design. Supply-voltage scaling is the
predominant approach to active power reduction for SoC design, including voltage scaling for on-die
memory given increasing levels of memory integration. SRAM can limit the minimum operating
voltage (Vmin) of a design, often leading to the introduction of separate voltage supplies for on-die

memory. Additional supplies increase platform cost, and operating memory at higher voltage leads to
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increased power consumption. The introduction of FInFET devices at the 22nm technology node
delivered superior short channel effects and sub-threshold slope relative to existing bulk planar
device technology enabling reduction in threshold voltage within a fixed leakage constraint. Lower
transistor Vry, improvements to random device variability, and assist circuits to overcome device-
size quantization enabled a >150mV reduction in SRAM Vmin [41]. At the 14nm technology node,
FinFET device-size quantization remains a challenge for compact 6T SRAM bitcells with minimum-
size transistors. Careful co-optimization between technology and design of memory-assist circuits is
required in order to deliver dense, low-power memory operation at low voltages.

Intel presented an 84Mb embedded SRAM fabricated in 14nm FinFET technology featuring the
smallest bit cells to date at 0.050um?2 for high density and 0.058um?2 for low voltage. A 1.5GHz
operation at 0.6V was demonstrated [42].

The authors of [43] showed a robust 6T SRAM design in 7nm technology node, at low supply
voltage and rising leakage as given in Table 1.4. In this work asymmetric underlapped FinFET design
with the help of quantum mechanical device simulations considering both the bit-cell and cache
design constraints was explored. It was showed that optimized FIinFET achieved a significant
improvement in on current over conventional symmetrically underlapped FinFETs. They
demonstrated significant energy savings and performance improvements for an 8KB L1 cache and a

4MB last-level cache.

TABLE 1.4 6T CELL METRIC PRESENTED IN [43] AT VDD=500mV

Cell HSNM(mV) | RSNM(mV) WNM | Access Time(ns) VDDmin

6T 189.5 107.18 74.58 2.52 158

The papers [44] and [49] evaluated the impacts of Read- and Write-Assist circuits on the GeOl
FinFET 6T SRAM cells compared with the SOI counterparts in Table 1.5. The word-line under-drive
(WLUD) read-assist was more efficient to improve the read static noise margin (RSNM) and Read
VMIN of FNSP GeOl FinFET SRAM cells compared with the SOI counterparts. GeOl FinFET
SRAM cells with WLUD show smaller cell read access time compared with the SOI FInNFET SRAM
cells at both 25°C and 125°C. Negative bit-line (NBL) write-assist was more efficient to improve the
write static noise margin (WSNM) than cell supply lowering for both GeOl and SOI FInFET SRAM

cells.
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TABLE 1.5 6T CELL METRIC PRESENTED IN [44] AT VDD=1V

Cell RSNM(mV) Write delay(ps)
GeOl conv. 6T 80 16
6T WRA 170 18

In article [45], a cross-layer framework (spanning device and circuit levels) was presented for
designing robust and energy-efficient SRAM cells, made of deeply-scaled FinFET devices. Next, 6T
and 8T SRAM cells, which composed of these devices, were designed and optimized as shown in
Table 1.6. To enhance the cell stability and reduce leakage energy consumption, the dual (i.e., front
and back) gate control feature of FINFETs was exploited. A dual-gate controlled 6T SRAM cell
operating at 324mV (in the near-threshold supply regime) was finally presented as a high-yield and

energy-efficient memory cell in the 7nm FinFET technology.

TABLE 1.6 6T AND 8T CELL METRIC PRESENTED IN [45] AT VDD=324mV

Cell Area (nm2) SNM(mV)
6T-DG 6615 82
8T-DG 9403 109.1

In [48] a 6T high-density SRAM bitcell with write-assist circuitry was implemented using 16 nm
high-k metal gate FinFET technology. In advanced nanometer CMOS technologies, the performance
of SRAM is limited in the minimal supply voltage operations, because of local threshold voltage
variations resulting from random dopant fluctuations and lithographic-dependent patterns variations.
Technological solutions such as FINFET technology can provide superior short-channel effects and
subthreshold slopes, as well as fewer random dopant fluctuations. Therefore, FINFET technology has
become a widely applied technological solution, and it is anticipated to outperform other lower
SRAM technologies. However, quantizing the channel length and width of FinFET transistors can
cause problems in conventional 6T-SRAM bitcells.

In [50] complete device threshold voltage targeting methodology for FINFET SRAM in 10-nm
technology was presented. The SRAM cell reduces the cost of the technology by sharing P-channel
field effect transistor (PFET) and N-channel field effect transistor (NFET) mask with the high
threshold voltage logic devices, whereas the SRAM device shares only NFET mask. The SRAM can
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achieve target performance at less area by compromising read stability, which will result in lower
yield. At 64-nm pitch, litho-etch litho-etch (LELE) double-patterned gate impacts device
performance and alleviates variability; hence the read margin of SRAM cell should consider an
additional 16 RSNM margin to retain the same yield in 10-nm-technology era.

1.4.2 Best Performance Reported

It is very difficult to compare two SRAM cells from literature because of variety of different
parameters associated with SRAM. For instance, different process-voltage-temperature (PVT)
conditions are followed during analysis. For simplicity, if we opt industry specific technology node
then triple-threshold-voltage 8T (Tri V4 8T) SRAM cell [33] provide best performance up to 2.5x
data stability and overall electrical quality as compared to the traditional 6T SRAM cells in a TSMC
65 nm CMOS technology.

Moreover of novel device structure FINFET changed the definition of circuit design beyond
conventional MOSFET. From the recent selective research, asymmetric underlapped n-FIinFETSs are
used as bit-line access transistors which can reduce read/write conflict. Further, best improvement in

write noise margin as well as access time can also be achieved [43].

1.4.3 Challenges for SRAM Designers

The implementation of the memory techniques discussed in section 1.1.1 to 1.1.6 would face
further challenges in future scaled CMOS technologies. The mobility difference between electrons
and holes tends to shrink with CMOS technology scaling [33]. The write voltage margins are
degraded due to the higher contention currents that are produced by the PMOS transistors in 6T, 8T,
and 7T SRAM cells in newer technology nodes. The lowest power supply voltage of the 6T, 8T, and
7T memory arrays can be therefore limited by the write ability degradation. Alternatively, the write-
“0” operation can be equally critical as compared to the write-“1” operation due to the stronger
PMOS transistors in the 7T SRAM cell that employ single-ended write scheme. Furthermore, process
parameter variations are exacerbated with CMOS technology scaling. The data stability and write
ability variations are increased due to more significant process parameter fluctuations in newer
CMOS technology nodes. The yield target could be missed in scaled 6T, 7T and 8T SRAM cells that
may suffer from data instability and write failure problems, respectively. The multi-Vry 8T and 9T

SRAM cells are expected to become even more attractive due to stronger data stability, wider write
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voltage margin, and higher immunity to process parameter variations as compared to the 6T and 7T
SRAM cells in future CMOS technologies. The layout-dependent effect is an emerging problem as
the spacing among devices shrinks with CMOS technology scaling [29]. The layout context (the
neighborhood in which a device is placed) plays an important role on device performance and power
consumption. The asymmetrical SRAM cells (7T and 8T SRAM cells) suffer more from layout-
dependent effect as compared to the symmetrical SRAM cells (6T and 9T SRAM cells). Therefore,
the impact of layout context has to be considered more carefully for asymmetrical SRAM cell design
in future CMOS technologies [33]-[40].

1.4.4 Solutions Suggested by Our Thesis

This thesis addresses some of the most critical issues of SRAM. For instance, to remove the
constraints of read and write sizing conflict thesis suggest using separate path for read and writing
current. To make more stable and rugged SRAM thesis opt symmetric inverter pair. To reduce the
power consumption, thesis demonstrates the sub-threshold operation in addition with single-ended
SRAM cells. To speed up the read write operations, thesis shows cleaver idea to minimize the fight
between respective conflicting MOSFETSs. To allow continues technology scaling and improve the
performance thesis explore the use of FINFET devices with novel the proposed SRAM structures. To
reduce the effect of Fin quantization sizing constraints, thesis suggests using of novel SRAM

topology compatible with FINFET technology.

1.5 Motivation and Problem Statement

In sub threshold regime, the data stability of SRAM cell is a severe problem and worsens with the
scaling of MOSFET to sub-nanometer technology. This augments the failure rate of memory
operations. Another problem is to obtain optimized noise margin against process-voltage-temperature
(PVT) variations during all operations. Moreover, FInFET produces some challenges for the
conventional SRAM bit-cells. Still there is a need of SRAM bit-cell that can fulfills the requirement
for improving both read and write stability in sub-threshold regime for ultra-low power applications.
Also, there is a need to find the novel topology that can be compatible with conventional as well as

FIinFET technology.
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1.5.1 Cascading in Both Inverters

The Motivation behind introducing the proposed SRAM with three cascaded transistors in
one/each branch of cross coupled inverter is to reduce write and read sizing conflict thereby making
writing easy into the memory cell. It also provides the possibility of read decoupling.

The following is the reason behind sizing constraint and to choose new SRAM topology. As
conventional 6T SRAM cell is designed by using cross-coupled CMOS inverters. The circuit
structure of the full CMOS SRAM cell is shown in Figure 1.2. The memory cell consists of simple
CMOS inverters connected back to back, and two access transistors. The access transistors are turned
on whenever a word line is activated for read or write operation, connecting the cell to the
complementary bit line columns.

To determine width to length (W/L) ratios of the transistors, a number of design criteria must be
taken into consideration. The two basic requirements, which dictate W/L ratios, are that:

(@) The read operation should not destroy the stored information in the cell.
(b) The cell should allow stored information modification during write operation.

During read operation, shown in Figure 1.3(a), assuming that logic '1' is stored in the cell. The left
pull down (PDL) and right pull up (PUR) transistors are turned off, while the right pull down (PDR)
and left pull up (PUL) transistors operate in linear mode. Thus internal node voltages are Q = 1 and
QB =0 before the cell access transistors are turned on.

After the Left Access Transistor (ATL) and Right Access Transistor (ATR) are turned on by the
row selection circuitry, the voltage on BL of will not change any significant variation since no current
flows through ATL. On the other hand ATR and PDR will conduct a nonzero current and the voltage
level of BLB will begin to drop slightly. The node voltage QB will increase from its initial value of
'0'V. The node voltage QB may exceed the threshold voltage of PDL during this process, forcing an
unintended change of the stored state. Therefore voltage on QB must not exceed the threshold voltage
of PDL, so the transistor PDL remains turned off during read phase. The ATR must be weak and
PDR must be strong enough to hold QB = 0.

Now consider the write '0" operation assuming that logic '1' is stored at Q in the SRAM cell
initially. Figure 1.3(b) shows the voltage levels in the CMOS SRAM cell during the data write
operation. The transistors PUR and PDL are turned off, while PUL and PDR are operating in the
linear mode. Thus the internal node voltage Q = VDD and QB = 0 before the access transistors are

turned on. The BL is forced to ‘0’ by the write circuitry. Once ATL and ATR are turned on, we expect
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the nodal voltage QB to remain below the threshold voltage of PDL, since PDL and ATR are
designed according to read operation.

The voltage at node QB would not be sufficient to turn on PDL. To change the stored
information, i.e., to force Q = 0 and QB = VDD, the node voltage Q must be reduced below the
threshold voltage of PDR, so that PDR turns off. As PDR is strong, Q needs to go near to ‘0’ to turn
PDR off. This slows down the write operation. The process variations make read and write more
difficult.

A solution can be making ATR strong but it leads to read failure due to QB can increase beyond
threshold of PDL. Another solution can be making PDR weak but it also causes read failure due to
QB increases beyond threshold of PDL. It also causes reduced read current and reduced read speed.
Moreover, there is still fight between ATR (making QB=1) and PDR (holding QB=0).

This write and read sizing conflict raised a question that, can it be possible to make ATL/ATR
strong and PDL/PDR weak for write operation and weak ATL/ATR and strong and PDL/PDR for
read operation?

We come up with the idea that ATR can be a strong by increasing its size to make write faster but
can’t make weak by cascading two ATLs because, it reduces speed of both read and write operations.

Second option is that, we can make PDR weak at the cost of degraded read speed. This problem

can be solved by bypass the read current using separate MOS like RD-8T SRAM cell.
Now the question is how to make MOS weak device. Basically, to make a MOS weak, either use high
threshold voltage MOS or use cascaded MOS in series (because we can’t reduce size beyond
minimum limit of respective technology). We can’t use high threshold MOS because it needs extra
process step and can’t be controlled once fabricated. Therefore we use cascaded MOS in pull-down
path of inverter pair. This gives a challenge to control cascaded MOSFETs and needs an extra
bit/word line. It also increases the size and complexity of SRAM.

We have successfully completed the challenge and dynamically controlled the cascaded
MOSFETSs during read/write operation. As writing is already improved, we can use only one pass
transistor to write and this will reduce the effect of increased size due to cascading. It will also save

power during read/write operation. The SRAM cell based on this concept is presented in Chapter 2.
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1.5.2 Cascading in One Inverter

To further reduce the size and complexity of the proposed 8T as compared to conventional 6T
another SRAM is proposed in Chapter 3. The idea was to read and write with single bit-line. As the
proposed 8T were able to write ‘1’ directly from BL to Q, we uses cascaded MOSFETs in one
inverter only. This idea was successful and write ‘1’ was possible through single NMOS pass gate
because of cascaded MOSFET was used to control the feedback. We also able to read without
directly disturbing the storage from the common BL because of cascaded MOSFETs are used for read
decoupling. To achieve this we noticed that the single-ended 5T cell as shown in Figure 1.14 is
attractive due to its reduced area with considerable active and standby power saving as compared to
conventional 6T SRAM cell. The write-ability and read stability of single-ended 5T severely
degrades as compared to conventional 6T SRAM cell.

WL
4 \
BL
PUL —‘{ PUR
4 QB
ATL e 1 )|

PEI)E"_ _|EIDR

\, S
Invl 3 Inv2

Figure 1.14.  Conventional 5T SRAM Cell

The 5T cell has only one access transistor ‘M5’ and a single bit line ‘BL’. Writing of ‘1’ into the
5T cell is performed by driving the bit line and word line is asserted at VDD. The M5 would try to
transfer the charge from BL to Q but M3 would try to hold Q at ‘0’ because QB is ‘1°. This fight of
M5 and M3 makes writing difficult. Therefore, 5T needs a wide M5 transistor with boosted supply on

its gate to write successfully as shown in Figure 1.15(a). This needs external circuit for boosted
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supply and increased size of access transistor. It creates another problem of high voltage bump at Q

which increases probability of cell flipping due to wide M5 transistor as shown in Figure 1.15(b).
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Figure 1.15. Conventional 5T SRAM Cell (a) Write ‘1’ operation (b) Read ‘1’ operation

Therefore, to write without affecting read operation we can focus on pull-down transistor M3. We
can make M3 weak by cascading (as discussed earlier in Chapter 1) one more MOSFET in pull-down
path. Now, we can cut the feedback during write and allow the unhindered charge transfer from BL to
Q without wider M3 and eliminate the need of boosted supply. Although this cascading allow easy
write ‘1°, it reduces the read current and increases read delay. Therefore, we used read decoupling
and the feedback cutting using cascaded MOSFETs to prevent direct disturbance on Q. In sub
threshold regime, data stability of the SRAM cell is a severe problem and worsens with the scaling of
MOSFET to sub-nanometer technology. This augments the failure rate of memory operations.
Another problem is to obtain optimized noise margin against process-voltage-temperature (PVT)
variations during all operations. Moreover, FINFET produces some challenges for the conventional
SRAM bit-cells. Still there is a need for SRAM bit-cells that can fulfills the requirement for
improving both read and write stability in sub-threshold regime for ultra-low power applications.
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Also, there is a need to find a novel topology that can be compatible with conventional as well as

FinFET technology.

1.6 Thesis Contribution

This thesis contributes to identify and solve some of the most critical issues of ultra-low power
SRAM. The research work focuses on circuit techniques that are compatible with bulk CMOS and
the most advanced FIinFET technologies. Simulation and analyses have been done in 90nm bulk
CMOS, 20nm Berkeley short-channel IGFET common multi-gate (BSIM-CMG) based FinFET and
14nm SOI FIinFET technologies. Important contributions are as follows:

> A new sub-threshold 8T SRAM cell that operates in sub-nanometer technology node at ultra-
low supply voltage has been designed. It uses single-ended write with dynamic feedback
cutting to enhance write-ability and dynamic read decoupling to avoid read disturb.

» We have focused mainly on the stability of the cell which is affected by the process parameter
variations. We emphasized delay, power and half-select issues for both row and column.

» A novel single-ended boost-less sub-threshold 7T SRAM cell using dynamic feedback cutting
to enhance write-ability and dynamic read decoupling to avoid read disturb has been
designed.

» To the best of our knowledge, this is the first time when feedback cutting using a pull-down
path is applied for single-ended SRAM cell.

> A novel differential 8T and read decoupled 10T SRAM cell is proposed.

> A novel approach of using charge sharing to increase the sensing speed while using single
ended read configuration is proposed.

» Apart from this, individual 1kb array is designed for 6T, 7T and 8T SRAM in UMC 90nm
Bulk CMOS technology.

1.7 Organization of thesis

The thesis is organized in six chapters. In Chapter 2, Section 1 presents the proposed 8T SRAM
cell. Section 2 analyzes the SNMs, power consumption and performance of the proposed 8T and 6T
cells and 1kb arrays. In Section 3, the proposed 8T is compared with 5T, 6T, RD-8T, A-8T and 9T

cells. Section 4 summarizes the comparison. Finally, the chapter summary is drawn in Section 5.
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In chapter 3, Section 1 presents the proposed 7T SRAM cell along with its operations and the
schemes utilized. Section 2 comprises of analyzed and compared results of 5T, 6T and 7T in UMC
90nm. In Section 3, statistical results are compared and summarized. Finally, the chapter summary is
drawn in Section 4.

In Chapter 4, Section 1 introduces a 7T SRAM cell designed in 20nm FinFET technology.
Section 2, 3 and 4 elaborate the hold, write and read operations, respectively. Section 5 discusses the
half-select condition of the proposed FINFET 7T. In Section 6, statistical results are compared and
summarized. Finally, the chapter summary is done in Section 7.

In Chapter 5, Section 1 reviews the feedback cutting cells. In Section 2 results of a novel
differential 8T SRAM cell designed in 14nm FIinFET technology are discussed. In Section 3, a read
decoupled 10T SRAM cells is designed and simulated. In Section 5, high speed sensing for single-
ended bit-cells is discussed. Then Section 6 summarizes the chapter.

Finally, Chapter 6 concludes all contributions and suggests directions for future research.
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Chapter 2

A Single-Ended with Dynamic Feedback Control 8T Sub-threshold
SRAM Design

The yield of SRAM is highly susceptible to failure in nanometer regime due to intra and inter-die
variations [1]-[10]. Due to these limitations it becomes difficult to operate the conventional 6-
transistor (6T) cell at ultra-low voltage (ULV) power supplies [10]-[12]. Also, the 6T SRAM cell, as
shown in Figure 2.1(a), has a severe problem of read disturb [11], [12]. A basic and effective way to
eliminate this problem is decoupling of the true storing node from the bit-lines during read operation
[11]-[214]. This would lead to achievement of higher read static noise margin (RSNM). This read
decoupling approach is utilized by a conventional Read Decoupled 8-transistor (RD-8T) SRAM cell
(Figure 2.1(b)) which offers RSNM comparable to hold static noise margin (HSNM) [11]-[14]. As
described in [15], the cell can function at 200mV utilizing the reverse short channel effect (RCSE).
V1 lowers by increasing the length of a transistor and the write current increases, leading to the
achievement of a write static noise margin (WSNM) that is equivalent to that obtained by a boosted
word-line. However, RD-8T suffers from leakage introduced in the read path. This leakage current
increases with scaling, thereby, increasing the probability of failed read/write operations. This
problem is overcome by a 10T cell [16] that reduces the leakage current at the cost of area overhead
of two transistors per cell. It has also been claimed that the number of bit-cells per bit-line has been
increased. Similar cells which maintain cell current without disturbing the storage node are also
proposed by [17]-[19].

Further, to reduce the power consumption of a differential bit-line, a single bit-line write/read
scheme can be used. The data transmission by a single bit-line not only reduces the power
consumption as compared to a differential bit-line scheme [20], but also provides higher density. A
single-ended 5T bit-cell is shown in Figure 2.1 (c). It is attractive due to its reduced area and
considerable active and standby power saving compared to conventional 6T SRAM cell [20].
However, writing ‘1’ through an NMOS pass transistor in a 5T cell is a design challenge. Another

problem is to obtain optimized noise margin against process variations at all operations. Also, the
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read stability of single-ended 5T severely degrades in comparison to a conventional 6T SRAM cell
[20].

Various techniques like boosted supply (gate voltage of access transistor M5 is greater than
VDD) generated from an additional circuit [20], gated-feedback write-assist [21], 7T dual-Vt [22],
asymmetrical write/read-assist 8T [23], and cross-point data-aware 9T [24] have been proposed to
mitigate the above issues associated with 5T. Another 9T cell [28] improves the RSNM by 4.1x as
compared to conventional 6T cell using a read decoupled mechanism. The 9T [28] cell not only has
larger write margin, but also has faster write time [28]. Still, none of the cells could fulfill the
requirement of improving both read and write stability in the sub-threshold regime for ultra-low

power applications.
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To design an efficient stable SRAM cell we should know the basic difference between single-
ended and differential SRAM cell design. Reducing to a single-ended (Fig 1.9), is attractive due to
the potential for cell area reduction because of eliminating the need of two pass transistors per cell.
One more clear advantage of single-ended design is that the bitline can be driven from rail to rail,
eliminating the need for a conventional differential pair sense amplifier (which can lead to density
and variability problems in differential designs). Furthermore, noise during a read operation is
isolated to the single bitline, making single-ended design inherently more robust to read upsets than
conventional differential design. Therefore, instead of using the traditional differential structure (Fig.
1.2), we employ a single-ended cell.

The main problem with single-ended cell is that writing a “one” through an NMOS pass transistor
poses a difficult design challenge. However, single-ended cell also has considerable potential for
active and standby power reduction, even if the number of transistors in the cell is not reduced.
Although, differential sensing is faster than single-ended sensing in the caches with single-ended
sensing are easier to design and the performance gap between differential and single-ended sensing
diminishes with technology scaling. On the other hand, for 64 rows or less, the bit line swing
development rate may be fast enough such that comparable delay is achieved by a single-ended full-
swing sensing scheme. Consequently, single-ended sensing is emerging as an attractive alternative
for on-chip cache [8].

To reduce the power consumption, the proposed SRAM cell uses single-ended read/write
operation in sub-threshold regime. On the other hand, to speed up the read/write operation, proposed
SRAM cell shows cleaver idea to minimize the fight between respective conflicting MOSFETSs
(separates the read and write path and exhibits read decoupling).

In this chapter, we have designed a new sub-threshold 8T SRAM cell that operates in a sub-
nanometer technology node at ultra-low voltages. To solve the above issues, we have designed a
novel sub-threshold 8T SRAM cell using single-ended write with dynamic feedback cutting to
enhance write-ability and dynamic read decoupling to avoid read disturb [25]-[28].

As 8T is single-ended it can save more power consumption and area as compared to [28]. Here,
we focus mainly on the stability of the cell which is affected by process parameter variations. This
work is an elaborate discussion of our previous work [27] on 8T including comparisons with other

single-ended cells like conventional 5T and 8T [23]. We have also emphasized the delay, power and

32



half-select issues for both row and column. Apart from this, a 1kb SRAM array for the proposed 8T
and conventional 6T was also designed. The circuit simulations are done in the UMC 90nm process
technology at different power supplies.

For clear notification and description, the proposed 8T cell is referred as ‘8T’, the conventional
6T as ‘6T, the conventional 5T as ‘5T’, the conventional read decoupled 8T cell as ‘RD-8T” and the
asymmetrical 8T [23] as ‘A-8T".

This chapter presents the proposed 8T SRAM cell and analyzes the static noise margins, power
consumption and performance of the proposed 8T and conventional 6T cells and 1kb arrays. The
proposed 8T is compared with 5T, 6T, RD-8T, A-8T [23] and 9T [28] cells.

2.1 Proposed 8T SRAM Cell Design

To make a stable cell in all operations, a single-ended cell with dynamic feedback control (SE-
DFC) is presented in Figure 2.1(d). The single-ended design is used to reduce the differential
switching power during read-write operation. The power consumed during switching/toggling of data
on a single bit-line is less than that on differential bit-line pair.

The SE-DFC enables writing through a single NMOS in 8T. It also separates the read and write
path and exhibits read decoupling.

The structural change of the cell is considered to enhance immunity against process-voltage-
temperature (PVT) variations. It improves the SNM of the 8T cell in the sub-threshold/near-threshold
region. The proposed 8T has one cross coupled inverter pair, in which each inverter is made up of
three cascaded transistors.

The Motivation behind introducing the proposed SRAM with three cascaded transistors in
one/each branch of cross coupled inverter is to reduce write and read sizing conflict thereby making
writing easy into the memory cell. It also provides the possibility of read decoupling. The detail

description is given in Chapter 1 (Section).

These two stacked cross-coupled inverters: M1-M2-M4 and M8-M6-M5 retain the data during
hold mode. The write word line controls only one NMOS transistor M7, used to transfer the data
from the single write bit-line (WBL). A separate read bit-line (RBL) is used to transfer the data from
the cell to the output when the read word-line (RWL) is activated. Two column biased feedback
control signals FCS1 and FCS2, are used to control the feedback cutting transistors, M6 and M2,

respectively.
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2.1.1 Write Operation

It is challenging to maintain WSNM in sub-threshold/near-threshold SRAM design due to the
small gate overdrive, large load capacitance, and severe PVT variations. The cell is designed to
reduce the pull-down strength using M2 and M6 (Figure 2.1(d)) for achieving better WSNM.

The feedback cutting scheme is used to write into 8T. In this scheme, during a write ‘1’
operation FCS1 is made low which switches off M6. When the read word-line (RWL) is made low
and FCS2 high, M2 conducts connecting QB to the ground. Now, if the data applied to word bit-line
(WBL) is ‘1’ and write word-line (WWL) is activated, then current flows (an arrow pointing from
WBL to Q in Figure 2.2(a)) and creates a voltage hike on Q (shown in Figure 2.3(a)) via M7, writing
‘1’ into the cell. Moreover, when Q changes its state from ‘0’ to ‘1°, the inverter (M1-M2-M4)
changes the state of QB from ‘1’ to ‘0’ (a current flowing from QB to ground shown in Figure 2.2(a))
as shown in the waveform of Figure 2.3(a).

To write a ‘0’ at Q, WWL is made high, FCS2 low and WBL is pulled to the ground. The
direction of switching currents during write ‘0’ operation is shown in Figure 2.2(b). The low going
FCS2 leaves QB floating, which can go to a small negative value, and then the current from pull-up
PMOS M1 charges QB to ‘1’ as shown in Figure 2.3(b).
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Figure 2.3: Waveforms of 8T during (a) Write ‘1’ (b) Write ‘0’operation.

2.1.2 Read Operation
The read operation is performed by pre-charging the read bit-line (RBL) and activating RWL. If
‘1’ is stored at node Q then M4 turns ON and makes a low resistive path for the flow of cell current
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(Iread shown in Figure 2.4(a)) through RLB to ground. This discharges RLB quickly to ground
(waveform shown in Figure 2.4(b)) that can be sensed by the full swing inverter sense amplifier.
Since WWL, FCS1 and FCS2 were made low during read operation; therefore, there is no direct
disturbance on true the storing node QB during reading the cell.

The low going FCS2 leaves QB floating which goes to a negative value then comes back to its
original ‘0’ value after successful read operation as shown in of Figure 2.4(b). If Q is high then, the

size ratio of M3 and M4 will govern the read current and the voltage difference on RBL.
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Figure 2.4: (a) Schematic and (b) Waveforms of 8T during read ‘1’ operation.
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During read ‘0’ operation, Q is ‘0’ and RBL holds pre-charged high value and the inverter sense
amplifier gives ‘0’ at the output. Since M2 is off so virtual QB (VQB) is isolated from QB and this
prevents the chance of disturbance of the QB node voltage which ultimately reduces the read failure
probability and improves the read static noise margin (RSNM).
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Figure 2.5: Waveforms of 8T during read operation (a) Normal Read ‘1’ (b) FSC1/FCS2 turns ‘1’
before RWL turns ‘0’.

During read operation, if FCS1/FCS2 turns ‘1’ before RWL is turned ‘0’ then QB and VQB can
share charge as shown in Figure 2.5. As WWL is ‘0’ no strong path exists between WBL and Q, and
any disturbance in QB will not affect Q. After that if RWL goes low, the positive feedback will

restore the respective states (Q = ‘1’ and QB = °0”). Supporting waveforms are given in Figure 2.5.
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2.1.3 Half-selected Issue

Whenever a cell is selected for write operation, the voltage of the true storage node (Q) of row
half-selected cells will rise due to charge transfer from the write bit-line (Figure 2.6(a)). The
complementary storage node (QB) does not have a strong connection to the bit-line (RWL is off) and

therefore there is less chance to flip the cell as compared to conventional 6T/8T cell.
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Figure 2.6: Schematic of row half-selected 8T (a) Write (b) Read.

This can be verified by 1000 (limited due to facilities) Monte Carlo (MC) simulations as shown in
Figure 2.7(a). Similarly, during read operation (Figure 2.6(b)), the 1000 MC simulations show
leakage immunity in row half-selected cells (Figure 2.7(b)).
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Figure 2.7: 1000 MC simulations of row half-selected 8T (a) Write (b) Read.

Write control signals are common for all the cells connected in a column and during write
operation of a cell, the other cells in the same column will retain their data successfully. When

column half-selected cells QB is ‘0’ and FCS2 goes low (write ‘0’ operation in selected cell in same
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column), then QB will be floating for the write period (Figure 2.8(a) and 2.9(a)). The parasitic and
gate capacitance of transistors M5 and M8 connected to the true storage node QB of column half-
selected cells will hold their data during write operation for the selected cell (Figure 2.9(a)). The
pulse width needed for write operation is very small compared to the data retention time (in ‘us’) of
the half-selected cells, while FCS2 is OFF to write ‘0’ in the selected cell.
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During a read operation, FCS1 and FCS2 go low in the whole column and QB of the column half-
selected cell will be floating for the read period, as shown in Figure 2.8(b). There is a small variation

in the floating QB because of weak driving currents from the power supply charging it as shown in
Figure 2.9(b).
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The column half-selected cells can retain their data successfully even if the write/read or
FCS1/FCS2 period is greater than that required. To verify leakage immunity, 1000 MC simulations
were performed during write (Figure 2.10(a)) and read (Figure 2.10(b)) operations. Floating QB has a
small variation because of weak leakage currents from the power supply are charging it (Figure 2.10).
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Figure 2.10: 1000 MC simulations of column half-selected 8T (a) Write (b) Read.
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2.1.4 Control Signal Generation

The feedback control signals namely FCS1 and FCS2 are data dependent. These signals are
connected in column-wise configuration [26]-[28]. Input data and column address signals are used to
generate these control signals. A common circuit is used for a single column. Therefore, there would
be a small area overhead at the array level.

The proposed 8T cell has a single-ended read port (as conventional read decoupled RD-8T) and
therefore, the number of cells per bit-line would be small as compared to a differential 6T. Due to the
small length RBL the parasitic capacitances are less and the delay/power in read/write operation
would not be affected significantly.

The operation of the proposed cell is based on the conditions of word-lines, bit-lines and control

signals, as presented in Table 2.1.

TABLE 2.1: OPERATION TABLE OF PROPOSED 8T SRAM CELL.

Hold Read Write ‘1’ Write €0’
WWL ‘0 ‘0 ‘1 ‘1’
RWL ‘0 ‘1 ‘0 ‘0
FCS1 ‘1 ‘0 ‘0 ‘1’
FCS2 ‘1 ‘0 ‘1 ‘0
WBL ‘1 ‘1 ‘1’ ‘0
RBL ‘r Discharge ‘1 ‘T
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2.1.5 Cell Layout
For comparison of area, the layout of 5T, 6T, RD-8T and proposed 8T are drawn in UMC 90nm

CMOS technology as illustrated in Figure 2.11.
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Figure 2.11: Layout of (a) 6T (b) RD-8T (c) 5T and (d) Proposed 8T.

The sizes of MOSFETSs used in the proposed 8T cell are depicted in Figure 2.11(d). The RD-8T
occupies 1.5x area as compared to that of 6T. Due to the design constraints and contact area between
M2, M3, M4, and M8 for proposed 8T, there is 2.8x area overhead as compared to 6T cell. Table 2.2
has the comparative values of layout area of 5T, 6T, RD-8T, and 8T cells. Even though it has 2.8x
area of 6T, but its better built-in process tolerance and dynamic voltage applicability enables it to be

employed similar to cells presented in [12]-[19].
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TABLE 2.2: LAYOUT AREA IN UMC 90nm TECHNOLOGY.

5T 6T RD-8T 8T
Area (um?) 1.2 1.4 2.1 3.9
Area/(5T area) 1x 1.16x 1.75x 3.2x

2.2 Simulation & Analysis

To validate the design of proposed 8T, post layout circuit simulations were performed for the iso-
area (6T is upsized to the same layout area as the proposed 8T) conditions as suggested by [14]. As
the RD-8T cell has separate read path, additional area can be used for access transistors to improve
the WSNM. Thus, as iso-area RD-8T cell has 3x upsized access transistors compared to its min-cell
(Figure 2.11(b)) access transistors.

The 6T is upsized to 4x of its min-cell (minimum possible W/L ratios for respective technology
as shown in Figure 2. 11(a)) size. Similarly, the 5T is upsized to 5x of its min-cell (Figure 2.11(c))
size. During simulations 25°C and 50 MHz were maintained. The effect of PVT variations on cells is
shown to justify the respected SNM in sub-threshold region at ULV power supply.

The Monte Carlo (MC) simulations for 1000 samples considering inter/intra die random
variations in threshold voltage (Vty) were performed at different power supplies at different process
corners.

In this paper, the stability during data retention is determined using a butterfly curve [29] as
shown in Figure 2.12(a). The HSNM is estimated graphically as the edge of the largest square that
can be inserted inside the lobes of butterfly curve [29]. The simulation method based on the graphical
technique shown in Figure 2.12. To estimate SNM values, a procedure is needed that finds values for
the diagonals of the maximum squares as shown in Figure 2.12(b).

Figure 2.12(b) shows a formalized version of Figure 2.12(a) in two coordinate systems which are
rotated 45° relative to each other. The subtraction of the v values of normal and mirrored inverter
characteristics at given u yields absolute curve, in (u, v) coordinate system, that is a measure of the
diagonal’s length.

The maximum of the absolute value curve represents the required maximum squares [29]. It can
be noticed that the diagonal’s lengths L1 and L2 are different for negative and positive variation in
voltage. This is due to asymmetric inverter pair in 7T SRAM cell. It is found that the Fast NMOS

Slow PMOS (FS) corner shows the lowest HSNM value among all other process corners (Fast
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NMOS Fast PMOS (FF), Slow NMOS Fast PMOS (SF), Slow NMOS Slow PMOS (SS) and Typical
NMOS Typical PMOS (TT)) and, therefore, FS can be selected as the worst case corner for HSNM
analysis [21]. The butterfly curve in Figure 2.12(a) displays that the proposed 8T retains the data
successfully at FS corner. The approach followed by [29] is used to find WSNM, RSNM, and HSNM
from the butterfly curve (HSNM of 8T for 1000 MC shown in Figure 2.12(a)).
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Figure 2.12: (a) Butterfly curves of HSNM for 8T at VDD=0.3V (b) Calculation of SNM

2.2.1 Write Static Noise Margin (WSNM)

The WSNM for different supply voltages (200mV-500mV) are shown in Figure 2.13 and Figure
2.14 at slow PMOS and fast NMOS (SF) worst case corner. The insets of these figures show variation
of mean (p) and standard deviation (c) with varying VDD. In 8T, the feedback was broken by M2
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and M6 to create a high impedance path between the storage node and ground. This enhances WSNM
as evident from Figure 2.13. The narrow peaks indicate Gaussian distribution with high mean and
low o. It can be observed from Figure 2.13 that u of WSNM for the proposed 8T increases linearly

from 200mV to 500mV with low standard deviation for all power supplies.
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Figure 2.13: WSNM of 8T (MC 1000, SF corner). Inset: log p and log o.

Figure 2.14 revealed that the Gaussian curves are wider than those for the proposed 8T. It
indicates that iso-area 6T has relatively lower p and larger 6 as compared to the proposed 8T during
write operation. The effect of process variations (mainly threshold voltage of MOSFET) is more on
6T as compared to 8T. These variations lower the mean and increase the standard deviation as shown

in Figure 2.14.
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Figure 2.14: WSNM of 6T (MC 1000, SF corner). Inset: log i and log o.
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2.2.2 Read Static Noise Margin (RSNM)

Figure 2.15 and Figure 2.16 show RSNM plots for 8T and 6T, respectively at different VDD at
fast NMOS and slow PMOS (FS) worst case corner. As the 8T cell has a separate read path for the
cell current, the RSNM curves show relatively narrow peaks as shown in Figure 2.15.

L0 m-200mv -a-300mV —<400mV —-500my <100 /’-o——o
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Figure 2.15: RSNM of 8T (MC 1000, FS corner). Inset: log u and log .
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Figure 2.16: RSNM of 6T (MC 1000, FS corner). Inset: log 1 and log o.

The RSNM is lower as compared WSNM but still, high enough to read without read failure. This
is due to isolation of QB from VQB and RBL which confirms read access with low disturbance on
QB even for low RSNM values. The appearance of wide and distorted waveforms (not following
Gaussian distribution) in Figure 2.16 indicates that the 6T has higher read failure probability as
compared to 8T under process variations. The lower values of p and increased o justify the lower

RSNM of 6T as compared to that of the proposed 8T, which is associated with read disturb.
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2.2.3 Hold Static Noise Margin (HSNM)

The data retention capability of a cell can be tested by determining HSNM. As the worst case
condition for a column of half-selected cells does not affect the data stored in the 8T cell during
read/write operation, the HSNM is fairly good for the proposed 8T cell, as shown in Figure 2.17 at FS

corner. The narrow peaks (in Figure 2.17) indicate low o and linear p curve for proposed 8T.
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Figure 2.17: HSNM of 8T (MC 1000, FS corner). Inset: log u and log o.
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Figure 2.18: HSNM of 6T (MC 1000, FS corner). Inset: log p and log o.

The 6T cell fails (Figure 2.18) to follow the Gaussian distribution at low voltage (200mV) but
shows successful retention at high supply voltages (300-500mV) with slightly higher o compared to
8T. All results for HSNM are presented for fast NMOS and slow PMOS (FS) worst case corner.
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2.2.4 Write Time
The write time is measured as the time taken by the WWL signal to rise to VDD/2 until the

storage nodes intersect each other. The simulations for write time (WT) were performed at all process
corners. The write time (for write ‘1’ and write *0’) for 6T and 8T increases (Figure 2.19 and Figure
2.20) with decrease in power supply. The write time is highest for slow NMOS and slow PMOS (SS)
worst case corner as shown in Figures 2.19 and Figure 2.20. The proposed 8T has single ended write
therefore, the write ‘1’ (in Fig 19(a)) and write ‘0’ time (Figure 2. 19(b)) is more at all process
corners as compared to differential 6T write times (Figure 2.20(a) and Figure 2.20(b)).
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Figure 2.19: (a) Write ‘1’ time of 8T and (b) Write ‘0’ time of 8T.
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Figure 2.20: (a) Write ‘1’ time of 6T and (b) Write ‘0’ time of 6T.
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2.2.5 Read Time

Read time is measured as the time the RWL signal is activated until the read bit-line is discharged
to 90%. The SS process corner shows maximum read time as presented in Figure 2.21(a) and Figure
2.21(b). It is followed by the SF corner and then by the other process corners. The 6T shows similar
variation with respect to different process corners with slightly lower read time compared to 8T as
depicted in Figure 2.21(b).
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Figure 2.21: Read ‘1’ time (a) 8T and (b) 6T.

2.2.6 Write Power

During write ‘1°/°0” operation, the power consumption of 8T is highest for fast NMOS and fast
PMOS (FF) process corner dominated by the fast switching activities (Figure 2.22). As write ‘0’
operation is faster than write ‘1’ (Figure 2. 3), the write ‘0’ power consumption during write ‘0’ is

more compared to that of write ‘1’ (Figure 2.22(a) and Figure 2.22(b)).
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Figure 2.22: (a) Write ‘1’ power of 8T and (b) Write ‘0’ power of 8T.
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During write ‘1°/°0’ operation, the power consumption of 6T varies in similar fashion as the
proposed 8T at all process corners. As 6T is symmetrical in nature, write ‘1’ and write ‘0’ power
consumption are nearly the same, as shown in Figure 2.23(a) and Figure 2.23(b), respectively.

However, there is a slight difference in write’1” and write ‘0’ power consumption due to MOSFET

mismatch.
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Figure 2.23: (a) Write ‘1’ power of 6T and (b) Write ‘0’ power of 6T.
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Figure 2.24: Read ‘1’ power (a) 8T and (b) 6T.

2.2.7 Read Power

Similar to write power, the FF process corner condition draws the highest read power. Read
power consumption at other process corners closely follows for different power supplies (Figure
2.24). High current from wide transistors in read path for iso-area 6T cell results in higher read power

for 6T as compared to that of 8T at all process corners (Figure 2.24(a) and Figure 2.24(b)).
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2.3 Comparison & Discussion

The Monte Carlo simulation results of different cells for the worst case process corner are
elaborately discussed in this section. All presented cells are simulated in iso-area (5T, 6T and RD-8T
are upsized to same layout area as proposed 8T) condition [14].

2.3.1 Write Static Noise Margin (WSNM)

In RD-8T and 6T, during write operation there is a fight between access and pull-down transistor.
On the other hand, in proposed 8T, during write operation, FCS is low, which turns OFF M4 thereby
cutting the feedback and prevent the fight between access and pull-down transistors and restricting
current through node Q to ground. When WWL is asserted, this provides unhindered charging of Q
through WBL without any boosted supply on the gate of access transistor M7. This SE-DFC scheme
enhances WSNM significantly and results in highest p of WSNM of proposed 8T that is 1.4x and
1.28x compared to that of iso-area 6T and RD-8T respectively, where 5T fails to write. Apart from

high p, the proposed cell has the lowest 6 of 0.4x and 0.56x of 6T and RD-8T respectively, as shown

in Figure 2.25.
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Figure 2.25: Comparison of WSNM at SF corner.

2.3.2 Read Static Noise Margin (RSNM)

The conventional read decoupled RD-8T cell has two separate NMOS transistors for read
operation. Therefore, there is no read-write design conflict and p of RSNM is better, 1.18x that of the
proposed 8T. However, the RSNM mean of the proposed cell is good enough for a stable read

operation under process variations and o is 0.79x of RD-8T, as shown in Figure 2.26. It can be
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noticed that plots of RSNM of 5T and 6T are complete but, unlike the proposed 8T and RD-8T, they

fail to follow a Gaussian distribution (Figure 2. 26).
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Figure 2.26: Comparison of RSNM at FS corner.
2.3.3 Hold Static Noise Margin (HSNM)

In data retention mode, all cells (5T, 6T, RD-8T and 8T) are able to sustain process variations at
300mV at FS corner. The p of HSNM of the proposed 8T is the best among the cells under
consideration. Its value is 1.43x, 1.23x and 1.05x as that of iso-area 5T, 6T and RD-8T, respectively,
as evident from Figure 2.27. Moreover, o is the least among all, i.e. 0.65x, 0.63x and 0.76x as that of
iso-area 5T, 6T and RD-8T, respectively.
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Figure 2.27:  Comparison of HSNM at FS corner.
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2.3.4 Write and Read Time

The write 1’ time of proposed 8T is compared to referenced A-8T [23] because 5T fails to
perform write ‘1’ operation. Figure 2.28(a) compares the time to write ‘1’ at worst case SS corner for
different cells. It can be observed that the proposed 8T requires only 0.28x time as taken by A-8T at
300mV.

Being a single-ended SRAM cell, the proposed 8T requires relatively more time over differential
cells (in this context 6T and RD-8T) to perform write operation.

The write ‘1’ time for proposed 8T is 7.05x and 3.71x as that for RD-8T and 6T respectively, at
300mV. Also, the read ‘1’ time of the proposed cell is 2.22x of 5T/6T and 1.22x of RD-8T at 300mV
at SS corner as depicted in Figure 2.28(b).
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Figure 2.28: Comparison at SS corner (a) Write ‘1’ (b) Read ‘1’ time.

2.3.5 Write and Read Power Consumption

Figure 2.29 depicts the average write and read power consumption for 5T, 6T, RD-8T and the
proposed 8T cells at worst case FF corner. It is evident from Figure 2.29 that the proposed 8T
consumes less write ‘0’ power of 0.72x, 0.60x and 0.85x as that consumed by iso-area 5T, 6T and
RD-8T respectively, at 300mV. The read ‘1’ power consumption of the proposed 8T is 0.49x, 0.48x
and 0.64x of iso-area 5T, 6T and RD-8T respectively, at 300mV (Figure 2. 29(b)). Figure 2.30
depicts write and read energy consumption for 5T, 6T, RD-8T and the proposed 8T cells at worst

case FF corner.
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Figure 2.30: Comparison of energy at FF corner (a) Write ‘0’ and (b) Read ‘1’

2.3.6 Array Design
The proposed 8T with feedback cutting and read decoupled schemes is implemented in a 64%16

bit SRAM array. The 1kb SRAM comprises an address decoder, 4 banks and each bank consists of 16

words x 16 bits, a sense amplifier unit and a control block as shown in Figure 2.31.
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Figure 2.31: Block diagram of the proposed 1kb SRAM array.

Physical layout of sophisticated 8T 1kb SRAM array in 90nm UMC CMOS technology is shown
in Figure 2.32. A similar architecture is used to design a 1kb array for 6T SRAM.
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Figure 2.32: Layout of 1kb array of the proposed 8T.
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To save the power/energy consumption, the array has been operated in sub-threshold regime.

Both arrays are compared in Table 2.3 at 300mV and 10MHz. The power/energy consumption of 8T

SRAM array during read and write operations is lower than 6T SRAM array. However, the read and

write times are higher than 6T SRAM array.

TABLE 2.3: CoMPARISON OF 1kb ARRAY OF 8T AND 6T SRAM AT 300mV.

Write ‘1’ Write ‘1’ Write <0’ Write <0’ Read )
) ) Read Time
UMC 90nm | Power(pW) Time Power(uWw) Time Power(uWw) s)
ns
/Energy(fJ) (ns) /Energy(fJ) (ns) /Energy(fJ)
8T 6.71/6.71 49.88 9.39/9.39 36.25 15.8/15.8 26.37
6T 19.32/19.32 23.94 15.04/15.05 22.92 36.1/36.1 17.93

2.4 Comparison Summary

The architecture and schemes used for the proposed 8T cell makes it highly immune to process

variations at ULV. This is well justified by the measured p and o for write, read and hold modes as

presented in Table 2.4. The WSNM of the proposed 8T is the highest among all other cells under
consideration (5T, 6T, RD-8T and A-8T [23]).
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RSNM is comparable to that of RD-8T while the HSNM is slightly improved compared to other
(5T, 6T and RD-8T) cells. The proposed 8T cell has lower delay as compared to single-ended A-8T

[23] during write operation and nearly the same delay as single-ended RD-8T during read operation.

The power consumption during read operation of the proposed 8T is 0.49x, 0.48x and 0.64x as
compared to that of 5T, 6T and RD-8T, respectively, at 300mV.

It can be observed that, the proposed cell has higher power saving capability during read/write

operations over the other cells under consideration. As iso-area 5T, 6T and RD-8T have wider

transistors, they have more leakage and, therefore the proposed 8T has lowest leakage current (I ea)

during standby mode as shown in Table 2.5.

TABLE 2.4: COMPARISON OF MEAN (i) AND STANDARD DEVIATION (o) FOR THE PROPOSED 8T, Iso-

AREA 5T, 6T AND RD-8T SRAM CELLS

Bit-cell SNM at worst VDD=200mV | VDD=300mV | VDD=400mV | VDD=500mV
process corner 1 G L G n G 1 c
(mV) | (mV) | (mV) | (mV) | (mV) | (mV) | (mV) | (mV)
Proposed WSNM (SF) 1399 | 6.07 | 2272 | 70 | 3142 | 7.34 | 400.0 | 7.53
8T RSNM (FS) 39.42 | 6.63 | 70.33 | 598 | 83.6 | 5.60 | 85.59 | 6.10
HSNM (FS) 4982 | 477 | 89.57 | 5.44 | 1234 | 6.93 | 1515 | 8.54
6T WSNM (SF) 121.3 | 115 | 163.1 | 12.3 | 202.9 | 11.97 | 238.5 | 11.99
RSNM (FS) 2845 | 6.99 | 53.73 | 7.04 | 69.75 | 15.65 | 70.51 | 16.9
HSNM (FS) 42.22 | 560 | 72.6 | 855 | 85.20 | 10.82 | 1029 | 13.3
RD-8T WSNM (SF) 139.2 | 116 | 176.3 | 11.1 | 225.6 | 11.32 | 2714 | 11.63
RSNM (FS) 4532 | 470 | 78.9 8 97.20 | 11.1 | 11093 | 14
HSNM (FS) 4722 | 460 | 83.69 | 7.55 | 99.30 | 10.82 | 120.9 | 13.3
5T WSNM (SF) Fails to write
RSNM (FS) 22.13 | 8.7 30.1 8.2 52.4 94 752 | 112
HSNM (FS) 393 | 760 | 62.2 8.3 72.3 9.9 89.1 | 104
A-8T [23] WSNM (SF) 70 Not 90 Not 120 Not 170 Not
given given given given
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The leakage and single-ended write/read operation of the proposed 8T allows 64 bit-cells/WBL
and 32 bit-cells/RBL at 200mV. Like the proposed 8T, the 9T cell [28] also utilizes feedback cutting
and dynamic read decoupling. 9T has 23mV RSNM (Pfail=1e-9) and due to differential write
operation with feedback cutting, it gives a write trip point of 160mV.

TABLE 2.5: COMPARISON OF LEAKAGE OF ISO-AREA BIT-CELLS

ILeak(NA) at ILeak(NA) at ILeak(NA) at ILeak(NA) at
VDD=0.2V VDD=0.3V VDD=0.4V VDD=0.5V
8T 11.43 22.24 37.35 57.72
6T 24.94 50.79 89.44 144.9
RD-8T 13.94 26.78 44.66 68.75
5T 32.06 65.5 115.69 187.94

The proposed 8T cell is also compared to 10T cells [14], [17] found in literature and tabulated in
Table 2.6. It is worth noticing that, u of WSNM of the proposed 8T cell is the highest while RSNM
and HSNM are close to those of 10T cells (Table 2.6).

TABLE 2.6: CoMPARISON OF SNM AT 300mV WITH [14] AND [17]

UMC 90nm Technology, 25°C, 300mV | SNM (Monte Carlo analysis) | p (mV) | 6 (mV)

Proposed 8T HSNM (FS corner) 89.57 5.44
RSNM (FS corner) 70.33 5.98
WSNM (SF corner) 227.29 | 7.00

10T cell [14] HSNM (FS corner) 130 8.6
RSNM (FS corner) 43.1 13
WSNM (SF corner) 38.5 28.2

10T cell [17] HSNM (FS corner) 74.2 11.4
RSNM (FS corner) 84.3 9.2
WSNM (SF corner) 44.5 13.3

Further, the comparison of the proposed 8T with 9T [28] and 7T [25] is given Table 2.7. The
available data is directly taken from their article and presented in Table 2.7. It is worth noticing that,
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RSNM of the proposed 8T cell is the higher than 9T [28] because of reducing the chances of leakage
by removing second access transistor. On the other hand, due to differential write scheme of 9T [28],

the write delay is lower than that of 8T as presented in Table 2.7.

TABLE 2.7: COMPARISON OF THE PROPOSED 8T WITH 9T [28] AND 7T [25]

RSNM (mV) WSNM (mV) Write Delay (ns) VDD-min
Cell Array
(mV)
Proposed 70.33
227 1.41 200 1kb
8T (at VDD=0.3V)
23 WTP=160mV 1.02
9T [28] 160 32kb
(at VDD=0.3V) | (at VDD=0.3V) (at VDD=0.3V)
200m
7T [25] - - 440 64kb
(at VDD=1V)

2.5 Chapter Summary

An 8T SRAM cell with high data stability (high p and low o) that operates in ultralow voltage
supplies is presented. We attained enhanced static noise margin (SNM) in the sub-threshold regime
using a single-ended cell with dynamic feedback cutting (SE-DFC) and read decoupling schemes.
The proposed cell’s area is 2.8x as that of 6T. Still, its better built-in process tolerance and dynamic
voltage applicability enables it to be employed similar to cells (8T, 9T and 10T) along with 1.8x-2x
area overhead.

The proposed 8T cell has high stability and can be operated at ultra-low voltages of 200-300mV
power supplies. The advantage of reduced power consumption of the proposed 8T cell enables it to
be employed for battery operated SoC design. Future applications of the proposed 8T cell can
potentially be in low/ultra-low voltage and medium frequency operation, such as neural signal
processor, sub-threshold processor, Wide-Operating-Range 1A-32 Processor, FFT core, low voltage
cache operation etc.
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Chapter 3

Single-Ended Boost-Less (SE-BL) 7T Process Tolerant SRAM
Design in Sub-Threshold Regime for Ultra-Low Power

Applications

In this chapter, we have designed a new sub-threshold 7T SRAM cell that exhibits ULV operation
in sub-nanometer technology nodes. To solve the issues related to write-ability and read stability, we
have designed a novel single-ended boost-less sub-threshold 7T SRAM cell using dynamic feedback
cutting to enhance write-ability and dynamic read decoupling to avoid read disturb [25]-[28]. The
proposed cell is a modified version of [27]. The proposed cell uses only one bit-line, one feedback
cutting signal and saves one transistor as compared to [27]. This work is an elaborate discussion of
our previous work [26] on 7T including comparisons with other single-ended and differential cells,
such as the conventional 5T, 6T and state-of-art 5T [31], 6T [21], 7T [22] and read-decoupled 8T
(RD-8T) [11] SRAM cells. We have emphasized delay, power and detailed statistical analysis. Apart
from this, a 1kb SRAM array for the proposed 7T and conventional 6T were also designed. Here, we
focus mainly on the stability of the cell under the influence of process parameter variations. The
circuit simulations are done in the UMC 90nm commercial process technology. Among reported
SRAM designs, this is the first time when feedback cutting using a pull-down path is applied to a
single-ended SRAM cell.

For the sake of clarity and ease in description, the proposed 7T is referred as ‘7T’, conventional
5T as ‘5T’and conventional 6T as ‘6T’. This chapter presents the proposed 7T SRAM cell along with

its operation and the schemes utilized. The statistical results are compared and summarized.

3.1 Proposed 7T SRAM Cell: Schemes and Operation

The single-ended 5T cell as shown in Figures 2.1(c) is attractive due to its reduced area with
considerable active and standby power saving compared to the conventional 6T SRAM cell as shown
in Figure 2.1(a). The write-ability and read stability of a single-ended 5T severely degrades as

compared to conventional 6T SRAM cell. In order to make a stable cell in all modes of operation, a
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single-ended boost-less (SE-BL) with dynamic feedback cutting (DFC) is presented in Figure 3.1.
The single-ended design is used to reduce the differential switching power during read-write
operation. The DFC in pull-down path makes it possible to write “1” in the single-ended 7T cell
through the single NMOS pass transistor. It is also used to separate the read and write path, exhibiting
read decoupling.

The structural change in the 7T cell enhances immunity with process-voltage-temperature (PVT)
variations in sub-threshold/near-threshold region. The proposed 7T has one cross coupled inverter
pair, in which the left inverter is made up of three cascaded transistors. The motivation behind
introducing three cascaded transistor in each branch of cross coupled inverter is discussed in
Chapterl. The two stacked cross-coupled inverters M3-M4-M5 and M1-M2 retain data during hold
mode. The write word line controls only one NMOS transistor M7, which is used to transfer data
from the single bit-line (BL) to/from Q. When the read word-line is activated then BL is used to
transfer data from the cell to the output. One column biased feedback control signal (FCS) is used to
control feedback cutting transistors M4. Figure 3.1(b) depicts the layout of the proposed 7T cell in
the commercial UMC 90nm process technology. The design is similar to that of 5T cell, except for
two additional transistors M4 and M6 located in the layout, which results in 1.3x area compared to
5T. Transistor M6 is connected between bit-line (BL) and drain terminal of M3. The activation of
RWL enables M6 to create a path for read operation. Transistor M4, placed in the pull-down path of

the left inverter between M7 and M3, acts as a feedback controlling switch.

X1 < <

M3

1.84 um

(a) Schematic (b) Layout
Figure 3.1: The proposed 7T SRAM cell in UMC 90nm (a) Schematic (b) Layout
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The gate terminal of transistor M4 is controlled by FCS, which is generated and controlled by
input data, read-enable, write-enable and column address signals. In data retention mode, write word-
line (WWL) and RWL are low while FCS is high.

3.1.1 Area

For comparison of area, layout of 5T, 6T and 7T are drawn in UMC 90nm CMOS process
technology and illustrated in Figures 2.11 and Figure 3.1. The sizes of MOSFETs used in the
proposed 7T cell are depicted in Figure 3.1(b). Due to design constraints and contact area, the
proposed 7T has 1.33x area compared to 5T cell. The 7T occupies 1.14x area as compared to that of
6T. Table 3.1 summarizes comparative values of layout area of 5T, 6T and 7T cells. Even though 7T
has 1.33x area as that of 5T, but its better built-in process tolerance and dynamic voltage applicability
enables it to be employed in low power application.

TABLE 3.1: LAYOUT AREA IN UMC 90NM TECHNOLOGY

5T 6T 7T
Area (um?) 1.24 1.44 1.65
Normalized area 1x 1.16x 1.33x

3.1.2  Write Operation

It is really difficult to write “1”” through NMOS transistor M5 without a boosted supply in the 5T
cell (Figure 3.2(a)) because M5 is not capable to charge Q to a full VDD voltage. On the other hand,
the the proposed 7T cell is designed to reduce the pull-down strength using M4 for achieving better
write-ability without boosted supply and any external read/write assist.

During write “1”” operation, FCS is low, which turns OFF M4 thereby cutting the feedback and
restricting current through node Q to ground. When WWL is asserted, this provides unhindered
charging of Q through BL without any boosted supply on the gate of access transistor M7 as depicted
in Figure 3.2(a).

On the other hand, during write “0”, signals: FCS, WWL and RWL are high. Therefore, node Q

can quickly be pulled to zero using M6 and M7. This balances the writing speed for write ‘0’ and
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write ‘1’ and allows setting a common write pulse width. The access transistor M7 provides a path
between BL and Q, making M7 strong and allowing it to pass high current thereby, improving
writing speed. During the write operation high current is needed through M7 that can be obtained by
increasing the width of M7 to 2x, allowing the 7T cell to function at ULV supply as shown in Figure
3.2(b).

3.1.3 Read Operation

Read operation is performed by pre-charging BL to VDD and activating RWL, while WWL is
made low. In the presence of “1”” at node QB turns ON M3, which eventually makes a low resistive
path for the cell current (Iread shown in Figure 3.2(c)) to flow through BL to ground without
disturbing node Q. This discharges bit-line (BL) quickly to a sufficient voltage level that can be
sensed by a full swing inverter sense amplifier. The absence of direct disturbance on the true storage
node Q, due to low WWL and FCS during read operation, results in the reduction of failure

probability under inter/intra die variations.

WWLJ_ WWLJ_ WWL= GND

BL=GND ‘
M1 M5

el (i

M2

(a) (b)

Figure 3.2: Basic operation of the proposed 7T SRAM cell in UMC 90nm (a) Write “1” (b) Write
L‘O’) (c) Read C‘O”
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3.1.4 Control Signal Generation

The feedback control signal (FCS) is data dependent and connected in a column-wise
configuration [26]-[28]. Input data and column address signals are used to generate the signal FCS. A
common circuit is used for a single column hence, a small area overhead at array level.

The proposed 7T cell has a single-ended read port (as conventional read decoupled RD-8T [11]-
[14]) and therefore the number of cells per bit-line would be small compared to differential 6T.

Due to small length BL, parasitic capacitances are less and the delay/power during read/write
operation would not be affected significantly. The operation of the proposed cell is based on the

conditions of word-lines, bit-lines and control signals, as presented in Table 3.2.

TABLE 3.2: OPERATION TABLE OF THE PROPOSED 7T SRAM CELL

Hold Read Write ‘1’ Write €0’
WWL ‘0’ ‘0’ ‘1 ‘1
RWL ‘0 ‘r ‘0 ‘1’
FCS ‘1 ‘0’ ‘0 ‘1
BL ‘1 Discharge ‘1 ‘0’

3.1.5 Half Select Issue

Whenever a cell is selected for write operation, the voltage on the true storage node (Q) of the
cells connected in the same row will rise due to charge transfer from the write bit-line. In 7T the
complementary storage node (QB) does not have a strong connection to the bit-line (single-ended
design and RWL is off) and therefore, has less chances to flip the cell as compared to 6 T/RD-8T cell.

During write “1” or read operation on the selected cell in a column, FCS is made low and if Q of
the half-selected cell (in same column) stores “0”, then Q will be floating (Figure 3.3(a)). This
column half-selected cell can hold the data if the data retention time during floating is longer than the
required FCS off-period for write “1” or read operation. The parasitic and gate capacitance of
transistors M1 and M2 connected to the true storage node Q of the column half-selected cells will

hold data during write “1” or read operation for the selected cell (Figure 3.3(b)).
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Figure 3.3: Column half-selected cell during write “1” or read operation (a) Schematic (b)
Waveforms

There can be small variation in the voltage level of floating Q because of the weak driving
currents from the power supply/BL charging it as shown in Figure 3.3(b). The required FCS off time
(pulse width for write/read operation) is short because the 7T cell has fast write “1”/read time, hence,

the column half selected cells can hold data successfully.

3.2 Simulation Results and Analysis of 7T, 5T and 6T

To validate the design of the proposed 7T, post layout circuit simulations were performed for iso-
area (5T/6T is upsized to same layout area as the proposed 7T) conditions as discussed in [14], [20].
A column with 8 cells per bit-line is designed and simulated for each SRAM cell. For the proposed
7T, the overhead due to FCS and RWL is considered while comparing with other SRAM cells. The
effect of process parameter variations on cells has shown to justify the operation in the sub-threshold
region at ULV power supply.

The analysis is done at all process corners (TT, FF, SS, FS, SF). The first letter of the name of
process corners refers to NMOS corner and second one refers to PMOS corner i.e. FS indicates fast
NMOS (low threshold voltage) and slow PMOS (high threshold voltage). There are three ‘even’
corners i.e. typical-typical (TT), fast-fast (FF), slow-slow (SS) and two ‘skewed’ corners i.e. fast-
slow (FS) and slow-fast (SF).

The FF corner (low threshold voltage and high drain current) is used to analyze the power

consumption (dynamic and leakage), SS (high threshold voltage and low drain current) is to analyze
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performance (read/write delay) and FS and SF are used to check operational functionality (hold, read
and write) of SRAM cells [1]-[31].

3.2.1 Hold Static Noise Margin (HSNM)

The butterfly curve in Figure 3.4(a) displays a slight improvement in 7T HSNM as compared to
5T, at typical NMOS typical PMOS corner. The measured HSNM for different process corners is
shown in the chart (Figure 3.4(b)). The proposed 7T has improved HSNM at different process corners
except at fast NMOS and slow PMOS (FS) process corner. The FS corner shows lowest HSNM value

among all process corners (FF, FS, SF, SS, TT) and therefore FS can be selected as the worst case

corner.
0.06
200 S g7 Bl
\ HSNM,:T‘\ 005 7 | 7T
\
\\xHSNM.ST \ ; 004 T
g 5T O \ S 003 -
S =~ £
3 \ SO T 0.02 -
s \ \
\\ \ 0.01 A
A \\ o 1 em
0 FF FS SF SS TT
0 Voltage (mV) 200 Process corners
(a) (b)

Figure 3.4: Bultterfly curve to find HSNM for 7T and 5T at 200mV power supply (b) HSNM for 7T

and 5T at different process corners and 200mV power supply

Figure 3.5 depicts the absolute value curves of diagonal’s length of squares fitted in the lobe of
the butterfly curve [29]. As both cells (5T and 7T) are asymmetrical so the peaks are of different
height and the smallest peak is chosen for worst case HSNM. The HSNM values are lower than the
thermal voltage (~26mV) and, therefore, it is not good to operate 5T/7T at 200mV (Figure 3.5(a))
power supply at FS corner. On the other hand, the HSNM value is sufficiently high at 300mV (Figure

3.5(b)) power supply and data can be retained in hold mode at FS corner.
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Figure 3.5: Absolute value curves of diagonal’s length for different power supplies (200-500mV) at
FS corner (a) 5T (b) 7T

The HSNM of 5T (Figure 3.5(a)) and 7T (Figure 3.5(b)) increases with power supply (200-
500mV). Consequently, the data failure rate is also reduced as shown in Figure 3.5.

3.2.2 Read Margin

The read margin represents dynamic read stability. The proposed SRAM holds the data
dynamically in read mode therefore, it is more suitable to find the read margin using transient
response, as depicted in Figure 3.6. The minimum difference between storage node voltages (Q and
QB) is the measure of read margin (Figure 3.6(a)). The values measured from definitions used in

Figure 3.6(a) are collected in Figure 3.6(b) at all process corners (FF, FS, SF, SS and TT). The bars
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showing negative values represent failed read operation (read disturb causes cell flipping in 5T/6T).
The proposed 7T can be read with less read disturb at all process corners (FF, FS, SF, SS and TT) as
shown in Figure 3.6(b).

0.3 sy A YT T TR A A Ayiyiyiyiag F ---------------------

= «= RBL

\ = «FCS
N read margin RWL

= =Q(7T)

\ N ~== QB(7T)
NN = « =WBL (5T)

\ : SO QB (5T)

Voltage (V)
-
7

0.3

meT m5T m7T
0.2 ~

Voltage (V)
o
[l

SF
0.1 A
0.2 -
0.3
(b)

Figure 3.6: Post layout read operation for 8 cells connected to a single bit-line (a) Waveforms and
Read margin calculation at FS corner (b) Read margin for different process corners (FF, FS, SF, SS
and TT)

Dynamic read decoupling provides a separate read path, eventually enhancing read margin of the
7T in linear fashion with VDD, while 5T has negative read margin for 200-400mV. The
Conventional 6T fails to read at 200mV but can be read for 300-500mV power supply at FS corner,
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as shown in Figure 7(a). The 7T has 33% improvement over 6T at 300mV and 139% improvement

over 5T at 500mV power supply (Figure 3.7(b)).

200%

== T7T vs 6T
139%
100% A == 7T vs 5T
S 0
= 3% 8%
‘W [) 0% T
- [-T]
g < ) 0.1
T -0.1 a/ 330 W 0 0|5 §
& 02 f = -100% 1
-0.3 +
-0.4 - -200% A 2183%
-0.5
-300%
(a) (b)

Figure 3.7: (a) Read margin versus VDD at FS corner (b) Change in read margin against VDD

3.2.3 Write Trip Point (WTP)

The write-ability is measured using write trip point (WTP) [30], as shown in Figure 3.8. The bit-
line voltage is swept from “0” to VDD and flipping of the cell is captured. The value of bit-line
voltage at the trip point (crossing) of internal storage nodes (Q and QB) represents WTP. The
proposed 7T needs a low bit-line voltage (high write-ability) while 5T fails to write as shown in
Figure 3.8(a) (write “1” at 200mV). As Q can be pulled to GND through NMOS, 5T can be written
with “0” without boosted supply. Therefore, WTP for write “0” is lower than that of write “1” for
both 5T and 7T (Figure 3.8(b)). It is worth noticing that the feedback cutting provides easy write “1”
in 7T which needs less bit-line voltage (149.5mV at VDD=200mV and 313.9mV at VDD=500mV) to
trip Q and QB whereas, 5T fails to write “1” at slow NMOS fast PMOS (SF) worst case corner.
Therefore, we compared the WTP of 7T with 6T in Figure 3.9(a). Due to differential write scheme
(BLB pull the QB to GND and BL charges Q to ~VDD), conventional 6T has lower WTP as
compared to that of 7T (Figure 3.9(a)). The proposed 7T has two NMOS (M6 and M7) pass-
transistors for write “0” operation which leads to similar WTP as that of 6T. The 5T has only one

NMOS (M5) between Q and BL, its WTP is higher than 6T and 7T (Figure 3.9(b)).
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3.2.4 Delay

The plots for delay against supply voltage of a single column containing 8 cells per bit-line are
displayed in Figure 3.10. The write delay is measured from the time WWL signal raises to VDD/2
until the storage node is discharged or charged to VDD/2. The read delay is measured from the time
the WWL signal is activated until the bit-line is discharged to 10% of VDD. As the read path has
similar sized MOSFETS, the proposed 7T SRAM shows similar read delay as 5T/6T for 200-500mV
power supply at slow NMOS slow PMOS (SS) corner (Figure 3.10(a)).

Since 5T fails to write “1”, the write delay of 7T is compared with 6T. The write delay for 7T is
32.9ns which is 3.45x as that of 6T at VDD=200mV whereas it is similar at 200-500mV at SS corner

(Figure 3.10(b)).
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Figure 3.10: Post layout delay vs. VDD for 8 cells per bit-line at SS corner (a) Read delay (b) Write
delay

3.2.5 Power Consumption

The plots for average power consumption against supply voltage of a single column containing 8
cells per bit-line at FF corner are shown in Figure 3.11. Both 5T and 7T are single-ended and save
read power compared to 6T for all VDDs (200-500mV). The read operation of 7T saves more power
as compared to 5T for 300-500mV power supply (Figure 3.11(a)). The write power is similar for 7T
and 5T but 7T saves more power as compared to 5T and 6T at 300-500mV power supply at fast
NMOS fast PMOS (FF) corner (Figure 3.11(b)).
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3.3 Statistical Analysis of 7T, 5T and 6T

To validate the proposed design, circuit simulations were performed for similar conditions for the
conventional and the proposed circuits. During simulations, 27°C temperature and 200-500mV power
supply were used. The model parameters were taken from 90nm UMC FDK commercial technology.
Monte Carlo (MC) simulations with V14 variations were performed for 1000 samples and presented
at worst case process corners.
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3.3.1 Hold Static Noise Margin (HSNM)

The HSNM of the discussed cells (5T, 6T and 7T) follow Gaussian distribution for 1000 MC
simulation at worst case corner (FS). The appearance of closer peaks indicates similar mean () and
standard deviation (o) values of 5T, 6T and 7T for HSNM (Figure 3.12(a)-12(b) and Figure 3.13(a)).
As 6T is structurally symmetrical its HSNM is higher than 5T and 7T as shown in Figure 3.13(b).
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Figure 3.12: Monte Carlo (MC) simulation for 1000 samples at FS corner (a) HSNM at 300mV
(b) HSNM at 400mV
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Figure 3.13: Monte Carlo (MC) simulation for 1000 samples at FS corner (a) HSNM at 500mV

(b) Comparison of HSNM mean for 5T, 6T and 7T at all power supplies
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3.3.2 Read Margin

Statistical analysis (1000 Monte Carlo simulation) was undertaken for read margin (at FS corner).

The mean (u) values for read margin are collected in Figure 3.14(a). 5T fails to read at low VDD

(200-300mV) whereas 7T has a linear read margin profile with higher mean value as compared to 5T

and 6T. 6T fails to read at 200mV but has higher read margin as compared to 5T (lower than 7T) at

400-500mV.

3.3.3  Write Trip Point (WTP)

The mean () values (from 1000 Monte Carlo simulation) for WTP at SF corner are collected in

Figure 3.14(b). 5T fails to write while 6T has linear and the lowest WTP profile as compared to 5T

and 7T for 200-500mV power supply at SF corner. In Table 3.5, 7T has the highest mean/standard

deviation (u/o) ratio of read margin compared to 5T and 6T for 200-500mV. The u/c of WTP is also

low enough to write “1” while maintaining similar p/c of HSNM as that of 5T. This confirms that the

7T SRAM has higher immunity to variations in process parameters compared to 5T.
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3.4 Comparison of 7T with state-of-art SRAM cells

In this section, we compare the proposed 7T SRAM cell with some of the recently reported state-
of-the-art SRAM designs. The proposed SRAM cell has many design similarities with the referenced
designs like single-ended operation, feedback cutting and read decoupling. In spite of these
similarities, 7T has some novelties in its design. To show these novelties and significance of this
research work we have evaluated single-ended cells, differential cells, single-ended plus differential

cells and cells with read/write assist.

3.4.1 Design and Scheme Comparison

As we have mentioned the conventional and state-of-art SRAM cells and their used schemes in
introduction section, we can find design novelty of the proposed 7T SRAM cell. To visualize the
difference in the cell design, we have compared the 7T SRAM cell with other referenced SRAM cells
in Table 3.3.

TABLE 3.3: DESIGN DETAILS OF VARIOUS SRAM CELLS.

Bit-cell Normalized | #BL | #WL | Feed- Read De- | Writing Reading
Area back coupling
Cutting

Proposed 7T | 1.33x 1 2 Yes Yes Single Ended | Single Ended
5T 1x 1 1 No No Single Ended | Single Ended
BW-5T [31] | 1x 1 1 No No Single Ended | Single Ended
6T 1.16x 2 1 No No Differential Differential
DVT-7T [22] | 1.34x 2 2 No Yes Single Ended | Single Ended
SE-6T [21] 2.32x 1 2 Yes No Single Ended | Single Ended
RD-8T [11] | 1.69x 3 2 No No Differential Single Ended
A-8T [23] 2.55x 1 2 No No Single Ended | Single Ended
7T [25] 1.32x 2 3 Yes Yes Differential Single Ended
oT [28] 2.08x 3 2 Yes Yes Differential Single Ended
10T [14] 2.32X 2 1 No No Differential Differential
10T [17] 3.19x 2 1 No Yes Differential Differential
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The feedback cutting scheme is used by the proposed 7T, single-ended 6T (SE-6T) [21], 7T [25]
and 9T [28]. The read decoupling scheme is used by the proposed 7T, dual-Vt 7T (DVT-7T) [22],
read-decoupled 8T (RD-8T) [11], 10T [17], 7T [25] and 9T [28]. The proposed 7T, 5T, boosted
word-line 5T (BW-5T) [31], DVT-7T [22], SE-6T [21] and asymmetrical 8T (A-8T) [23] use single-
ended read/write schemes. The novelty of the proposed 7T design lies in the feedback cutting and
read decoupling with single-ended read and write operations, while 7T [25] and 9T [28] use

differential write operation.

3.4.2 Stability Comparison

The similar design of cross-coupled inverter in 7T, 5T, BW-5T, DVT-7T and SE-6T give similar
HSNM for these cells. On the other hand, RD-8T and 6T (highest HSNM) have higher HSNM
compared to 7T (Figure 3.15(a)). The dynamic read decoupling used in 7T provides similar read
margin as RD-8T and DVT-7T for 200-500mV (Figure 3.15(a)). In SE-6T the feedback loop between
two cross-coupled inverters weakens by applying virtual VDD and virtual GND. This results into

higher read margin over single-ended BW-5T (lowest read margin).
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Figure 3.15: (a) Read margin against VDD at FS corner (b)Write Trip Point (WTP) against VDD at
SF corner

The single-ended 7T, DVT-7T, SE-6T and BW-5T cells have higher WTP as compared to
differential RD-8T WTP (lowest WTP) for 200-500mV as shown in Figure 3.15(b). The use of
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boosted-word-line in BW-5T allows it to write into the cell, but still has higher WTP compared to 7T,
DVT-7T, SE-6T and RD-8T.

3.4.3 Delay Comparison

As 7T has small sized MOSFETS in the read path like those in DVT-7T, SE-6T and RD-8T, it
shows similar read delay as given in Figure 3.16(a). The SE-6T has the lowest read delay because of
the presence of a transmission-gate in its read path. The RD-8T has differential write operation and
both bit-lines help to charge and discharge the storage nodes faster than single-ended 7T, DVT-7T,
SE-6T and BW-5T cells (Figure 3.16(b)). The feedback-cutting in 7T allows it to quickly charge Q,
which results in lower write delay as that of DVT-7T and BW-5T (highest write delay).
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Figure 3.16: Post layout delay versus VDD for 8 cells per bit-line at SS corner (a) Read delay (b)
Write delay

3.4.4 Power Comparison

The proposed 7T consumes the least power among the other cells (5T, 6T, DVT-7T, SE-6T, RD-
8T and BW-5T) during read operation at 200-500mV. On the other hand, SE-6T consumes the
highest read power among all reported cells as shown in Figure 3.17(a). Due to the differential write
operation, RD-8T consumes the highest write power compared to single-ended 7T, DVT-7T, SE-6T
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and BW-5T cells, as shown in Figure 3.17(b). The write power consumption of 7T lies in between
BW-5T and DVT-7T (lowest), as depicted in Figure 3.17(b).
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Figure 3.17: Post layout average power consumption against VDD for 8 cells per bit-line at FF

corner (a) Read power (b) Write power

3.5 Comparison Summary

As all the reported SRAM cells suffer from operation failure at 200mV, we compared the cells at
300mV at worst case conditions in Table 3.4 and summarize the comparison in Table 3.5. Table 3.4
shows that 7T, 5T, DVT-7T, BW-5T and SE-6T have similar HSNM. The symmetrical conventional
6T has 26% (highest HSNM) and RD-8T has 17% higher HSNM compared to 7T HSNM as shown
in Table 3.5. SE-6T, 6T, and BW-5T (lowest read margin) have lower read margin while DVT-7T
and RD-8T (highest read margin) have higher read margin as that of 7T. During write ‘1°, BW-5T
and DVT-6T (highest WTP) have higher WTP while 6T, SE-6T and RD-8T (lowest WTP) have
lower WTP as that of 7T. During write ‘0°, 7T, BW-5T, SE-6T and RD-8T have similar WTP while
5T has 22% higher (highest WTP) and 6T has 14% lower (lowest WTP) as that of 7T. Read delay of
5T is highest (29% lower than 7T) and SE-6T has lowest (21% lower than 7T) among other cells.
Write delay of BW-5T is highest (57% higher than 7T) and RD-8T has lowest (27% lower than 7T)
among other cells. The power consumption of 7T during read operation is lowest among all the
reported cells (SE-6T has highest write power). The write power of 7T is lower than 5T, BW-5T, 6T
and SE-6T but DVT-7T has 23% lower power than 7T.
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TABLE 3.4: COMPARISON SUMMARY OF 5T, 6T AND 7T AT 300mV AT WORST CASE CORNERS

HSNM | Read WTP WTP Read Write Read Write
(mV) Margin | “1” “0” Delay Delay Power Power
(mv) | (mV) (mV) (ns) (ns) (W) (W)

T 49.9 259.6 223.4 81.1 7.2 8.4 0.46 0.48
5T 52.2 Fails Fails 99.1 9.3 Fails 0.51 0.52
BW-5T [31] | 46.1 120.7 267.35 85.32 7.4 13.2 0.55 0.56
6T 63.01 | 195.8 139.7 69.5 6.2 8.1 0.63 0.72
DVT-7T 45.6 282.1 290.17 94.2 7.06 12.45 0.54 0.37
[22]
SE-6T [21] | 48.3 225.3 194.39 78.3 5.66 9.51 0.71 0.57
RD-8T [11] | 58.5 293.5 134.74 76.5 6.63 6.14 0.61 0.81

TABLE 3.5: PERCENTAGE CHANGE IN VARIOUS PARAMETERS OF DIFFERENT CELLS W.R.T 7T AT

300mV AT WORST CASE CORNERS

Read Read Write Read Write
HSNM ) WTP WTP
Margin Delay Delay Power Power
Bit-cell (mV) (mV) “1” “0” (ns) (ns) (LW) (LW)
(mV) (mV)
5% ) ) 22% 29% ) 11% 8%
5T . Fails Fails ) ) Fails ) )
Higher Higher | Higher Higher Higher
BW-5T 3% 54% 20% 5% 3% 57% 20% 17%
[31] Higher Lower Higher | Higher | Higher | Higher Higher Higher
- 26% 25% 37% 14% 14% 4% 37% 50%
Higher Lower Lower | Lower | Lower | Lower Higher Higher
DVT-7T 9% 9% 30% 16% 2% 48% 17% 23%
[22] Lower Higher | Higher | Higher | Lower | Higher Higher Lower
3% 13% 13% 3% 21% 13% 54% 19%
SE-6T [21] ) i i
Lower Lower Lower | Lower | Lower | Higher Higher Higher
RD-8T 17% 13% 40% 6% 8% 27% 33% 69%
[11] Higher Higher Lower | Lower | Lower | Lower Higher Higher
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TABLE 3.6: COMPARISON OF MEAN (1) AND STANDARD DEVIATION (s) OF 7T WITH 5T AND 6T IN
UMC 90nm CMOS TECHNOLOGY WITH TEMP=27°C AND VDD RANGE OF 200-500mV.

Bit-cell | SNM at worst VDD=200 mV VDD=300 mV VDD=400 mV VDD=500 mV

process corner | y (mV) | o u(mV) | o pmV) |o@mV) |u(mV) |o
(mV) (mV) (mV)
T WTP (SF) 1433 | 13.65 | 2223 | 13.42 276.8 13.28 3352 | 13.21
Read Margin 181.1 14.81 276 7.04 376.2 6.72 475.3 6.67
(FS)
HSNM (FS) 11.75 9.37 46.93 8.01 90.62 7.95 129.6 7.9
5T WTP (SF) Fails
Read Margin -160.5 | 73.97 | -124.1 225 108 271.9 233.7 240.8
(FS)

HSNM (FS) 10.85 10.02 50.47 7.41 93.8 7.35 133.4 7.25

BW-5T WTP (SF) 182.65 | 15.21 | 289.35 | 14.63 | 381.85 1421 | 473.63 13.7

[31] Read Margin 29.9 18.64 | 119.21 14.3 198.21 1356 | 293.13 | 12.65

(FS)
HSNM (FS) 12.21 9.51 41.4 9 88.46 8.87 125.3 8.1
6T WTP (SF) 84.75 16.12 138.1 15.56 188.6 14.98 241.3 14.74
Read Margin 43.1 35.76 190.3 16.07 351.2 13.76 436.3 11.85
(FS)
HSNM (FS) 14.29 9.29 56.58 9.12 99.05 9.06 137 8.95
DVT- WTP (SF) Fails 292.4 135 374.2 12.34 410.1 11.58
7T [22] Read Margin 178.42 15.2 280.1 12.98 382.4 12.2 485.6 11
(FS)

HSNM (FS) 10.82 12.7 42.57 114 85.4 10.93 121.5 10.54

SE-6T WTP (SF) 118.12 14.6 176.3 14.41 225.6 14.32 271.4 13.63

[21] Read Margin 100.32 | 14.70 182.7 13.68 265.3 121 376.5 114

(FS)
HSNM (FS) 10.22 10.60 | 43.69 10.2 89.3 10.01 121.8 9.55
RD-8T WTP (SF) 79.5 15.12 135.3 14.6 176.3 13.8 234.2 13.4
[11] Read Margin 189.6 9.76 286.3 15.3 389.2 12.6 490.3 10.5
(FS)
HSNM (FS) 13.9 8.9 51.58 8.4 93.5 8.2 132.2 8.1
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3.5.1 Statistical Analysis

The results of Monte Carlo simulations are shown in Table 3.6. The percentage change in

different parameters with respect to (w.r.t) 7T is tabulated in Table 3.7. The single-ended 7T, DVT-
7T, SE-6T and BW-5T cells have higher WTP mean as compared to differential RD-8T WTP (lowest
WTP mean (39% lower than 7T)).

The dynamic read decoupling used in 7T provides similar read margin mean as RD-8T and DVT-
7T for 300mV. BW-5T has the lowest read margin mean (56% lower than 7T). The HSNM mean is
similar for 7T, 5T, BW-5T, DVT-7T and SE-6T while RD-8T and 6T (highest HSNM mean (20.56%
higher than 7T)) have higher HSNM mean as that of 7T as shown in Table 3.6 and Table 3.7. The
robust design of 7T gives the lowest values of standard deviation for WTP, RSNM and HSNM as
given in Table 3.6 and Table 3.7.

TABLE 3.7:  PERCENTAGE CHANGE IN VARIOUS PARAMETERS OF DIFFERENT CELLS W.R.T 7T IN UMC
90nm CMOS TECHNOLOGY AND 300mV POWER SUPPLY AT WORST CASE CORNERS
Bit-cell WTP Read Margin HSNM
H Y H M
5T 7.54% 7.41%
Fails Fails Fails Fails
Higher Lower
BW-5T [31] 30.16% 9.02% 56.81% 103.13% 11.78% 12.36%
Higher Higher Lower Higher Lower Higher
6T 37.88% 15.95% 31.05% 128.27% 20.56% 13.86%
Lower Higher Lower Higher Higher Higher
DVT-7T 31.53% 0.60% 1.49% 84.38% 9.29% 42.32%
[22] Higher Higher Higher Higher Lower Higher
SE-6T [21] 20.69% 7.38% 33.80% 94.32% 6.90% 27.34%
Lower Higher Lower Higher Lower Higher
RD-8T [11] 39.14% 8.79% 3.73% 117.33% 9.91% 4.87%
Lower Higher Higher Higher Higher Higher
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3.5.2 Array Design

The proposed 7T with feedback cutting and read decoupled schemes is implemented in a 64x16

bits SRAM array in 90nm UMC CMOS technology. To save power consumption, the array has been

operated in the sub-threshold regime. The 1kb SRAM comprises 4 banks and each bank consists of
16 words x 16 bits as shown in Figure 3.18. A similar architecture is used to design a 1kb array for

6T SRAM. Both arrays are compared in Table 3.8 at 300mV and 10MHz. The power consumption of

6T SRAM array is 42% and 52.92% higher than 7T SRAM array during read and write operations,
respectively. However, the read and write delay of 6T is lower than that of 7T SRAM array.
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Figure 3.18: Layout of 1kb array of the proposed 7T SRAM cell.
TABLE 3.8:  COMPARISON OF 1kb ARRAY OF THE PROPOSED 7T AND 6T SRAM AT 300mV.
Read Delay Write Delay Read Power Write Power
(UMC 90nm)
(ns) (ns) (HW) (HW)
T 29.48 46.70 9.38 11.81
6T 21.86 32.42 13.32 18.06
%Change in 6T 25.85% 30.58% 42% 52.92%
wW.rt7T Lower Lower Higher Higher
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Further, the comparison of the proposed 7T with 9T [28] and 7T [25] is given Table 3.9. The

available data is directly taken from their article and presented in Table 3.9.

TABLE 3.9:  COMPARISON OF THE PROPOSED 7T WITH 9T [28] AND 7T [25]
RSNM (mV) WSNM (mV) Write Delay (ns) VDD-min
Cell Array
(mV)
Proposed
RM=259.6 WTP=223.4 8.4 200 1kb
T
23 WTP=160mV 1.02
9T [28] 160 32kb
(at VDD=0.3V) (at VDD=0.3V) (at VDD=0.3V)
200m
7T [25] - - 440 64Kkb
(at VDD=1V)

It is worth noticing that, RSNM of the proposed 8T cell is the higher than 9T [28] because of
reducing the chances of leakage by removing second access transistor. On the other hand, due to
differential write scheme of 9T [28], the WSNM and write delay is lower than that of 8T as presented
in Table 3.9.

The following Table 3.10 shows the basic architectural difference of the proposed 7T and 8T
SRAM cells. The proposed 7T occupies the very less cell area as compared to 8T and also uses only
one bitline for read/write operation. The 7T requires just one extra switching signal for quick write

and read decoupling.

TABLE 3.10:  DESIGN DETAILS OF THE PROPOSED SRAM CELLS
Propose | Normalized | #BL | #WL | Feedback | Read | Writing | Reading | Feedback
dBit-cell | Areaw.r.t Cutting De- cutting
5T coupling switch/signal
T 1.16x 1 2 Yes Yes Single Single 1
Ended Ended
8T 2X 2 2 Yes Yes Single Single 2
Ended Ended

Moreover the different parameters of the proposed 7T and the proposed 8T cells (Chapter 2) are

presented in Table 3.11 and Table 3.12 respectively. As the read and write stability is defined
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differently for 7T as that of 8T, we cannot compare the data from Table 3.11 and Table 3.12. We can
see that the HSNM of 8T is higher than that of 7T because of more symmetrical inverter pair.

TABLE 3.11:  MEAN (1) AND STANDARD DEVIATION (6) FOR THE PROPOSED SRAM CELL

Bit-cell SNM at worst | VDD=200mV | VDD=300mV | VDD=400mV | VDD=500mV

process corner n c 1) c 1) c n c
(mV) | (mV) | (mV) | (mV) | (mV) | (mV) | (mV) | (mV)

Proposed WSNM (SF) 1399 | 607 | 2272 | 70 | 3142 | 7.34 | 4000 | 7.53

8T RSNM (FS) 3942 | 6.63 | 70.33 | 598 | 836 | 560 | 8559 | 6.10

HSNM (FS) 4982 | 477 | 8957 | 544 | 1234 | 6.93 | 1515 | 8.54

TABLE 3.12:  TABLE OF MEAN (u) AND STANDARD DEVIATION () OF 7T IN UMC 90nm CMOS
TECHNOLOGY WITH TEMP=27°C AND VDD RANGE OF 200-500mV

Bit-cell | SNM at worst | VDD=200 mV | VDD=300 mV | VDD=400 mV | VDD=500 mV
process 1) c v c p(mV) | o 0l c
corner (mVv) | (mV) | (mV) | (mV) (mV) | (mV) | (mV)
Proposed WTP (SF) 143.3 | 13.65 | 222.3 | 1342 | 276.8 13.28 | 3352 | 13.21
T Read Margin 181.1 | 14.81 276 7.04 376.2 6.72 4753 | 6.67
(FS)
HSNM (FS) 11.75 | 9.37 | 46.93 | 8.01 90.62 7.95 129.6 7.9

Table 3.13 shows that a 1kb array of 8T has lower read/write delay as that of 7T. On the other hand
the less number of switching signals used in 7T results in considerable power saving during

read/write operation as compared to 8T.

TABLE 3.13: COMPARISON OF 1kb ARRAY OF 7T AND 8T SRAM AT 300mV

Proposed Cells Read Delay Write Delay Read Power Write Power
(UMC 90nm) (ns) (ns) (MW) (W)

7T 29.48 46.70 9.38 11.81

8T 26.37 49.88 15.8 9.39
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3.6 Chapter Summary

A single-ended boost-less (SE-BL) 7T SRAM cell utilizing dynamic feedback cutting and
dynamic read decoupling is presented in this paper. The proposed 7T SRAM cell has improved read
margin, write-ability, performance and lower power consumption over the conventional and state-of-
art SRAM cells. The proposed SRAM cell features the best robustness among the reported SRAM
cells against PVT variations. It has highest write-ability among boosted and boost-less 5T single-
ended cells. 1t consumes the lowest read power among all reported SRAM cells. Although it has
small area overhead over 5T, it has better built-in process tolerance. High mean (p) and low standard
deviation (o) of 7T result in successful operation at 300mV power supply. The significant power
reduction of 7T SRAM array over 6T SRAM array justifies the scope of 7T. With these favorable

properties, the proposed 7T cell can be employed for battery operated system on chip (SoC) designs.
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Chapter 4

A 20nm Robust Single-Ended Boost-Less 7T FinFET Sub-threshold

SRAM Design under Process-Voltage-Temperature Variations

In connection with previous chapters, another problem is to obtain optimized noise margin
against process-voltage-temperature (PVT) variations during all operations [1]-[7]. Still, there is lot
of scope to fulfills the requirement for improving both read and write stability in sub-threshold
regime for ultra-low power applications [8]-[16].

Therefore, we have designed a novel sub-threshold 7T SRAM cell that uses (i) dynamic feedback
cutting to enhance write-ability and (ii) read decoupling to avoid read disturb. The circuit simulations
in 20nm FINFET process technology demonstrate that 7T can be operated at ultra-low voltage (ULV)
level with PVT variations. 5T and 7T cells are analyzed at all process corners, power supply voltage
(VDD) variation from 0.2V to 0.8V and temperature variation from -40°C to 125 C.

The 20nm FIinFET predictive technology model (PTM) [17] is used for 5T and 7T cell design and
simulations. The effect of process parameter variations on cells demonstrates operation in the sub-
threshold region at ULV power supply.

Analysis is done at all process corners as discussed in previous chapter (TT, FF, SS, FS, and SF).
In this chapter FS indicates 30mV lower threshold voltage for fast NMOS and 30mV higher threshold
voltage slow PMOS. The 1o value of Vry =30mV, calculated from Monte Carlo analysis, is used to
differentiate process corners. The simulation results are presented at worst case process corners

mentioned in previous chapter and reported in [18]-[21].

4.1 Conventional 5T and Proposed 7T Cell Design

The conventional 5T is designed using FInFET device (Figure 4.1(a)) with the sizing discussed in
[15]. The write-ability of the 5T cell is ensured by reducing the trip-point of the inverter M1-M2 and
increasing the trip-paint of the inverter M3-M4. Further, the pass-transistor M5 is sized to support
both write and read operation. 5T is upsized to the same approximate area as 7T in-order to make it

an iso-area cell as discussed in [20]. The ‘MOSFET ratios’ and ‘Fin’ quantization constraints drive us
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to make M2=M4=M5=4 fins and M1=M3 have 2 fins for the 5T cell. The sizing strategy for 5T and
7T is shown in Table 4.1. The High Performance (HP) 20nm FinFET model is used to reduce the
minimum operating voltage and delay [16], [17]. The model parameters are taken from [16] for the
20nm technology node, using high performance (HP) NMOS/PMOS FIinFET devices [17]. Both
cells (5T and 7T) are designed and simulated using SPICE and Spectre (Cadence) simulator.

The proposed 7T SRAM cell is schematically represented in Figure 4.1(b). It also utilizes the
same predictive technology model (PTM) HP FIinFET devices [16], [17]. The design is similar to that
of the 5T cell, except for two additional transistors namely, M4 and M6 as in Figure 4.1(b). The
structural change of the cell is considered to enhance the robustness with the process-voltage-
temperature (PVT) variations and to improve the stability of the cell in the sub-threshold/near-
threshold region.

The proposed 7T has a cross coupled inverter pair. The left hand side inverter is made up of three
transistors M3-M4-M5 and other inverter by two transistors M1-M2. To reduce the area overhead of
two extra transistors, we have chosen minimum possible size (1 Fin) of MOSFETSs.

WL WWL

BL M5 M1

M4 M1 QB
M7 Q

s R QB FCSI-LW::IW
—
fupllinay F opllp,

RWL

(a) (b)
Figure 4.1: Schematic representation of FInFET SRAM cells (a) conventional 5T (b) proposed 7T

We also kept in mind the benefit of symmetric inverter pair for better stability [20]. Therefore, we
tried to design as symmetric as inverter pair as possible. Hence FINFETs M3, M4, M6 and M7 have 2
fins and M1, M2 and M5 have 1 fin (Table 4.1). The write word line controls only one NMOS
transistor M7, which is used to transfer data from the single bit-line (BL) to Q. When the read word-

line (RWL) is activated then BL is used to transfer data from the cell as the output. A column biased
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feedback control signal (FCS) is used to control the feedback cutting transistor M4.

The FCS is data dependent and is connected in column wise configuration. Input data and column
address signals are used to generate FCS. The conditions of all control signals during all operations
are tabulated in Table 4.2.

TABLE 4.1:  SIZING STRATEGY FOR REPORTED BIT-CELLS
Bit-cell Design Access MOS | Pull-up Pull-down Feedback Total No. of
(no. of Fins) | MOS (no. of | MOS (no. of Cutting Fins
Fins) Fins) MOS
5T (1x) M5=2 M1=1, M4=2 | M2=2, M3=1 -—-- 8
5T(2x upsized) M5=4 M1=2, M4=4 | M2=4, M3=2 | ---- 16
(approx. Iso-area)
7T (1.3%) M6=M7=2 M1=M5=1 M2=1, M3=2 M4=2 11
TABLE 4.2:  OPERATION TABLE OF THE PROPOSED 7T SRAM CELL
Hold Read Write ‘1’ Write <0’
WWL 0’ ‘0’ T T
RWL ‘0 ‘r ‘0 ‘1
FCS T 0’ 0’ T
BL ‘1/0° Discharge ‘1’ ‘0’

4.2 Data Retention in 5T and 7T
In data retention mode of 5T, WL is low and no strong connection exists between BL and Q. The
data written is held and retained by inverter pair (M1-M2 and M3-M4). Similarly, during data
retention in 7T, the write word line (WWL) and read word-line (RWL) are low while FCS is high.
The cross-coupled inverter pair (M1-M2 and M3-M4-M5) retains data during the data retention
period. The positive feedback between the cross-coupled inverter pair provides a full scale value at

true (Q) and complementary (QB) storage nodes.
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4.2.1 Hold Static Noise Margin (HSNM)

In this paper, the stability during data retention is determined using a butterfly curve. Figure 4.2
depict butterfly curve at VDD of 0.2V for both 5T and 7T cells. FS can be selected as the worst case
corner for HSNM analysis [21]. The butterfly curve in Figure 4.2 displays that 5T and 7T retains the
data successfully at FS corner. However, 7T has 8.5% higher HSNM over 5T at FS corner.

0.2
QB (7T)
——Q(7T)
——Q/(5T)
s
g o1 - : QB (5T)
o X - %
g && X » ) )
* N " K
o e X
X
0 e =)
0 0.1 0.2
Q, QB (V)

Figure 4.2: Butterfly curves for 5T and 7T at VDD=0.2V for HSNM determination at 27°C

4.2.2 HSNM under PVT Variations

The absolute value of diagonal’s length can be used to determine the edge of the square fitted in
the lobe of the butterfly curve representing HSNM [18]. Figure 4.3 shows the variation in absolute
value of diagonal’s length against VDD (0.1-0.8V). As both cells (5T and 7T) are asymmetrical, so
the peaks are of different height and the smallest peak is chosen for worst case HSNM.

The HSNM values are lower than the thermal voltage (~26mV) and hence it is not
recommendable to operate 5T or 7T at 0.1V VDD at FS corner. On the other hand, for 7T the HSNM
is sufficiently high at 0.2V VDD and data can be retained in data retention mode at FS corner.

The HSNM of 7T (Figure 4.3(a)) and 5T (Figure 4. 3(b)) increases with an increase in VDD.
Consequently, the data failure rate is reduced (high and similar height peaks). The effect of
temperature variation on HSNM is depicted in Figure 4.4 (a) and Figure 4.4(b) for 7T and 5T,
respectively. It can be noticed that HSNM decreases as the temperature rises from -40°C to 125°C.

The overlapping peaks indicate close values of HSNM for temperature variation.
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Figure 4.3: Absolute value curves of diagonal’s length for different voltages (0.1-0.8V) at FS corner
and 27°C temperature () 7T (b) 5T

The HSNM values found from the Figure 4.3 and Figure 4.4 are drawn in Figure 4.5. The effect
of temperature variation is the least at lower values of VDD (~ 0.1V and 0.2V), as shown in Figure
4.5. The HSNM falls ~1.5% and ~2.5% for temperature variation from -40°C to -15°C and 50°C to
75°C, respectively. The HSNM falls by ~50% for the entire temperature range from -40°C to 125 C.
A VDD rise of 0.1V improves the HSNM by a factor of ~2x up to VDD=0.5V. However, the
improvement rate decreases thereafter.
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Figure 4.4: Absolute value curves of diagonal’s length for different temperature values at 0.2V
VDD (a) 7T (b) 5T at FS corner
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Figure 4.5: HSNM of 7T and 5T for different temperature values with variation in VDD at FS corner

4.2.3 Summary of HSNM under PVT Variations

Figure 4.6 presents summarized effects of PVT variations on HSNM of 5T and 7T cells. Figure
4.6(a) and Figure 4.6(b) focus on the influence of VDD variation on HSNM. As 5T is more
asymmetrical than 7T, it can be inferred that 7T has slightly higher HSNM than 5T for VDD
variation from 0.2V to 0.8V. The effect of temperature on HSNM of 5T and 7T is presented in
Figures 4.6(c) and 4.6(d). It is clear from Figure 4.6(d) that the percentage change of HSNM of 7T
over 5T increases from 4.20% at -40 C to 23.58% at 125 C.

0.24
0.05 -
< 0.6 s f—— : ) g
s =77 s 0.04 - ~B_
2 72}
@ == 5T T 7T
0.08 0.03
5T
0.00 ' ' 40 o 1|o elo 110
0.2 0.4 0.6 0.8 )
VDD (V) Temperature (°C)
(a) (b)

Figure 4.6: Comparison of 7T and 5T at FS corner (a) HSNM versus VDD at 27 C temperature (b)
HSNM versus temperature at 0.2V VDD
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4.3 Write Operation of 5T and 7T

In 5T, when WL is high, the data on BL is transferred to Q through NMOS transistor M5 (Figure
4.1(a)). Without a boosted supply, M5 is not capable to charge Q to a full high voltage and
consequently fails to write (Figure 4.7(b)). The proposed 7T cell is designed to reduce the pull-down
strength using M4. This helps to achieve better write-ability without boosted supply and any external
read/write assist.

During write ‘1°, FCS is pulled to ground (GND) which turns M4 off and creates a high
impedance path from Q to GND (Figure 4.7(a)). M4 being off prevents a fight between M7 (which
tries to make Q high) and M3 (which tries to make Q low). This makes writing easier and faster
without the need of a boosted supply for pass gate (M7). Now WW.L is activated and the data on BL
creates a voltage hike on Q via M7 and writes ‘1’ into the cell. Moreover, high on Q enables inverter
(M1-M2) to change the state of QB from ‘1’ to 0.

The access transistor M7 provides a path between BL and Q. If M7 is strong it will pass high
current, thereby improving write-ability of the cell. The high current through M7 can be obtained by
increasing the number of fins to 2 which eventually speeds up the write operation and allows it to
function at ULV supply as shown in Figure 4.7(b).

0.2 — =

wwe_ |
——Q,5TW1

BL:VDDE —®mQB, 5T, W1
M Ml Q 7’ 7

—*—QB, 7T, W1

Q, 7T, W1

Voltage (V)
o
[y

RWL=GND 0 1E-09 2E-09 3E-09 4E-09
Time (s)

(a) (b)
Figure 4.7: (a) Schematic representation of Write ‘1’ operation of 7T (b) Write ‘1’ waveforms for 5T
and 7T
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During write ‘0°, FCS is at VDD, BL is pulled to GND, read word line (RWL) is high and M6
helps M7 to pull the charges from Q to GND (Figure 4. 8(a)). The waveforms in Figure 4.8(b) clearly
depict that 7T write successfully whereas 5T fails at 0.2V VDD. As RWL and WWL are in row-wise

configuration, the effect of switching of these signals on the cells of the same row is discussed in
Section 6.

WWLJ—

M1

(@)

0.2 ———— - — — — — — - - —
s Q, 5T, WO
%01 _ —%—QB, 5T, WO
=
2 Q, 7T, WO

QB,7T,W0
BRSO TIG LONNH— 80— 00— i
0 1E-09 2E-09 3E-09 4E-09
Time (s)
(b)

Figure 4.8: (a) Schematic representation of Write ‘0’ operation of 7T (b) Write ‘0’ waveforms for
STand 7T
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4.3.1 Write Operation of 5T under PVT Variations
Figure 4.9 shows different analyses (delay, write static noise margin (WSNM) [19] and power) of

5T for write ‘0’ and write ‘1’ under PVT variations. The direction of the arrow indicates variation of

VDD (tail as low and head as high value) and process corners (Figure 4.9 and Figure 4.10).

o l\LC

W

- — TT
> 6E-10 A CON N oF
©
E 1 ss % -\--\. A,
2 ? \ VDD T 3 Ne—4-7E-10_ i Qx\
9 S o F— +
£ 5E-10 1 FS ) 4.3E-10 —
= \ FF ‘;_- \*
\ 3.9E-10 +
\4 N
High \4' 35E201 . .
4E-10 7 155 -40 10 60 110
Temperature (°C) Temperature (°C)
(a) (b)
- 665 A\
0.25 : e e \
N _N—\
02 - y y —
= 4 VDD
2 VDD FS s 0.06 FS
=0.15 A 6 SF g \
s e 0.045 1 SF
TT s
2 'S 1T
v 0.1 4 SS Z
s g L, SS
[ | s $¢
0.05 A X 0.015 + §
0 T T 0—— T T
105 127 149 -45 5 55 105
Temperature (°C) Temperature (°C)
(c) (d)
| -
2.80E-06 A
_| 3.30e-06 1 _
73_— 2| 210606 -
g A g
2|  2.20e06 + H \ S
Ql o
o o| 1.40E-06 MDB/.,&P’
@ " /
E[ 110606 t £
= = _4"-/9(
# e . a—
-45 5 55 105 45 5 55 105
Temperature (°C) Temperature (°C)

(€)

(f)

Figure 4.9: Write vs. temperature with variation in all process corners and VDD for 5T (a) Write ‘1° delay
(b) Write ‘0’ delay (c) WSNM ‘1’ (d) WSNM ‘0’ (e) Write ‘1° power (f) Write ‘0’ power

101



Figure 4.9(a) shows few waveforms because of 5T fails to write ‘1 (fails to flip the state of Q and
QB) at low VDD and low temperature. On the other hand, as we move from fast corner (FF) to slow
corner (SS), the write ‘1’ delay increases. At skewed corners (FS, SF), it’s more difficult to write ‘1’
into the 5T cell (Figure 4.9(a)).

During write ‘0°, at higher VDD the NMOS (M5) is able to pull the storage node to GND. This
shows reduction in chances of write failure with reduced delay as compared to that of write ‘1’
operation (Figure 4.9(b)). A rise in temperature reduces the write ‘1°/°0’ failure chances and delay as
depicted in Figure 4.9(a) and Figure 4.9(b). Similarly, the WSNM increases with an increase in VDD
from low to high and from SS to FF corners as shown in Figure 4.9(c) and Figure 4.9(d). A change in
temperature and process corner gives unpredictable response for write ‘1°/°0* cases (Figure 4.9(c) and
Figure 4.9(d)).

The write power consumption increases with an increase in VDD, temperature and process corner
from SS to FF (Figure 4.9(e) and Figure 4.9(f)).

4.3.2 Write Operation of 7T under PVT Variations

Similar to 5T write operation, the PVT variations are applied on 7T and different analyses (delay,
write static noise margin and power) are shown in Figure 4.10 for write ‘1’ and write ‘0’. Figure
4.10(a) shows all possible waveforms attained due to successful write ‘1’ operation of 7T. It can be
seen from Figure 4.10(a) and Figure 4.10(b) that the write delay reduces with variation in (i) VDD
from low to high, (ii) process corners from SS to FF, and (iii) temperature from -40°C to 125 C.
During write ‘0°, as two NMOS transistors (M6 and M7) are able to pull the storage node to GND
quickly, therefore it shows reduced delay than write ‘1’ operation (Figure 4. 10(b)). The WSNM
increases with an increase in VDD and change in process corners from SS to FF, as shown in Figure
4.10(c) and Figure 4.10(d). Due to feedback cutting, WSNM ‘1’ is almost constant with increment in
VDD and process corner variations from SS to FF with the increase in temperature over the entire
range (Figure 4.10(c)). However, WSNM increases with an increase in temperature, VDD and
process corners from SS to FF, as evident from Figure 4.10(d).

Power consumption increases with VDD, temperature and changes in corner from SS to FF
(Figure 4.10(e) and Figure 4.10(f)). The write ‘0’ power is lower than the write ‘1’ power
consumption for both cells (5T and 7T).
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4.3.3 Summary of Write Operation
While considering and comparing write performance of SRAM cells, the impact of effective bit-

line loading that directly influences performance is considered in analysis. The write ‘0’ delay of 7T

is lower than that of 5T for all VDD values (Figure 4.11 (a)). At 0.2V VDD the 7T has 0.46x lesser

8E-10
SS
55 P
= SF & 5E-10 VDD Fs
< VoD Fs 5 FF
° FF °
- 9]
8 £
£ = 2E-10
=
T v T
4 -40 10 60 110
6610 -4 16 66 116 -1E-10
Temperature (°C) Temperature (°C)
(@) (b)

0.3 A A\

AVinYp) 0.18 /

0.06 B /
"] /
0.1 =]

WSNM '1' (V)

o

X

aAadKeam
WSNM ‘0" (V)

o

: ;
3

-40 10 60 110 % 10 ' 110
Temperature (°C) Temperature (°C)
(c) (d)
OE 7
8 N 4E-7 ] e y
- | FS VDD

6E-7 367 | SF

T

ss %

/__——A//

A

4E-7

Write '1' power (W)
N
m
~N
w - uvum
O 4H4mw
\.\ <
o
o
Write '0' power (W)
= N
m m
~N ~N

-40 10 110 -40 10 60 110
Temperature (°C) Temperature (°C)

(e) )
Figure 4.10: Write vs. temperature variation in all process corners and VDD for 7T (a) Write ‘1’
delay (b) Write ‘0’ delay (c) WSNM ‘1’ (d) WSNM ‘0’ (e) Write ‘1’ power (f) Write ‘0’ power

103



write ‘0’ delay as that of 5T at SS corner. The ratio of 7T/5T write delay decreases with an increase
in VDD, as shown in Figure 4.11(b). Although, 7T has higher delay in write ‘1’ as compared to the
delay in write ‘0’operation, 5T fails to write below 0.8V VDD (Figure 4.11(a).
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Figure 4.11: Comparison of 7T and 5T vs. VDD (a) Write delay at SF corner (b) Write delay ratio
(c) WSNM at SF corner (d) WSNM ratio (e) Write power at FF corner (f) Write power ratio
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At 0.8V VDD the write delay of 7T is 0.32x lower as that of 5T (5T is able to write ‘1’ only at
0.8V VDD), as shown in Figure 4.11(b). During write ‘1’ operation (direct writing through single
NMOS), 7T has high WSNM compared to conventional 5T at SF corner whereas 5T fails to write
(Figure 4.11(c)). As we don’t have WSNM values for 5T, we have normalized WSNM of 7T by
VDD and presented in Figure 4.11(d). The WSNM of 7T is about 0.45-0.51x (~50% of VDD) lower
than VDD (0.2-0.8V), as depicted in Figure 4.11(d). Moreover, in write ‘0’ operation, 7T shows
higher WSNM than that of 5T for all VDD values (0.5-0.8V) (Figure 4. 11(c)). This improvement in
WSNM increases (from 5.86x to 23.87x) with the reduction in VDD (0.8V to 0.5V), as presented in
Figure 4.11(d).

In write ‘0’ operation, the power consumption of 5T is the highest as depicted in Figure 4.11(e).
The proposed 7T consumes only 0.11x power compared to that of 5T at 0.8V VDD at FF corner. The
power consumption of 7T as compared to 5T decreases (0.23x to 0.11x) with an increase in VDD (02
to 0.8V), as shown in Figure 4.11(e) and Figure 4.11(f).

Although the 5T fails to write ‘1°, we have compared the power consumption with 7T. For write
‘1’ operation 7T consumes 3.39x more power compared to the power needed for 5T operation at
0.8V because of switching of FCS and its control circuit (Figure 4.11(e) and Figure 4.11(f)). At low
VDD (0.2-0.3V) the power consumption of 7T is similar (0.96x-1.12x) to 5T.

4.4 Read Operation of 5T and 7T

The read operation of 5T is initialized by pre-charging BL to VDD and discharging through M3
and M5. A 4-fin wide strong pass gate M5 allows easy access to the discharging current flowing
through BL (Fig 1(a)). This quick change in storage node voltages can cause cell flipping if any
variation (PVT and/or increased bit-line capacitance) occurs.

For the proposed 7T, the read operation is performed by pre-charging BL and activating RWL. If
‘1’ is stored at node QB then M3 turns on which makes a low resistive path for the flow of cell
current through RBL to GND (Figure 4. 12(a)). This discharges RBL quickly to sufficient voltage
level that can be sensed by the full swing inverter sense amplifier (Figure 4. 12(b)). Since WWL and
FCS are made low during read operation, no direct disturbance occurs on true storage node QB. This
ultimately reduces the failure probability under inter/intra die variations. During read operation, 7T
holds the data dynamically, and hence the read margin metric would be better over read static noise

margin (RSNM) to analyze the read operation of 7T.
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As FCS is in column-wise configuration, the effect of switching it on the cells of the same

column is discussed in Section 6.
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Figure 4.12: (a) Schematic representation of read operation of 7T (b) Read waveforms for 5T and 7T

4.4.1 Read Operation of 5T and 7T under PVT Variations

To validate the robustness of SRAM cells during read operation, PVT variations are applied and
results are presented in Figure 4.13. The direction of arrow shows variation in bit-line capacitance
(BLcap), temperature (tail as low and head as high value) and process corners (Figure 4.13). As
represented by Figure 4.13(a) and Figure 4.13(b) the read delay increases with (i) increases in BLcap,
(ii) decreses in VDD and temperature, and (iii) change in process corners from fast (FF) to slow (SS).
A strong read path (M5=4 fins and M3=2 fins) of 5T reduces its read delay as compared to the read
delay of 7T (M6=M3=2fins) as shown in (Figure 4.13(a) and Figure 4.13(b)).

The read margin decreases as BLcap increases, VDD decreases, process corner changes from fast
to slow (FF to SS) and temperature reduces (Figure 4.13(c) and Figure 4.13(d)). Read decoupling
increases the read margin of 7T compared to 5T read margin against all PVVT variations.

It can be seen from Figure 4.13(e) and Figure 4.13(f) that the read power for both cells increases
with the increase in BLcap, VDD, process corner change from slow (SS) to fast (FF) but with the
reduction in temperature. The power consumption of 7T is lower than 5T for all PVT variations
because of the presence of stacked inverter (M3-M4-M5) and lower read current.
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4.4.2 Summary of Read Operation

The delay, RM and read power against bit-line capacitance (BLcap) at 0.2V VDD and worst
case corner are displayed in Figure 4.14. It can be seen from Figure 4.14(a) that 7T has higher read
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delay as compared to 5T read delay for all BLcap values. The strong access (M5=4 fins) and pull-
down transistor (M3=2 fins) provide large read current and therefore, there is a constant difference in
delay (7T has 1.19x higher read delay compared to 5T) at SS corner as shown in Figure 4.14(a) and
Figure 4.14(b).

The 7T cell saves power during read operation for all BLcap values at FF corner as depicted in
Figure 4.14(c). The read operation of 7T consumes 0.34x less power than 5T for all values of BLcap
at FF corner (Figure 4.14 (d)).

As the strong access transistor in 5T (M5=4 fins) allows a quick voltage rise at Q, it can flip the cell
and, therefore, reduces the read margin. The read decoupled topology of 7T makes the read margin
independent of BLcap as shown in Figure 4.14 (e).

As soon as the BLcap increases, the read margin of 5T reduces as depicted in Figure 4.14 (e). The
difference between read margin of 5T and 7T increases (1-1.12x) with the increase in BLcap (2-5fF)
at FS corner (Figure 4.14 (f)).

4.5 Half-Select Condition

The FCS is common for all cells connected in a column. Whenever a cell is selected for
write/read operation, voltage on Q of the write half-selected cells (connected in the same row) will
rise due to charge transfer from BL. As QB does not have strong connection to BL (single-ended
design and RWL is off) and FCS is at VDD therefore, there are less chances of flipping the cell.

During write/read operation, the node storing ‘0’ of column half-selected cells (connected in the
same column) floats during the FCS pull-down period (Figure 4.15(a)). When node Q of a half
selected cell is ‘0°, Q can be charged by the leakage current flowing through M5. The capacitance of
node Q, leakage current of M5 and Vry of M2 transistor decide the retention time of node Q (Figure
4.15(b)).

The required FCS off time is shorter, since the 7T cell has fast write/read time (shown in Figure
4.10(a) and Figure 4.13(a)). Hence the column half selected cells can hold the data successfully
(Figure 4.15(b)).
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4.6 Statistical Results and Comparison

Monte Carlo (MC) simulation considering inter/intra die variations and Vty mismatch (1o value
(30mV)) are performed for 1000 samples and presented for worst case process corners. To validate
the benefits of the proposed design, circuit simulations were performed for similar conditions for the
conventional and proposed circuits. During simulations, 27°C temperature and 200-500mV power
supply were used. The model parameters were taken from 20nm FIinFET technology. The
mean/standard deviation ratio (p/c) represents yield [9]. In Table 4.3 the higher mean/standard
deviation ratio (/o represented by R) value for read margin (independent of variation in BLcap),
HSNM and WSNM as compared to conventional 5T, confirms that 7T SRAM has higher immunity

to variations in process parameters.

4.6.1 Hold Static Noise Margin

The HSNM of the discussed cells (5T and 7T) follow Gaussian distribution for 1000 MC
simulation at worst case corner (FS). Table 4.3 shows similar HSNM mean (i) and standard
deviation (o) values of 5T and 7T for all VDD values.

Due to a more robust inverter pair the HSNM of 7T is slightly higher than 5T. The values of R

help to analyze the tolerance against process variations and therefore, the ratio of R(7T)/R(5T) is
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collected in Table 4.4. In case of HSNM, R(7T)/R(5T) ratio is 6.3% at 0.2V VDD. The ratio of
R(7T)/R(5T) is greater than 1 for all VDD values. This indicates higher robustness of 7T as compared
to 5T in data retention mode (Table 4.4).

4.6.2 Write Static Noise Margin

The WSNM of the 7T is about ~50% of VDD for all supply voltages (0.2-0.5VDD) at SF corner
(Table 4.3). Because of write failure of 5T, we cannot compare WSNM and therefore WSNM of
R(7T) is shown in Table 4.4. 7T has high WSNM p/c at low voltage supply (6.20 at 0.2V VDD) and
increases with VDD (11.18 at 0.5V). This confirms that the 7T SRAM has higher immunity to

variations in process parameters as compared to 5T.

TABLE 4.3: COMPARISON OF MEAN (1) AND STANDARD DEVIATION (6) OF 7T AND 5T IN 20nm
FINFET TECHNOLOGY AT WORST CASE CORNERS WITH TEMP=27°C AND VDD RANGE OF
0.2V-0.5V.

VDD=0.25V VDD=0.3V VDD=0.4V VDD=0.5V
pV) | o(V) | n(V) | o(V) | n(V) | o(V) [n(V)]| o(V)
WSNM (SF) 0.123 | 0.0154 | 0.146 | 0.0142 | 0.195 | 0.0126 | 0.248 | 0.011
Read Margin
7T (FS) 0.193 | 0.066 | 0.272 | 0.052 | 0.368 | 0.043 | 0.461 | 0.032
(BLcap=5fF)
HSNM (FS) 0.073 | 0.0115 | 0.102 | 0.0104 | 0.146 | 0.0092 | 0.181 | 0.008
WSNM (SF) Fails
5T Read Margin
(FS)
HSNM (FS) 0.071 | 0.012 | 0.101 | 0.0113 | 0.142 | 0.0109 | 0.177 | 0.009

Cell | Margin at 27°C

0.180 | 0.067 | 0.252 | 0.0499 | 0.364 | 0.051 | 0.456 | 0.006

4.6.3 Read Margin

The value of read margin is close to VDD, and therefore shows reliable read operation against
process variation. As 7T has separate path for read operation, it has improved read margin as
compared to 5T read margin for all VDD values (Table 4.3). The read margin ratio of R(7T)/R(5T)
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is 2.12% at 0.2V VDD. For higher VDD values the read margin ratio R(7T)/R(5T) increases (23.43%
at 0.3V, 28.55 at 0.4V and 10.47% at 0.5V VDD) and confirms robust read operation (Table 4.4).

TABLE 4.4: COMPARISON OF 7T AND 5T IN 20nm FINFET TECHNOLOGY AT WORST CASE CORNERS.

(R=wo)
Margin at 27°C VDD=0.2V | vDD=0.3V | vDD=0.4Vv | VDD=0.5V
WSNM (w/o)
_ 6.20 8.38 9.69 11.18
(5T Fails)
7T wrt. % Change in Read
) 2.12% 23.43% 28.55% 10.47%
5T Margin R(7T)/R(5T)
% Change in HSNM
6.30% 1.34% 2.07% 4.11%
R(7TT)/R(5T)

4.7 Chapter Summary

A robust and reliable single-ended boost-less 7T FInNFET SRAM cell with high data stability
under PVT variations is presented. Using feedback cutting and read decoupling schemes we attained
high WSNM, HSNM and read margin for sub/super-threshold regime. SRAM cells 7T and 5T are
studied under process corners varying from TT to FF, VDD from 0.1V to 0.8V, temperature from -
40°C to 125°C and bit-line capacitance from 2fF to 5fF. The proposed 7T cell exhibits 6.20% and
11.18% higher WSNM (/o) at 0.2V and 0.5V VDD, respectively where 5T fails to write at SF
corner. The ratio of p/oc of read margins of 7T/5T reveals 28.55% higher for 7T over 5T at 0.4V and
FS corner. 7T has 6.30% wider ratio of u/o of HSNM of 7T/5T than 5T at 0.2V and FS corner. The
effect of temperature variation indicates that 7T is less affected than 5T. Simulation results using
20nm FinFET technology indicate that the proposed 7T cell can be operated at 0.2V. This ultra-low
power FINFET 7T SRAM cell with improved stability and performance can be embedded in battery
operated systems. Future applications of the proposed 7T cell can potentially be in low voltage, ultra-
low voltage and medium frequency operation, such as neural signal processors, sub-threshold

processor, wide-operating-range 1A-32 processor, FFT core, low voltage cache operation etc.
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Chapter 5

Robust 8T and 10T Based SRAM Design and Fast Sensing

Scheme

As technology is moving towards sub-nanometer regime the conventional 6T cell is having issues
related to stable read and write operation. The 6T SRAM suffers from read-disturb and write failures
at low supply voltage, especially at deep sub-threshold operation (Figure 5.1).

Breaking the feedback technique is used to optimize the bit-cell to solve the problems which
conventional 6T cell has. A novel 8T topology is discussed in this section which is based on the

feedback cutting scheme, therefore, first we will go for a thorough review of such cells.

BL BLB
Pub o— —— |PUR

QB
ATL Q ATR

PDLQ \ EDR

Figure 5.1: Conventional 6T cell

5.1 Review of Broken Feedback Bit-cells
The 7T [1] cell shown in Figure 5.2 is a bit-cell which utilizes the feedback technique well. A
transistor N5 is inserted into the 6T cell structure for loop cutting. It enables differential write

operation and single ended read operation. The data retention process is exactly the same as that of
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6T cell. During read operation word line bar (WLB) is deactivated, the logical threshold voltage of
the CMOS inverter driving node becomes very high, therefore the read static noise margin becomes
high. The similar approach is used by [2] and proposes a 9T-SRAM cell with a data-aware-feedback-
cutoff scheme to enlarge the write margin and dynamic-read-decoupled (DRD) scheme to prevent
read-disturb for achieving deep sub-threshold operation. A negative-pumped word-line scheme is

employed to suppress bit-line leakage current.

WWL RWL

WBL RBL

Figure 5.2: Read SNM free (RSNF) 7T cell [1]
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Figure 5.3: A 7T cell [3]
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The author in [3] uses feedback cutting to propose a novel write mechanism which depends only
on one of the two bit-lines to perform a write operation. This 7T SRAM cell depends on cutting off
the feedback connection between the two inverters before a write operation, as shown in Figure 5.3.
The feedback connection and disconnection is performed through an extra NMOS transistor and the
cell only depends on W to perform a write operation as shown in Figure 5.3. Therefore, the proposed
7T SRAM cell reduces the activity factor of discharging the bit-line pair to perform a write operation.

Another paper [4] proposes a similar way as the proposed in [3]. A 7T SRAM cell based on
carbon nano-tube FET (CNTFET) only depends on one of the bit-lines for write operation and
reduces the write-power consumption.

A paper proposes a read-disturb-free, 8-transistor (8T) bit-cell using separate read/write access
transistors utilizing differential sensing as shown in Figure 5.4. A distributed read-access transistor
shared across the bit-cells of every row enables read disturb-free differential sensing operation with
eight transistors per bit-cell. Separate word/bit lines are used for read and write operations [5].

In [6] a 12-transistor SRAM bit-cell with buffered read and boosted word-line write schemes are
presented. Separate word-lines for read and write are used. A self-adaptive leakage cut-off scheme is
utilized to minimize the leakage energy dissipation.
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Lﬁ PUL % H‘ PUR
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L

o) QB AT2 |

o o

% RBR

L

Figure 5.4: A read disturb free 8T cell [22]

117



This is done by using two PMOS transistors in pull down path, which are gated by the signals of
true and complementary storage nodes respectively. A 10T SRAM bit-cell is proposed in [7],
focusing on low leakage current. This symmetrical cell comprises two cross-coupled CMOS inverters
and two pass-gate transistors in series. This guarantees a highly resistive path between bit lines and
internal data nodes. It is observed that a small degradation in term of write time. This is due to the
resistive path formed by the two series pass-gate transistors. A virtual read word-line is introduced to
read the bit-cell through two decoupled transistors. In order to have a proper write/read operation two
series pass-gates transistors are used.

A virtual read word-line is introduced to read the bit-cell through two decoupled transistors. In
order to have proper functionality during the write operation (to avoid parasitic current between the
read word-line and bit line), the proposed bit-cell requires the use of four bit lines. A hard coding
technique is proposed in order to solve the half-select cell bit lines issue. This technique is to
multiplex the read word-line signal according to the number of words per line. This allows selecting
only one word during the reading operation and hence eliminates the issue of the parasitic dynamic
energy losses from the unselected bit lines.

A 10T SRAM bit-cell employing a fully-gated grounding scheme (10T-RGND) to limit memory
bit-cell sub-threshold leakage current (IOFF) is presented in [8]. The source voltage of the read-port
of 10T-RGND is selectively grounded by a row decoder only when it is accessed, while those of
inactive bit-cells are forced to a supply voltage. The small voltage swing of 10T-RGND can
compensate for redundant power consumption for driving the RGND line on every clock cycle.

In [9], a nine-transistor (9T) bit-cell with common read/write bit-lines and separate read word-
line is presented. In this design there is no effect on write speed by increasing the bit-cell ratio as
there are different bit-cell ratio definitions under read and write operations.

The proposed design is comprised of a standard 6T SRAM bit-cell and three additional NMOS
transistors and an extra read word-line controlling the bottom read path transistor during read
operation. Also the proposed design employs differential read operation for better read access time.

The bit-line comprises a standard 6T SRAM bit-cell and three additional NMOS transistors and
an extra read word-line controlling the bottom read path transistor during read operation. Also the
proposed design employs a differential read operation for better read access time.

The bit-line leakage current in the proposed 9T SRAM is reduced significantly due to the stacked

combination of four transistors.
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5.2 The Proposed 8T SRAM Cell Design

The proposed 8T bit-cell uses a pair of cross-coupled inverters forming a latch, access
transistors. Access transistors provide access to the cell during write operation and isolate the cell
during data retention state. The proposed 8T SRAM cell is designed to provide high write-ability and
non-destructive read access with improved data retention. The Figure 5.5 shows the basic block
diagram of the proposed 8T cell. Due to confidentiality (patent pending) the transistor level design is

not shown.

WL

BL BLB

8T SRAM Cell

Figure 5.5: The proposed 8T cell

5.2.1 Write Operation

The write operation shown in Figure 5.6 is similar to the conventional 6T cell where one of the bit
lines, BL/BLB is driven from pre-charged value to ground potential by a write driver through an
access transistor.

If the cell is properly sized, then the cell will be flipped and the data will be written. We have
optimized the 8T cells inverter pair and access transistors to achieve better write/read ability. Only
one pass gate is used between the storage node and bit-line, therefore, there is no write performance

penalty.
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Also, due to feedback cutoff, a sudden rise in the storage node voltage supports the fast write
operation. No boosted supply is needed because the single access transistor and dynamic isolation

provided by the NMOS pass gate allows for easy write operation.

‘ Precharge and Equalization

WL:0->1

£ Proposed

8T Caell *

BL=1

BLB: 1->0

Proposed
8T Cell

WE | Write Driver

|

Data In

Figure 5.6: Write operation of the proposed 8T SRAM cell

5.2.2 Read Operation

Sensing starts with biasing the sense amplifier (SA) in the high-gain metastable region by pre-
charging and equalizing its inputs. Due to the presence of the column multiplexer (MUX)/isolation
transistors, two precharge/equalize circuits are needed to ensure reliable sensing: global precharge
and equalization for the column and a local precharge and equalization for the inputs of the SA as

shown in Figure 5.7.
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When a cell accessed by the word line WL has discharged the bit lines BL and BLB to a
sufficient voltage differential, SA is enabled by a high-to-low transition of sense amplifier enable
(SAE) pulse. Shortly after that, the column MUX/isolation turned off by YMUX control signal,
isolating the highly capacitive bit lines from the SA latch and preventing the complete discharge bit-
lines. Then, positive feedback of the cross-coupled inverters quickly drives the low-capacitance
outputs to the full swing voltage.

Precharge and Equalization

WL: 0->1

BL=1

BLB: 1->0

Proposed j

8T Cell (

Proposed
8T Cell

YMUX Column MU X

Local Precharge and
Equalization —

Sense
Amplifier

Out SAE OutB

Figure 5.7: Read operation of the proposed SRAM cell
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5.2.3 Results and Brief Discussion

The proposed 8T bit-cell is different from the conventional 6T because, although reading the cell
is similar as the conventional 6T bit-cell the proposed cell uses an extra NMOS pass gate in pull
down path while reading. The read disturb problem is fixed by controlling the feedback path and
optimizing the cell ratios during write conditions. The proposed design also employs a differential
read operation to lower the read access time. No specific scheme is proposed for half select issue, as

given in Table 5.1.

TABLE 5.1: BASIC IDEA OF THE PROPOSED 8T CELL AND ITS OUTCOME

Proposed o
Challenge ) Advantage Limitation
Solution
Data Isolation
_ ) ) Area and Read Delay
Read Disturb | Enhanced Read | More immune to read disturb )
increases
(DIER)
Reverse Bit
o Lines Controlled .
Write time Low writing delay
Feedback
(RBLCF) NMOS pass gate needed in
Reverse Bit pulldown path
_ | Lines Controlled )
Write Margin High WSNM
Feedback
(RBLCF)
Process More robust against process )
o DIER, RBLCF o Area increases
Variations variations
Minimum
Area possible size Density increases 8 transistors per cell
MOS used
o _ DIER, RBLCF provides the )
Half Select Built-in assist _ ) Area increases
assist and no external assist
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Using two stacked transistor the 8T bit-cell tries to control the leakage during all three operations
(read, write and retention) with fixed zero ground level (Table 5.2). Common word/bit line is used for
read and write. There is no extra logic circuit and no driving power is required. In 8T bit-cell the
number of bit/word lines is the same as the conventional 6T cell. The proposed 8T increases the write
static noise margin and also improves the writing speed. Bit-cell ratios are commonly optimized for
read and write operations. Higher bit-line capacitance and two series transistors in the pull down path

would increase the read access time.

TABLE 5.2: RESULTS OF THE PROPOSED 8T CELL WITH REFERENCE TO CONVENTIONAL 6T CELL

Improvement Degradation
HSNM (mV) 5% NIL
WTP (mV) 66% NIL
50% (nil when pull down path
RSNM (mV) NIL ) )
is upsized to 2x)
Write Performance (ps) 29% NIL
Read Performance (ps) NIL 8%
Standby Power (nW) 20% (saving) NIL

Careful selection of bit-cell ratios and differential read allows the read and write performance to
be the same as that of the conventional 6T. The area of the proposed cell is approximately ~5x (logic
layout rules) than 6T (bit-cell layout rules) area but it can be reduced up to ~2x (bit-cell layout rules)
by layout optimization. Optimized layout will also reduce bit-line capacitance.

The proposed 8T cell can be optimized to read, write and hold the data which can sustain 7 sigma
variations in process parameters. On the other hand 6T cannot maintain the balance between all three
operations (read, write and hold) during 7 sigma variations considering similar cell optimization

conditions, as used for the proposed 8T cell.
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5.3 The proposed Single Ended 10T SRAM cell

A bit-cell is the main SRAM component to store one bit of information. The proposed 10T bit-
cell uses a pair of cross-coupled inverters forming a latch, access transistors and read buffer. Access
transistors provide access to the cell during write operation and isolate the cell during the read/hold
state. A read buffer isolates the storage node from any disturbance during a read operation. The
proposed 10T SRAM cell is designed to provide non-destructive read access, write-ability and data
retention. Following block diagram in Figure 5.8 shows the building blocks of the proposed 10T cell.

Due to confidentiality (patent pending) the transistor level design is not shown.

WWL RWL RBL
WBL WBLB
Inverter Pair -
and Access Buffer

Transistors

Figure 5.8: Block diagram of the proposed 10T cell

5.3.1 Write Operation

The write operation shown in Figure 5.9 is similar to the conventional 6T cell where one of the bit
lines, WBL/WBLB is driven from a pre-charged value to ground potential by a write driver through
the access transistor. If the cell is properly sized, then the cell will be flipped and data will be written.

We have optimized the 10T cells inverter pair and access transistors to achieve better write ability.

WWL=VDD RWL=gnd RBL=VDD
WBL=VDD WBLB=gnd
L Inverter Pair .-
and Access v
Transistors

Figure 5.9: Block diagram of the proposed 10T cell
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5.3.2 Read Operation

Before reading the data stored in the cell the bit line RBL is pre-charged to VDD. To read the cell
we activate the read word line (RWL) and if there was ‘1’ at true storage node the read buffer will
allow the read bit line RBL to discharge by making a low resistive path for current to flow through
RBL to ground as shown in Figure 5.10. Once the RBL discharges to a voltage level sufficient for
reliable sensing by the inverter sense amplifier, the sense amplifier will be enabled and give a full
swing output signal. For this single ended read operation an inverter is used as a sense amplifier,
therefore, large signal swing is needed to sense the variation in bit-line voltage as compared to

differential sensing. The switching conditions of all signals during write, read and hold operation are

summarized in Table 5.3.

WWL=gnd
WBL=VDD WBLB=VDD
Inverter Pair
and Access
Transistors

RwWL=VDD RBL: Pre->gnd

Read
Buffer

/

'

Figure 5.10: Read operation of the proposed 10T cell

TABLE 5.3: OPERATION SUMMARY FOR PROPOSED 10T SRAM CELL
Hold Read '1" Read "0 Write ‘1° Write ‘0’
WWL 0 0 0 1 1
WBL 1 1 1 1 0
WBLB 1 1 1 0 1
RWL 0 1 1 0 0
RBL 1 Discharge 1 1 1
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5.4 Simulation Results of the proposed 10T SRAM Cell

To validate the design of the proposed 10T (P-10T) cell, circuit simulations were performed for
the minimum cell size conditions. If the input voltage at the gate of a MOSFET drops below its
threshold voltage then the device current becomes exponentially dependent on the difference between
the gate and the threshold voltage. Slightly improved results were observed for iso-area conditions
over minimum cell size conditions. Simulations are done for 27 °C temperature and 300 mV to 800
mV as supply voltage for all process corners and worst cases are presented. The effect of Process
Voltage Temperature (PVT) variations on 6T, P-10T is shown to justify the stability in sub/super-
threshold region at Ultra Low Voltage (ULV) power supply. The approach followed by [17] is used

to find static noise margins. For WSNM write trip point analysis is used.

5.4.1 Read Static Noise Margin (RSNM)

Read Static noise margin can be found as the diagonal or as a side of the maximum square
embedded between the two inverter voltage transfer characteristics of an SRAM cell. Read
decoupling schemes confirm the isolation of the true storage node from RBL and read access without
disturbing the stored value at this node ultimately increases RSNM. For fast NMOS and slow PMOS
(FS) worst case corner the RSNM distribution for 6T and P-10T is shown in Figure 5.11.

300
- 6T
|- 10T
200 |
S
E
=
» 100 |
o
0
0.2 0.4 0.6 0.8

VDD (V)

Figure 5.11: Read static noise margin vs power supply
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5.4.2 Hold Static Noise Margin (HSNM)

To find the HSNM we follow the same definition as used to find RSNM. In the hold mode, the
robustness of the inverter pair determines the data retention capability. Both hold and write
operations are satisfied with specific aspect ratios, which results in a slight improvement of HSNM
while maintaining WSNM higher than 6T, as shown in Figure 5.12.

300

46T

=-10T
200

HSNM (mV)

100}

0.2 0.4 0.6 0.8
VDD (V)

Figure 5.12: Hold static noise margin vs power supply

5.4.3 Write Trip Point (WTP)

The rite Trip Point (WTP) is one of the measures of write static noise margin (WSNM) which is
the voltage difference between bit-line and VSS when cell data flips. Write margin value and
variation is a function of the cell design, SRAM array size and process variation. A cell is considered

not writeable if the worst-case write margin becomes lower than the ground potential.
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=
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Figure 5.13:  Write trip point vs power supply
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Write-ability is a major concern for SRAM cell operating in the sub-threshold region so careful
selection of circuit topology, its design and dynamic supply variation are of crucial importance. Due
to independent write and read port the inverter pair can be optimized for better write conditions. It
can be observed from Figure 5.13 the WTP for P-10T is higher than that of 6T and 8T. From the

results it is clear that the cell has high yield even at low power supply range.

5.4.4 Write Delay

A voltage level up to which the true storage node can be charged or discharged is closely related

to the length of the write period. Without conflicting aspect ratios of the P-10T cell can be optimized
for write and read separately.
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300 - - 10T
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Figure 5.14:  Write delay vs. power supply

Therefore the write operation gives better write performance as shown in Figure 5.14. Write delay

is calculated as the time difference of 50% rise in word line voltage and the intersection point of
storage nodes.

545 Read Delay
As Figure 5.15 shows at 300-800mV the read delay of P-10T is equal to 6T read delay because

isolation provided by the read buffer leads to independent path for cell current. It is calculated as the
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time taken to create a 100mV difference on bit-line after activation of read bit line. As the same

aspect ratios are used in the read path the delay is the same for both 6T and the proposed 10T.
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Figure 5.15: Read delay vs. power supply

5.4.6 Write and Read Power Consumption
Scaling the threshold voltages of the devices down along with the supply voltage exponentially

increases the standby leakage current (loff ) of the circuit [P-87]. The growing leakage currents and
power, which is wasted as generated heat, limits practical power supply scaling. Process variations
together with low V1 devices can significantly increase the absolute leakage magnitude.

The die-to-die and intra-die parameter variations are also worsening with technology scaling.
These variations affect the maximum clock frequency and leakage power distributions. Variation
effects are more pronounced at low supply voltages (VDD).

Average power is calculated for one complete cycle of write and read operation which is shown

in Figure 5.16 and Figure 5.17 respectively. The proposed 10T requires less power to write/read the

cell as compared to the conventional 6T cell.
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Figure 5.16:  Write power consumption vs power supply
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Figure 5.17:  Read power consumption vs power supply

5.4.7 Standby Power Consumption

Static power consumption during write operation is shown in following Figure 5.18 where the
proposed 10T consumes higher power because we have included the read buffer circuit while
calculating the retention period power.
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Figure 5.18:  Standby power consumption vs power supply

5.4.8 Comparison summary

The following Table 5.4 shows the comparison of different parameter values calculated for sub-
threshold operating region. The calculated data shows that the proposed 10T cell is better compared
to conventional 6T and 8T SRAM cells.

TABLE 5.4: COMPARISON OF THE PROPOSED 10T, CONVENTIONAL 6T AND CONVENTIONAL 8T

(At 0.3V power ] _
Proposed 10T Conventional 6T Conventional 8T
supply)
RSNM (mV) 72.9 14.7 724
HSNM (mV) 72.9 68.5 72.9
WTP (mV) 142 -ve 724
Write Delay (ps) 307.1 Write Fail Write Fail
Write Power (nW) 37.2 75.4 74.6
Read Delay (ps) 153.5 152.1 153.2
Read Power (nW) 7.09n 11n 8.4
Standby Power (nW) 2 1.7 2
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5.5 High Speed Sensing For Single Ended Bit-cells

Cell stability has become a critical component for low power SRAM operation. As cell supply
goes down to satisfy ultra-low power applications such as sensor nodes, the signal noise margin
(SNM) decreases, which directly affects the yield of SRAM operation. Cell stability is enhanced
significantly by introducing a separate bit line which does not introduce any noise inside the SRAM
cell during read operation. For single-ended large-signal sensing shown in Figure 5.19, all SRAM
cells are connected to a common read bit line (RBLC). An inverter is used to sense the signal on a
global bit-line (GRBL) when the read word-line (RWL) is activated. In addition to the variations in
bit-line voltage levels, due to device mismatch for the transistors connected to bit-line, the inverter

trip voltage is used to evaluate the sensing margins for sub-threshold/super-threshold operations.

Precharge and Equalization

== Bitcell with
Single
Ended read
port

| RBLC
GRBL

Bitcell with
Single
Ended read
port

Evaluation

Data Output
Figure 5.19:  Conventional single ended read sensing scheme
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However, improving the access time is a major challenge for single ended cells. This can be a
major hurdle, since SRAM memory is used in cache applications where read time is very critical for

microprocessor performance.

5.5.1 Review of Sensing Schemes
e Data-aware Sensing Reference (DASR)
This scheme is capable of maintaining sensing margins for both read-0 and read-1 under
given timing constraints. The key mechanism involved in maintaining the sensing margin is the
adaptive changing of the reference voltage, such that the sensing headroom or potential range for

read-1 and read-0 overlap, as in differential BL sensing [10].

e Pseudo differential single ended current mode sense amplifier.

It demonstrates that this design can deliver a performance similar to that of conventional
current mode differential amplifier without using dual bit-line for read operation [11].

This is a scheme where dual rails are still used for the sensing circuit. Both bit lines for each
column are present in standard single-ended scheme although only one of them is used.
Compared to domino-based single-ended sensing scheme, the sensing circuit consists of more
transistors. However, there is only a slight increase in area because a sensing circuit is shared by
multiple bits [12].

e Current direction sense circuit

The sense circuit's input node is clamped at an intermediate voltage level, and the circuit
transforms current direction into a logic value. It operates four times faster than a CMOS inverter,
when driver sizes are equal. When it is applied to a single-end multiport SRAM, access is
accelerated 3.2 times faster than that with a CMOS inverter with no increase in power

consumption [13].

e Write bit-line swing control circuit.
The write bit-line swing control circuit reduces the bit-line precharge level within the limit of
correct operation by using a memory cell replica. The control circuit reduces power consumption

for bit-line driving and the pseudo-read cell current by 40% [13].
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5.5.2 The proposed Sensing Scheme

There can be many ways to improve the performance. We have chosen the charge sharing. The
proposed scheme uses the basic idea of Charge Sharing between two capacitors. When we connect
two capacitors together as shown in the following Figure 5.20, then charge will be shared.

S
Va % Vb

Figure 5.20: Charge sharing between two capacitors

Let’s assume initially V,=VDD and V,=0

Now when the switch is closed, we can model the situation as follows:

Ca VDD = (C, + Cb) Viina

Viinat = VDD * C4/(C, +Cy)

As the capacitor charge/discharge rate depends on the voltage and capacitance value if V,>>V, and

Ca>>Cy, the capacitor Cy, discharges faster than C,.

5.5.3 Design of the proposed Scheme

Now as we know that the capacitance value of a local bit line is lower than the global bit line we
can utilize charge sharing to increase the charge/discharge rate of both bit lines. As shown in Figure
5.21 the precharge block will provide the initial charge on the bit line capacitances. Memory bit-cells
are directly connected to the local read bit line (RBLC_CS). One switch will connect the local bit line
to the global bit line (GRBL_CS) according to the operational need. The evaluation block will take
the input from both bit line and gives the data which is stored in the bit-cell as output.

5.5.4 Sensing Operation
First we precharge RBLC_CS to VDD and predischarging GRBL_CS to ground. Then we
activate RWL, S and evaluation block at the same time. Charge sharing is occurred between
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RBLC_CS and GRBLC_CS capacitance (Figure 5.21). If the true node of the accessed bit-cell has a
high value, it will allow RBLC_CS to discharge and charge sharing helps to increase the discharge
rate of the local bit-line (RBLC_CS), consequently, it will speed up the charging rate of GRBL_CS.
Since RBLC CS quickly goes low, there is a chance of a false read “1”” when the true storing node of

the cell has a <0”.

Precharge/Predischarge

RWL ' Bitcell with
Single
Ended read
port
|
|
\ RBLC_CS
GRBL_CS
Bitcell with S
Single Vbl Vgbl
Ended read
port
Chbl % 4—|7 Cgbl
Evaluation
Data Output
Figure 5.21: Conventional single ended read sensing scheme
5.5.5 Results

To test the functionality of the proposed scheme we have simulated the circuit for all process

corners and those worst case conditions are presented. Four sigma Vry value is applied to the
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accessed bit-cell while other cells store the opposite binary value. We can check for a false read
condition by operating the circuit at fast corner and the performance testing can be done at slow
corner. Moreover the high voltage (1.1V) - high temperature (125 C) and low voltage (0.85V) - low
temperature (0'C) values are set for fast and slow corners respectively.

120
100 |

80 |
~4 Proposed
~® Conv.

60

Delay (ps)

40 |

FF SS
Process Corner

Figure 5.22: Read delay comparison when global bit line capacitance is 8x of local bit-line

capacitance.

While calculating the delay -4-sigma V- for fast corner and +4-sigma value for slow corner is
applied in the read path of the accessed bit-cell. To activate a read operation RWL with 100ps
rise/fall time is selected. When the global bit line capacitance (CGRBL/GRBL_CS) is 8x of the local
bit line capacitance (CRBLC/RBLC_CS) the read delay of the conventional and the proposed sensing
scheme is the same for fast corner. On the other hand the proposed scheme shows 6.8% performance
improvement over conventional sensing for slow corner, as depicted in Figure 5.22.

The capacitance ratio decides the charge sharing and if the CGRBL/GRBL_CS is 8x of
CRBLC/RBLC_CS, the read O fail probability increases. Therefore if we can reduce
CGRBL/GRBL_CS then we will be able to reduce the 0 read failure probability with reduced read
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delay. The condition when CGRBL/GRBL_CS is 2x of CRBLC/RBLC_CS read delay is 9.4% lower

than the conventional read delay at the slow corner, which is shown in Figure 5.23.

a /
| : ¢ Proposed
0
FF :

Process Corner

Figure 5.23: Read delay comparison when global bit line capacitance is 2x of local bit-line

capacitance.

5.6 Chapter Summary

Large size array and high packing density of embedded SRAMs makes them yield limiters in
SoCs. As we know that process variations, such as threshold offset and mismatch, photo-lithography
non-idealities causing channel length and width variations, can severely degrade the Static Noise
Margin of an SRAM cell. Minute defects and tough operating conditions can cause many cells in an
SRAM array to have degraded stability and can flip their state. We reviewed the various definitions
of the SNM that can be encountered in the literature.

We analyzed the factors affecting SRAM cell stability such as the variations of the process
parameters, and operating voltage variations. Breaking the feedback technique is used to optimize the
bit-cell to cope with the problems (read disturb, write failure and half select) which the conventional
6T cell has.

We have shown the effect of using separate write and read circuits and, because of it, the write
and read static noise margins are increased significantly. To save area we have used minimum size

devices wherever possible.
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We also reviewed the different access time improving techniques suitable for single ended SRAM

cells. We suggested a charge-sharing scheme to improve the performance of large signal sensing. We

have checked the functionality of the proposed designs and presented simulation results for the worst

cases with different parameters.
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Chapter 6

Conclusions and Scope of Future Work

The research vision of this project is to design new circuit architectures that can achieve ultra-low
power consumption in conventional bulk MOSFET and future cutting edge FInFET technologies. The
main focus of this work is to find novel circuit topologies to improve the practicality of ultra-low
power SRAMs. In order to achieve this goal, a single 8T SRAM cell with high data stability (high p
and low o) that operates in ultra-low voltage supplies is presented. We attained enhanced static noise
margin (SNM) in the sub-threshold regime using single-ended with dynamic feedback cutting (SE-
DFC) and read decoupling schemes. The area of the proposed cell is twice as that of 6T. Still, its
better built-in process tolerance and dynamic voltage applicability enables it to be employed similar
to cells (8T, 9T and 10T) along with ~1.9x area overhead. The proposed 8T cell has high stability and
can be operated at the ultra-low voltage of 200-300mV power supply. The advantage of reduced
power consumption of the proposed 8T cell enables it to be employed for battery operated SoC
design.

A single-ended boost-less (SE-BL) 7T SRAM cell utilizing dynamic feedback cutting and
dynamic read decoupling is presented. The proposed 7T SRAM cell has improved read margin,
write-ability, performance and lower power consumption over the conventional 5T SRAM cell with
small area overhead. High mean (n) and low standard deviation (o) of 7T result in successful
operation at 300mV power supply. With these favorable properties, the proposed 7T cell can be
employed for battery operated system on chip (SoC) designs.

A robust and reliable single-ended boost-less 7T FInNFET SRAM with high data stability under
PVT variations is presented. Using feedback cutting and read decoupling schemes we attained high
WSNM, HSNM and read margin for the sub/super-threshold regime. The effect of temperature
variation indicates that 7T is less affected as compared to 5T. Simulation results using 20nm BSIM
FinFET technology indicate that the proposed 7T cell can be operated at 0.2V. This ultra-low power
FINFET 7T SRAM cell with improved stability and performance can be embedded in battery operated
systems.

We have analysed the factors affecting SRAM cell stability such as the variations of the process
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parameters, and operating voltage variations. The proposed differential 8T and read decoupled 10T
use broken feedback technique to mitigate the problems (read disturb, write failure and half select)
which conventional 6T cell has. We have shown the effect of using separate write and read circuits
and, because of it, the write and read static noise margins are increased significantly. To save area we
have used minimum sized devices when possible.

Future scope and applications of the proposed SRAMSs can potentially be in low/ultra-low voltage
and medium frequency operation such as Biomedical Implants, Wireless Sensing, Mobile,
Multimedia Gadgets, Neural signal processor, Low voltage cache operation etc. With the reduction in
energy/power consumption and improvement in reliability, we hope that the proposed SRAM
systems can be employed as embedded SRAM and would open the possibility of many new
architectural options. Moreover, highly energy-constrained applications will also benefit from these
memory-rich processor architectures. However, considering new techniques to overcome reliability
issues have been limited solely to single device level or circuit level. However, as CMOS scaling
continues, we believe there is a need for a new design paradigm device/circuit co-design
methodology leading to properly optimized circuits and systems considering new device innovations.

The capacity of the 1kb SRAM array designed in this thesis is not enough for all digital systems,
especially for some signal processing or data collection systems. Therefore, the design of sub-
threshold SRAM macro with larger memory capacity is also an interesting work. Although some
novel single-ended and differential SRAM designs are proposed, further possibilities exist to find
mind breaking ideas for other circuit topologies. Also, asymmetric SRAMs could be useful to
improve performance of ultra-low power SRAMs. The SRAM design will be fabricated in the future,
and targeted applications of the proposed ultra-low-power SRAM designs are low-power biomedical
and space applications. Therefore, the designed sub-threshold SRAM is targeted to be integrated in
digital systems which inevitably involve sub-threshold microprocessors. Hence the design and
fabrication of a sub-threshold microprocessor is one of the main research topics following sub-
threshold SRAM design. Working on new techniques to enable circuits operating at ultra-low supply
voltages less than 200mV for biomedical applications is one of the most important goals for future
research. Furthermore, due to aggressive transistor scaling, process variation effects are unfortunately
increased. As a result digital design in such a low voltage (e.g. 200mV) in the presence of huge

process variations (Random dopant fluctuation) is an interesting challenge.
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The continuous advancement in technology, the density of embedded SRAM has grown
substantially and become the main consumer of power of a system-on-chips (SoC). Therefore the
future course of action involves effective reduction of leakage in SRAM with a collaboration of
research in device physics and an integrated circuit design methodology.

Achieving new methods to optimize memory arrays is one of the most important challenges in
electronic design. Recently presented memory designs such as Spin Torque Transfer RAM (STT-

RAM), Phase change etc. shows promising potential to improve the area of memory arrays, speed,
and power consumption.
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