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ABSTRACT

KEYWORDS: The hyperbolic metric, the Cassinian metric, the distance ratio met-

ric, a Gromov hyperbolic metric, hyperbolic-type metrics, inner metric,

Möbius transformation, distortion (quasi-invariance) property, metric

balls, inclusion property, starlikeness and convexity properties, quasi-

conformal mappings, modulus of continuity.

In this thesis we obtain various inequalities between the so-called Cassinian metric

and other well-known hyperbolic-type metrics. For this, comparison of a scale invariant

Cassinian metric with a Gromov hyperbolic metric and other hyperbolic-type metrics

plays a significant role. We discuss the local convexity property of the Cassinian metric

balls and their inclusion relations with other hyperbolic-type metric balls by fixing centre

common to each pair of metric balls. The metric ball inclusion properties of the scale

invariant Cassinian metric and the Gromov hyperbolic metric with other hyperbolic-type

metric balls are also interpreted. We study the distortion property of the Cassinian metric

under Möbius transformations of the unit ball onto itself and under Möbius transforma-

tions of a punctured ball onto another punctured ball. Hence, the distortion property of

the scale invariant Cassinian metric under Möbius transformations of a punctured ball

onto another punctured ball is also natural to discuss. We also discuss the quasi-invariance

property of the scale invariant Cassinian metric and the Gromov hyperbolic metric under

quasiconformal mappings of Rn, n ≥ 2. Finally, we estimate the modulus of continuity

for the identity mapping on a bounded domain equipped with the Cassinian metric onto

the same domain with the Euclidean metric.
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CHAPTER 1

INTRODUCTION

This thesis is based on the research work carried out at IIT Indore. The purpose of

this chapter is to give some motivations and background knowledge about the research

problems discussed in this thesis. Also, this chapter stands as preliminaries for the up-

coming chapters.

The concept of distance is a basic mechanism used in the whole human experience.

In everyday life it usually means some degree of closeness of two physical objects or ideas,

i.e., length, time interval, gap, rank difference, while the term metric is often used as a

standard tool for measurement. In mathematics, we understand that a metric (distance)

d on a non-empty set X is a function from X×X to the set of non-negative real numbers

satisfying the following conditions:

• d(x, y) ≥ 0 for all x, y ∈ X (Positivity)

• d(x, y) = 0 ⇐⇒ x = y

• d(x, y) = d(y, x) (Symmetric)

• d(x, y) ≤ d(x, z) + d(z, y) for all x, z, y ∈ X (Triangle Inequality).

The set X together with the distance function d is called a metric space and is denoted

by (X, d). The notion of metric was first introduced by M. Fréchet [14] in his PhD thesis

in the year 1906. F. Hausdorff also studied metric spaces in 1914 as a special case of an

infinite topological space. However, it was K. Menger, who, in 1928 introduced metric

spaces in geometry [56] (see also [62] for more historical background). The notion of

metric got adopted very quickly among function theorists. For example, in topology for

defining open sets, in functional analysis for defining norms, etc. Now-a-days metric is

considered as an essential tool in many areas of mathematics. For more on metrics, we

refer [12].

In nineteenth century, the concept of the hyperbolic geometry came to the picture.

The hyperbolic geometry satisfies all the postulates of Euclid except the parallel postu-

late which states that given a straight line and a point (not on the line), there exists a



unique straight line passing through the given point and not intersecting the given line. In

hyperbolic sense, there are infinite number of hyperbolic lines passing through the given

point and not intersecting the given line. The hyperbolic metric enables one to formulate

the Schwarz-Pick lemma in a simple way [58] (see, also [6]). Ever since the introduction

of the hyperbolic geometry there were many attempts to extend the hyperbolic metric

to more general settings. For instance, it can be extended to simply-connected planar

domains having at least three boundary points with the help of the classical Riemann

Mapping Theorem. The absence of the Riemann Mapping Theorem in higher dimensions

(i.e, in Rn, n ≥ 3) leads to define the hyperbolic metric only on balls and on half spaces.

However, there are metrics developed in subdomains of Rn which coincide with the hy-

perbolic metric either in balls or in half spaces. This development leads to many other

metrics defined in subdomains of Rn and they are very close to the hyperbolic metric

and its generalizations in several senses. A common property among all these metrics is

that they are evaluated at some of the boundary points of the domain induced by these

metrics. Due to this reason, probably, they are named as hyperbolic-type metrics.

In the literature, there are many well-known domains which are characterized in terms

of metric inequalities. For example, uniform domains, John domains, quasidisks, etc, are

characterized in terms of inequalities associated with certain hyperbolic-type metrics, see

for instance [15–17,53]. Saying differently, the comparison of metrics reveals the geometry

of the domain. This motivated us to compare the so-called Cassinian metric with other

related hyperbolic-type metrics.

It is well-known that the geometric structure of a metric space can be viewed from the

geometric structure of the fundamental element, namely, the metric balls associated with

the metric. Hence it is reasonable to study the metric balls and their inclusion relations

with other metric balls by fixing the centre common to each pair of the metric balls.

A significant part of geometric function theory is to study the behaviour of distances

under certain classes of mappings, namely, the Möbius class, the quasiconformal class,

etc. Möbius invariants have special role in function theory [1, 2, 66]. If a metric is not

invariant under Möbius transformations, we must study its quasi-invariance property. The

quasi-invariance property under quasiconformal mappings is hence natural to study.

A modulus of continuity is a function ω : [0,∞] → [0,∞] used to measure quanti-

tatively the uniform continuity of functions. Let (Xj, dj), j = 1, 2, be metric spaces. A
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function f : X1 → X2 admits ω as modulus of continuity if and only if for all x, y ∈ X1,

d2(f(x), f(y)) ≤ ω(d1(x, y)). We also call such functions as uniform continuous with mod-

ulus of continuity ω (or ω-uniformly continuous). For instance, for k > 0, the modulus

ω(t) = kt describes the k-Lipschitz functions, the moduli ω(t) = ktα, α > 0, describe the

Hölder continuity, and so on. To simplify matters in this topic, we always assume that

ω(t) is an increasing homeomorphism. Conversely, any uniformly continuous function

f : (X1, d1)→ (X2, d2) admits a modulus of continuity ωf (t) defined by

ωf (t) = sup{d2(f(x), f(y)) : d1(x, y) = t}, x, y ∈ X1.

The quasiconformal counter part of the Schwarz lemma [1] says that quasiconformal

mappings of the unit ball are uniformly continuous with respect to the hyperbolic met-

ric. Hence, we are also interested to study the uniform continuity, precisely to estimate

the modulus of continuity, of identity mappings on bounded domains equipped with the

Cassinian metric onto the same domain with the Euclidean metric.

Unless otherwise stated, throughout this thesis, D denotes an arbitrary, proper sub-

domain (open connected set) of the Euclidean space Rn. We write D ( Rn. We denote

the punctured space Rn \ {p} by Dp and the twice-punctured space Rn \ {p, q} by Dp,q.

The Euclidean distance between x, y ∈ Rn is denoted by |x− y|. The standard Euclidean

norm of a point x ∈ Rn is denoted by |x|. Given x ∈ Rn and r > 0, the open ball centred

at x and of radius r is denoted by B(x, r) = {y ∈ Rn : |x− y| < r}. We set Bn = B(0, 1).

The upper half space of Rn is defined by Hn := {(x1, x2, . . . , xn) : xn > 0}. The closed

line segment between two points x and y in Rn is denoted by [x, y]. Given x ∈ D, the

distance d(x) from x to the boundary ∂D of D is given by

d(x) = inf
{
|x− ξ| : ξ ∈ ∂D

}
.

For real numbers r and s, we set r ∨ s = max{r, s} and r ∧ s = min{r, s}. In a metric

space (D, d), we use the terminology d-metric, for the distance function associated with

the metric d.

3



1.1. The Cassinian metric

In 2009, Ibragimov introduced the notion of the Cassinian metric [37], cD(x, y), de-

fined for x, y ∈ D  Rn by

cD(x, y) := sup
p∈∂D

|x− y|
|x− p| |p− y|

.

Geometrically, it can be defined by means of maximal Cassinian ovals in the similar

fashion as the Apollonian metric is defined in terms of maximal Apollonian balls [5]. This

metric was introduced in a desire to express the notion of convexity in Möbius invariant

fashion. Note that the Cassinian metric space is not complete in general. However, if D is

a domain with∞ /∈ ∂D, then the Cassinian metric space is complete. Also, the cD-metric

is not invariant under Möbius transformations. Ibragimov in [37] conjectured that the

Cassinian isometries are restrictions of Euclidean isometries (orthogonal transformations

as well as the translations of Rn) if the underlying domain has at least two finite boundary

points. Here we mean by a Cassinian isometry, a homeomorphism f : D → Rn satisfying

cf(D)(f(x), f(y)) = cD(x, y), for all x, y ∈ D.

However, it can be seen from the definition that the cD-metric is not invariant under scaling

maps. That is, the cD-metric is not invariant under the maps of the form f(x) = kx, k ∈ R.

It was natural to expect a scale invariant version of the cD-metric which is introduced very

recently by Ibragimov in [40]. For more on the cD-metric, we refer [20, 37, 42, 49]. Note

that a more general form of this metric was considered by P. Hästö (see [21, Lemma 6.1]).

For x, y ∈ D  Rn, a scale invariant Cassinian metric, τ̃D(x, y), is defined by

τ̃D(x, y) = log

(
1 + sup

p∈∂D

|x− y|√
|x− p||p− y|

)
.

An interesting part of this metric is that many properties in arbitrary domains are revealed

in the setting of once-punctured spaces. For example, τ̃D(x, y) is a metric in an arbitrary

domain D ( Rn if it is a metric on once-punctured spaces. Both the cD-metric and the

τ̃D-metric are monotone with respect to domains. That is, if D  D′, then mD(x, y) ≥

mD′(x, y) for all x, y ∈ D and mD ∈ {cD, τ̃D}. Another interesting part is that the

τ̃D-metric is Möbius invariant only in once-punctured spaces [40, Lemma 2.1]. However,

isometries of this metric are not studied in the literature yet.
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1.2. A Gromov hyperbolic metric

Gromov in 1987 introduced the notion of an abstract hyperbolic space [19]. Let (D, d)

be a metric space and x, y, z ∈ D. The Gromov product of x and y with respect to z is

defined by the formula

(x|y)z =
1

2
[d(x, z) + d(y, z)− d(x, y)] .

The metric space (D, d) is said to be Gromov hyperbolic if there exists β ≥ 0 such that

(x|y)w ≥ (x|z)w ∧ (z|y)w − β

for all x, y, z, w ∈ D. We also say that D is β-hyperbolic. Equivalently, the metric space

(D, d) is called Gromov hyperbolic if and only if there exist a constant β > 0 such that

d(x, z) + d(y, w) ≤ (d(x,w) + d(y, z)) ∨ (d(x, y) + d(z, w)) + 2β

for all points x, y, z, w ∈ D. Note that Gromov hyperbolicity is preserved under quasi-

isometries. That means it is preserved under the mappings f : (D, d1) → (f(D), d2)

satisfying
1

λ
d1(x, y)− k ≤ d2(f(x), f(y)) ≤ λd1(x, y) + k, x, y ∈ D,

where λ ≥ 1 and k ≥ 0. Literature on Gromov hyperbolicity are available in [8,19,25,38,

39,65].

A Gromov hyperbolic metric, the so-called uD-metric, defined by

uD(x, y) = 2 log

(
|x− y|+ d(x) ∨ d(y)√

d(x) d(y)

)
, x, y ∈ D  Rn,

is introduced by Ibragimov in [38]. This metric hyperbolizes (in the sense of Gromov)

locally compact non-complete metric spaces without changing its quasiconformal geome-

try, that is, the quasiconformal geometry of the original metric space behaves similar if

it is equipped with the uD-metric. Note that the uD-metric can be defined on any metric

space, however, this does not satisfy the domain monotone property, in general.

1.3. Hyperbolic-type metrics

Recall that the hyperbolic metric enables us to formulate the classical Schwarz-Pick

lemma in a simple way which states that analytic functions of the unit disk decreases

5



hyperbolic distances. Due to absence of the Riemann Mapping Theorem in higher dimen-

sions (i.e. in Rn, n ≥ 3), the hyperbolic metric is defined only on balls and half spaces.

However, there are several metrics developed in arbitrary subdomains of Rn which co-

incide with the hyperbolic metric of balls or with the hyperbolic metric of half spaces,

and some of them are not. They are named as hyperbolic-type metrics. In this section,

we begin with the definition of the hyperbolic metric of the unit ball followed by other

well-known hyperbolic-type metrics.

The hyperbolic metric

The hyperbolic metric, ρBn(x, y), of the unit ball Bn is given by

ρBn(x, y) = inf
γ

∫
γ

2|dz|
1− |z|2

,

where the infimum is taken over all rectifiable curves γ ⊂ Bn joining x and y. Note that

for all x, y ∈ Bn, the ρBn-metric has the following simpler form:

(1.1) sinh

(
ρBn(x, y)

2

)
=

|x− y|√
(1− |x|2)(1− |y|2)

(see, for example, [4, p. 40]).

The distance ratio metric

The distance ratio metric [66], j̃D(x, y), is defined for x, y ∈ D  Rn by

j̃D(x, y) = log

(
1 +

|x− y|
d(x) ∧ d(y)

)
.

It is a slight modification of the original distance ratio metric, jD(x, y), introduced by

Gehring and Osgood in [17], defined for x, y ∈ D  Rn by

jD(x, y) =
1

2
log

(
1 +
|x− y|
d(x)

)(
1 +
|x− y|
d(y)

)
.

The j̃D-metric and the jD-metric are related by: (1/2)j̃D ≤ jD ≤ j̃D. Note that for

x, y ∈ D0 with |x| = |y|, jD0(x, y) = j̃D0(x, y) = uD0(x, y). The jD-metric is also quasi-

isometric to the uD-metric. Indeed, we have

2jD(x, y) ≤ uD(x, y) ≤ 2jD(x, y) + 2 log 2, x, y ∈ D

see, for instance [38, Theorem 3.1]. The j̃D-metric space is complete. The j̃D-metric is

monotone with respect to domains, and also invariant under similarity mappings. That

is, the j̃D-metric is invariant under the mappings f : Rn → Rn satisfying f(∞) =∞ and

6



|f(x)− f(y)| = c|x− y|, c > 0, for all x, y ∈ Rn. For more literature on the j̃D-metric we

refer [67].

The quasihyperbolic metric

The quasihyperbolic metric [18], kD(x, y), is defined by

kD(x, y) = inf
γ∈Γ(x,y)

∫
γ

|dz|
d(z)

,

where Γ(x, y) denotes the family of rectifiable curves joining x and y in D. The quasihy-

perbolic metric was introduced by Gehring and Palka in 1976 and subsequently studied by

Gehring and Osgood (see [17,18]) as a generalization of the hyperbolic metric of the upper

half plane to arbitrary proper subdomains of Rn. Indeed, we have kHn(x, y) = ρHn(x, y) for

all x, y ∈ Hn. The kD-metric is the inner metric of the j̃D-metric [64] and in the unit ball

they also coincide along radial directions, that is, kBn(x, y) = j̃Bn(x, y) for x, y ∈ Bn with

y = tx, t > 0. It is also important here to record that the kD-metric and the j̃D-metric

are equivalent only in uniform domains (see [17] for details). This is one of the reasons

why comparisons of hyperbolic-type metrics are important in this theory. Isometries of

the kD-metric are studied by Hästö in [23].

The Seittenranta metric

Seittenranta in [59] defined a Möbius invariant metric, namely the absolute ratio

metric (also called the Seittenranta metric), denoted by δD(x, y), and is defined for x, y ∈

D  Rn by

δD(x, y) = log(1 +mD(x, y)),

where

mD(x, y) = sup
a,b∈∂D

|x− y||a− b|
|x− a||y − b|

.

Note that the quantity mD(x, y) does not define a metric, whereas the quantity δD defines

a metric. The δD-metric is a generalization of the hyperbolic metric of the unit ball Bn

onto proper subdomains of Rn. In fact, δBn(x, y) = ρBn(x, y) for all x, y ∈ Bn. Uniform

domains are also characterized by comparing the δD-metric and Ferrand’s metric [59].

7



The visual angle metric

The visual angle metric, vD(x, y), introduced in [48], is defined by

vD(x, y) = sup{∠(x, z, y) : z ∈ ∂D}, x, y ∈ D.

The vD-metric is similarity invariant. It is defined on a domain D  Rn whose boundary

is not a proper subset of a line. This metric does not coincide with the hyperbolic metric

of Bn (or Hn), but it is comparable (see, [48, Theorem 1.1]).

The triangular ratio metric

The triangular ratio metric [11], sD(x, y), defined on D  Rn by

sD(x, y) = sup
p∈∂D

|x− y|
|x− p|+ |p− y|

, x, y ∈ D.

Geometrically, the triangular ratio metric can be viewed by taking the maximal ellipse in

D with foci at x and y in the similar fashion as the Cassinian metric [37] is defined. For

more details on the sD-metric we refer [11]. Note that this metric also does not coincide

with the hyperbolic metric.

The half-apollonian metric

The half-apollonian metric [28], ηD(x, y), is defined for D ( Rn by

ηD(x, y) = sup
p∈∂D

∣∣∣∣log
|x− p|
|y − p|

∣∣∣∣ , x, y ∈ D.

The ηD-metric was introduced by Hästö and Linden in [28]. This metric is bilipschitz

equivalent to the so-called Apollonian metric, introduced by Beardon in [5], as a gener-

alization of the hyperbolic metric of the unit ball as well as the upper half space onto

arbitrary subdomains of Rn. The ηD-metric can be defined in arbitrary domains in Eu-

clidean space and has the advantages of being easy to calculate and estimate. It is shown

in [28] that in many cases the isometries of the ηD-metric are similarity mappings.

1.4. Structure of the thesis

The thesis consists of six chapters. Chapter 1 covers almost all the definitions,

motivations and background knowledge for problems discussed in the remaining chapters

and Chapter 6 deals with concluding remarks with some open problems for further study.

8



In Chapter 2, we compare the Cassinian metric with the hyperbolic metric of the

unit ball, and with some of the metrics defined in Section 1.3. First we obtain the following

relationship between the cBn-metric and the ρBn-metric.

Theorem 1.1. For x, y ∈ Bn, we have

(1.2) sinh

(
ρBn(x, y)

2

)
≤ cBn(x, y).

The following relationship holds true between the j̃D-metric and the cD-metric in

proper subdomains D of Rn.

Theorem 1.2. Let D be a proper subdomain of Rn and let x, y ∈ D. Then

j̃D(x, y) ≤
(
|x− y|+ (d(x) ∧ d(y))

)
cD(x, y).

The δD-metric and the cD-metric are comparable in the following way:

Theorem 1.3. Let D ( Rn be any domain. Then for x, y ∈ D

cD(x, y) ≤ eδD(x,y) − 1

d(y)
.

Equality holds for D = Dp.

In Chapter 3, we compare the uD-metric and the τ̃D-metric with other hyperbolic-

type metrics. We also show that a domain equipped with the τ̃D-metric is hyperbolic in

the sense of Gromov by comparing the uD-metric and the τ̃D-metric. We prove that

Theorem 1.4. Let D ( Rn be any domain with ∂D 6= ∅ and x, y ∈ D. Then

2τ̃D(x, y) ≤ uD(x, y).

Equality holds whenever d(x) = |x − p| = |y − p| = d(y) for some p ∈ ∂D. Moreover,

there exists no constant k ≥ 0 such that

uD(x, y) ≤ 2τ̃D(x, y) + k

for all x, y ∈ D unless D is a one-punctured space. If D is a once-punctured space, then

uD(x, y) ≤ 2τ̃D(x, y) + 2 log 2

and the inequality is sharp.
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Theorem 1.4 shows that the metric space (Dp, τ̃Dp) is Gromov hyperbolic (or β-

hyperbolic) with β = log 2. Moreover, in this chapter we compare the uD-metric with

• the j̃D-metric

• the jD-metric

• the ρBn-metric.

Chapter 4 deals with the local convexity properties of the cD-metric balls and their

inclusion relations with other hyperbolic-type metric balls. Precisely, we obtain the max-

imal radius for which the cD-metric ball is convex. We say that D  Rn is starlike with

respect to x if each line segment from x to y ∈ D is contained completely in D. The

domain D is strictly starlike with respect to x if D is bounded and each ray from x meets

the boundary of D at exactly one point. The domain D is called convex (strictly convex)

if it is starlike (strictly starlike) with respect to all points in D.

Note that there are non-starlike domains in which the Cassinian metric balls are not

starlike (see Figure 1.1). But we observe that the cD-metric balls are starlike in starlike

domains-a fact-described in the following form:

Theorem 1.5. Let r > 0. If D ( Rn is a starlike domain with respect to x ∈ D, then

BcD(x, r) is starlike with respect to x.

We also study the convexity property of the Cassinian metric balls in small radii. In

this regard we prove the following result.

Theorem 1.6. Let D ( Rn be any arbitrary domain. Then BcD(x,R) is convex for

R ≤ sup{1/|x− zi| : zi ∈ ∂D}, and is strictly convex for R < sup{1/|x− zi| : zi ∈ ∂D}.

In arbitrary domains, the Cassinian balls are convex for small radii. But they need

not be convex for any radius. Even in convex domains, the Cassinian balls need not be

convex for any radius. For example, in the upper half plane H2 := {z ∈ C : Im(z) > 0}, if

we choose x = i/2, then BcD(x, r) need not be convex for all r > 0. See Figure 1.2. This

discussion leads to the following conjectures.

Conjecture 1.7. There exists r0(≈ 0.85) such that BcH2 (x, r) is convex for all x ∈ H2

and r ∈ (0, r0dH2(x)].

Conjecture 1.8. In a bounded convex domain D, BcD(x, r) is convex for all x ∈ D and

r > 0.
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Figure 1.1. The shaded region is the the cD0-metric ball BcD0
(e1, log 3)

which is not starlike.

Figure 1.2. The Cassinian disks BcH2 (e2, R) with radii R = 0.6, 0.8 and 1.0.

We also discuss the problem of the following type in this chapter.

Given x ∈ D  Rn and t > 0, we find optimal radii r, R > 0 depending only on x and

t such that

Bd(x, r) ⊂ BmD
(x, t) ⊂ Bd(x,R),

where mD ∈ {cD, τ̃D, uD} and d is any other hyperbolic-type metric different from mD.

In Chapter 5, we discuss the quasi-invariance (distortion) properties for the cD-

metric and the τ̃D-metric under Möbius transformations as well as the quasi-invariance
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properties for the τ̃D-metric and the uD-metric under quasiconformal mappings. First, we

obtain the distortion of the cD-metric under Möbius transformations of the unit ball.

Theorem 1.9. Let φ be a Möbius transformation with φ(Bn) = Bn. Then

1− |φ(0)|
1 + |φ(0)|

cBn(x, y) ≤ cBn

(
φ(x), φ(y)

)
≤ 1 + |φ(0)|

1− |φ(0)|
cBn(x, y)

for all x, y ∈ Bn. The equalities in both sides can be attained.

We also prove that the same distortion constant holds true for the cD-metric under

Möbius transformations of a punctured ball onto another punctured ball. Indeed, we

prove that

Theorem 1.10. Let a ∈ Bn and f : Bn \ {0} → Bn \ {a} be a Möbius transformation

with f(0) = a. Then for x, y ∈ Bn \ {0} we have

1− |a|
1 + |a|

cBn\{0}(x, y) ≤ cBn\{a}(f(x), f(y)) ≤ 1 + |a|
1− |a|

cBn\{0}(x, y).

The equalities in both sides can be attained.

Similar to the distortion property of the cD-metric under Möbius transformations of

Bn, the τ̃D-metric exhibits same distortion constants under Möbius transformations of a

punctured ball onto another punctured ball. Note that the distortion of the τ̃D-metric

under Möbius transformations of Bn is proved in [40]. We prove that

Theorem 1.11. Let a ∈ Bn and f : Bn \ {0} → Bn \ {a} be a Möbius transformation

with f(0) = a. Then for x, y ∈ Bn \ {0} we have

1− |a|
1 + |a|

τ̃Bn\{0}(x, y) ≤ τ̃Bn\{a}(f(x), f(y)) ≤ 1 + |a|
1− |a|

τ̃Bn\{0}(x, y).

Also, we discuss the quasi-invariance property of the τ̃D-metric and the uD-metric

under quasiconformal mappings. Quasiconformal mappings in Rn can be characterized

in many equivalent ways. A comprehensive treatment of different definitions is given

in [10]. While definitions are equivalent, there are subtle differences between them when

we consider the parameter K in the notion of K-quasiconformality. It is appropriate

here to mention that we adopt the metric definition of K-quasiconformality introduced

12



by Väisälä in [63]. Recall that a homeomorphism f : D → f(D)  Rn, D  Rn, is said

to be K-quasiconformal for some K (1 ≤ K <∞) if

H(f, x) = lim sup
r→0

max{|f(x)− f(y)| : |x− y| = r}
min{|f(x)− f(y)| : |x− y| = r}

≤ K, for x ∈ D, r ∈ (0, d(x)).

HereH(f, x) is called the linear dilatation of f at x ∈ D. Moreover, if f isK-quasiconformal

then supx∈DH(f, x) ≤ c(n,K) <∞, where c(n,K) is a constant depending upon the di-

mension of the space n and K. It can easily be verified that L-bilipschitz mappings are

L2-quasiconformal (see Section 5.2 for detailed discussion). We prove that

Theorem 1.12. For n ≥ 1 and K ≥ 1, if f : Rn → Rn is a K-quasiconformal mapping

of Rn which maps D ( Rn onto D′ ( Rn then there exists a constant C1 depending only

on n and K such that

τ̃D′(f(x), f(y)) ≤ C1 max{τ̃D(x, y), τ̃D(x, y)α}

for all x, y ∈ D, where α = K1/(1−n).

Theorem 1.13. For n ≥ 1 and K ≥ 1, if f : Rn → Rn is a K-quasiconformal mapping

of Rn which maps D ( Rn onto D′ ( Rn then there exists a constant C2 depending only

on n and K such that

uD′(f(x), f(y)) ≤ C2 max{uD(x, y), uD(x, y)α}

for all x, y ∈ D, where α = K1/(1−n).

Finally, we discuss modulus of continuity for an identity map associated with the

Cassinian metric. Indeed, we aim to obtain the modulus of continuity for the identity

map

id : (D,mD)→ (D, |.|),

where mD is either the cD-metric, or the uD-metric, or the τ̃D-metric. More precisely, we

consider the problem to find a bound, as sharp as possible, for the modulus of continuity

of the identity map defined above. In this regard, we prove that

Theorem 1.14. Let D ( Rn be a domain with diamD <∞ and r =
√
n/(2n+ 2) diamD.

Then we have

cD(x, y) ≥ 4|x− y|
4− |x− y|2

≥ |x− y|
r
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for all distinct x, y ∈ D with equality in the first step when D = Bn(z, r) and z = (x+y)/2.

In particular, the modulus of continuity for id : (D, cD)→ (D, |.|) is ω(t) = rt.

Theorem 1.15. Let D ( Rn be a domain with diamD <∞ and r =
√
n/(2n+ 2) diamD.

Then we have

τ̃D(x, y) ≥ log

(
1 +

2|x− y|√
4r2 − |x− y|2

)
≥ c
|x− y|
r

for all distinct x, y ∈ D with equality in the first step when D = Bn(z, r) and z = (x+y)/2.

Here c (≈ 0.76) is the solution of the equation

(4− t2)(2t+
√

4− t2) log

(
1 +

2t√
4− t2

)
− 8t = 0.

In particular, the modulus of continuity for id : (D, τ̃D)→ (D, |.|) is ω(t) = rt/c.
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CHAPTER 2

COMPARISONS OF THE CASSINIAN METRIC WITH

OTHER RELATED METRICS

This chapter is devoted to find upper and lower bounds for the Cassinian metric in

terms of other hyperbolic-type metrics defined in Chapter 1. We begin with the compar-

ison of the Cassinian metric and the hyperbolic metric of the unit ball Bn.

2.1. Comparison with the hyperbolic metric of Bn

In this section, we provide the proof of the relation between the cBn-metric and the

ρBn-metric which is stated in Theorem 1.1. We recall the statement of the theorem.

Theorem 2.1. (see also, Theorem 1.1) For x, y ∈ Bn, we have

sinh

(
ρBn(x, y)

2

)
≤ cBn(x, y).

Proof. Without loss of generality, we may assume that |y| ≥ |x|. It is trivial that the

inequality (1.2) holds for y = 0, since x = 0 in this case also. Hence we assume that

y 6= 0. It is easy to see that

inf
z∈∂Bn

|x− z||y − z| ≤
∣∣∣∣x− y

|y|

∣∣∣∣ ∣∣∣∣y − y

|y|

∣∣∣∣
= (1− |y|)

∣∣∣∣x− y

|y|

∣∣∣∣
≤ (1− |y|)(1 + |x|)

≤
√

(1− |x|2)(1− |y|2),

where the last inequality follows since |x| ≤ |y|. Now, the formula (1.1) easily yields

sinh

(
ρBn(x, y)

2

)
≤ |x− y|

inf
z∈∂Bn

|x− z||y − z|
= cBn(x, y).

Hence the proof is complete.



Remark 2.2. The inequality in (1.2) is sharp in the following sense. For 0 and x ∈

Bn \ {0}, we use the formulae

(2.1) cBn(0, x) =
|0− x|∣∣∣∣ x|x| − 0

∣∣∣∣ ∣∣∣∣ x|x| − x
∣∣∣∣ =

|x|
1− |x|

(see [37, Example 3.9(B)]) and (1.1). It follows that

sinh

(
ρBn(0, x)

2

)
cBn(0, x)

=
1− |x|√
1− |x|2

approaches 1 as x approaches 0.

It is well known that sinhx ≥ x for all x ≥ 0. This leads to

Corollary 2.3. For x, y ∈ Bn, we have the following sharp inequality

ρBn(x, y) ≤ 2cBn(x, y).

2.2. Comparison with the distance ratio metric

The relationship between the cD-metric and the j̃D-metric is stated in Theorem 1.2.

Here we recall the statement and provide its proof.

Theorem 2.4. (see also, Theorem 1.2) Let D be a proper subdomain of Rn and let

x, y ∈ D. Then

j̃D(x, y) ≤
(
|x− y|+ (d(x) ∧ d(y))

)
cD(x, y).

Proof. We may assume that d(x)∧ d(y) = d(x). Choose z ∈ ∂D such that d(x) = |x− z|.

By the triangle inequality, we have that

inf
p∈∂D

|x− p||y − p| ≤ |x− z||y − z| ≤ d(x)(|x− y|+ d(x)),

and

cD(x, y) ≥ |x− y|
d(x)(|x− y|+ d(x))

≥ 1

|x− y|+ d(x)
log

(
1 +
|x− y|
d(x)

)
=

1

|x− y|+ d(x)
j̃D(x, y).

This completes the proof of our theorem.
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Corollary 2.5. For x, y ∈ Bn, we have

j̃Bn(x, y) ≤ (1 + |x| ∧ |y|)cBn(x, y) ≤ 2cBn(x, y).

In particular,

kBn(0, x) = j̃Bn(0, x) ≤ cBn(0, x).

Proof. Since x, y ∈ Bn, by Theorem 1.2 we observe that

|x− y|+ (d(x) ∧ d(y)) ≤ |x|+ |y|+ ((1− |x|) ∧ (1− |y|))

= |x|+ |y|+ 1− (|x| ∨ |y|)

= 1 + (|x| ∧ |y|).

The desired inequalities follow.

The following lemma shows that the cBn-metric and the j̃Bn-metric are reversely com-

parable when points are lying entirely in sub-disks of Bn.

Lemma 2.6. For all x, y ∈ Bn with |x| ∨ |y| ≤ λ < 1 we have

(2.2) cBn(x, y) ≤ 1

(1− λ)2
j̃Bn(x, y).

Proof. Without loss of generality, we assume that |y| = |x| ∨ |y| ≤ λ. For any w ∈ ∂Bn,

we have

|x− w||w − y| ≥ (1− λ)2,

and hence,

(2.3) (1− λ)2cBn(x, y) ≤ |x− y|.

Now,

j̃Bn(x, y) = log

(
1 +

|x− y|
dBn(x) ∧ dBn(y)

)
= log

(
1 +
|x− y|
1− |y|

)

≥

2|x− y|
1− |y|

2 +
|x− y|
1− |y|

(
∵ log(1 + t) ≥ 2t

2 + t
for t > 0

)

=
2|x− y|

2− 2|y|+ |x− y|
≥ |x− y| ≥ (1− λ)2cBn(x, y),

where the last two inequalities follow from the inequalities |x−y| ≤ 2|y| and (2.3) respec-

tively.
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The next lemma describes the relations between the cBn-metric and the vBn-metric.

Lemma 2.7. The following inequalities hold.

1. For x, y ∈ Bn we have

vBn(x, y)

2
≤ tan

vBn(x, y)

2
≤ cBn(x, y).

2. For all x, y ∈ B2 with |x| ∨ |y| ≤ λ < 1 we have

cB2(x, y) ≤ 2(3 + λ2)

3(1− λ2)(1− λ)2
vB2(x, y).

Proof. Combining the inequality [48, Theorem 3.11]

tan
vBn(x, y)

2
≤ sinh

ρBn(x, y)

2

and from the inequality (1.1), we have that

tan
vBn(x, y)

2
≤ cBn(x, y).

It is clear that
vBn(x, y)

2
≤ tan

vBn(x, y)

2
.

This proves the first part.

For the proof of the second part, we combine the inequality [11, Theorem 3.9]

jB2(x, y) ≤ 2(3 + λ2)

3(1− λ2)
vB2(x, y)

with (2.2), and we obtain

cB2(x, y) ≤ 2(3 + λ2)

3(1− λ2)(1− λ)2
vB2(x, y).

Thus, the proof of our lemma is complete.

We also consider the quantity pD,

pD(x, y) =
|x− y|√

|x− y|2 + 4d(x)d(y)
.

Note that the quantity pD, which was first considered in [11], does not define a metric

(see [11, Remark 3.1]). However, it has a nice connection with the hyperbolic metric, ρH2 ,

of the upper half-plane H2. Namely,

pH2(z1, z2) = tanh
ρH2(z1, z2)

2
=
|z1 − z2|
|z1 − z̄2|

, z1, z2 ∈ H2,

18



where z̄2 is the reflection of z2 with respect to the real line R (see [11]). Hence it is natural

to ask whether the quantity pD is comparable with hyperbolic-type metrics such as, the

cD-metric, in more general domains D or not. One such example is given in the next

theorem which compares the cD-metric with the quantity pD.

Theorem 2.8. Let x, y ∈ D ( Rn. Then

pD(x, y) ≤
√

2
(
d(x) ∧ d(y)

)
cD(x, y).

Proof. Fix x, y ∈ D and let s = d(x) ∧ d(y). Then

pD(x, y) =
|x− y|√

|x− y|2 + 4d(x)d(y)
≤ |x− y|√

|x− y|2 + (2s)2

≤
√

2|x− y|
|x− y|+ 2s

≤
√

2|x− y|
|x− y|+ s

=
√

2
(
d(x) ∧ d(y)

) |x− y|(
d(x) ∧ d(y)

)(
|x− y|+

(
d(x) ∧ d(y)

))
=
√

2
(
d(x) ∧ d(y)

)[ |x− y|
d(x)

(
|x− y|+ d(x)

) ∨ |x− y|
d(y)

(
|x− y|+ d(y)

)]
≤
√

2
(
d(x) ∧ d(y)

)
cD(x, y),

where the second inequality follows from [1, 1.58 (13)] and the last inequality follows

from [37, Lemma 3.4].

Remark 2.9. Observe that if we take the domain D in Theorem 2.8 to be the unit ball

Bn, then we can see that pD(x, y) ≤
√

2cD(x, y). In fact, if D is a bounded domain in Rn,

then pD(x, y) ≤
(

diam(D)/
√

2
)
cD(x, y).

2.3. Comparison with the Seittenranta metric

Recall that Seittenranta introduced a Möbius invariant metric in arbitrary proper

subdomains of Rn which agrees with the hyperbolic metric in the unit ball Bn. The

comparison between the cD-metric with the δD-metric is stated in the Theorem 1.3. Here

we first recall the statement Theorem 1.3 and then provide its proof. This result shows

that the Cassinian metric can be written as a lower bound to the Seittenranta metric.
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Theorem 2.10. (see also, Theorem 1.3) Let D ( Rn be any domain. Then for x, y ∈ D

cD(x, y) ≤ eδD(x,y) − 1

d(y)
.

Equality holds for D = Dp.

Proof. Let p ∈ ∂D such that

cD(x, y) =
|x− y|

|x− p||p− y|
.

Choose q ∈ ∂D such that |p− q| ≥ |y − q|. Now,

cD(x, y) =
|x− y|

|x− p||p− y|

=
|x− y||p− q|
|x− p||y − q|

.
|y − q|

|p− q||p− y|

≤ mD(x, y)

d(y)
.

Hence we get

δD(x, y) = log(1 +mD(x, y)) ≥ log(1 + d(y).cD(x, y))

and the proof is complete. For the sharpness, consider the punctured domain Dp and

x, y ∈ Dp with |x−p| ≤ |y−p|. It is clear that δDp(x, y) = j̃Dp(x, y) = log(1+|x−y|/|x−p|)

and hence the sharpness follows.

2.4. The inner Cassinian metric

Let D ( Rn and γ be a rectifiable curve in D. We define the Cassinian length of γ as

cD(γ) = sup
n−1∑
i=0

cD(γ(ti), γ(ti+1)),

where the supremum is taken over all partitions (ti)
n
i=1 of I = [a, b] with t1 = a and tn = b.

Then the inner Cassinian metric is defined as

c̃D(x, y) = inf
γ
cD(γ) = inf

γ

∫
γ

|dz|
d(z)2

,

where the infimum is taken over all rectifiable curves γ ⊂ D connecting x and y (see [37]).

First, we establish the monotonicity property of the inner Cassinian metric.

Lemma 2.11. The inner Cassinian metric is monotonic with respect to domains. That

is, if D ⊂ D′, then c̃D′(x, y) ≤ c̃D(x, y) for all x, y ∈ D.
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Proof. Given x, y ∈ D, we have

c̃D(x, y) = inf
γ
cD(γ),

where the infimum is taken over all rectifiable curves γ ⊂ D connecting x and y. Since

the Cassinian metric is monotonic ( [37, Corollary 3.2]), cD(γ) ≥ cD′(γ) for all such γ

and, consequently,

inf
γ
cD(γ) ≥ inf

γ
cD′(γ).

Since each such γ also connects x and y in D′, we have

c̃D′(x, y) = inf
γ
cD′(γ) ≤ inf

γ
cD(γ) = c̃D(x, y),

completing the proof.

Next, we compute the inner Cassinian metrics in some special cases.

Example 2.12. For the punctured space D = D0, the inner Cassinian metric c̃D is same

as the Cassinian metric cD and is given by the formula

c̃D(x, y) = cD(x, y) =
|x− y|
|x||y|

.

To see this, let f(ξ) = ξ/|ξ|2 be the inversion about the unit sphere Sn−1(0, 1) = {ξ ∈

Rn : |ξ| = 1}. Then f(D) = D and that f is an isometry between (D, cD) and (D, | − |),

where | − | is the Euclidean distance in D (see, [37, Example 3.9(A)]). Since the inner

metric of the Euclidean metric in D is the same as the Euclidean metric itself and since

(D, cD) is isometric to (D, |− |), we conclude that (D, c̃D) is isometric to (D, |− |). Hence

c̃D is same as the Cassinian metric cD. In particular, it follows from [4, (3.1.5)] that

c̃D(x, y) = cD(x, y) = |f(x)− f(y)| = |x− y|
|x||y|

for all x, y ∈ D, as required.

Example 2.13. For each x ∈ Bn, we have

c̃Bn(0, x) = cBn(0, x) =
|x|

1− |x|
.

It follows from [37, Theorem 3.8] that the line segment [0, x] is a Cassinian geodesic

so that its Cassinian length is equal to cBn(0, x). That is,

cBn([0, x]) = cBn(0, x) =
|x|

1− |x|
,
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where the last equality is derived in (2.1). Therefore,

cBn(0, x) ≤ c̃Bn(0, x) = inf
γ
cBn(γ) ≤ cBn([0, x]).

Hence c̃Bn(0, x) = cBn(0, x), as required.

Finally, we end this chapter with the following lemma which is-in one-way-an easy

consequence of Lemma 2.11 and Example 2.13. Remaining part of the proof will follow

from the concept of arc-length parametrization: let γ be a rectifiable curve joining x and

y in D and the Euclidean length of γ is `(γ) = λ. Then the arc-length parametrization of

γ is γ◦ : [0, λ]→ γ such that γ◦(0) = x, γ◦(λ) = y, and `(γ[x, γ◦(t)]) = t for all t ∈ [0, λ].

Lemma 2.14. Given x ∈ D \ {∞}, we have

|x− y|
d(x)(d(x) + |x− y|)

≤ c̃D(x, y) ≤ |x− y|
d(x)(d(x)− |x− y|)

for all y ∈ D with |x− y| < d(x).

Proof. Set B = B(x, d(x)). Then as in Example 2.13 we obtain

c̃B(x, y) =
|x− y|

d(x)(d(x)− |x− y|)
for any y ∈ B. Now the right hand side inequality follows from Lemma 2.11.

For the left hand side inequality, let γ be a rectifiable curve joining x and y in D. Let

γ◦ be an arc-length parametrization of γ. Now, for each t ∈ [0, λ] we have

d(γ◦(t)) ≤ d(x) + |γ◦(t)− x| ≤ d(x) + `(γ[x, γ◦(t)]) = d(x) + t.

Again, the inner Cassinian length of γ satisfies

c̃D(γ) =

∫
γ

|dz|
d(z)2

≥
∫ λ

0

dt

(d(x) + t)2
≥ |x− y|
d(x)(d(x) + |x− y|)

.

This completes the proof of our corollary.
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CHAPTER 3

COMPARISON WITH A GROMOV HYPERBOLIC METRIC

This chapter deals with the comparison of the uD-metric with the τ̃D-metric and their

relationship with other hyperbolic-type metrics. We begin with the comparison of the

uD-metric with the τ̃D-metric.

3.1. The Gromov hyperbolic metric uD

Recall that the uD-metric is defined for x, y ∈ D  Rn by

uD(x, y) = 2 log

(
|x− y|+ d(x) ∨ d(y)√

d(x) d(y)

)
.

Some of the interesting characteristics of the uD-metric are

(i) it generalizes the distance ratio metric, the hyperbolic cone metric, and the hyper-

bolic metric of hyperspaces [39];

(ii) it is quasi-isometric to the quasihyperbolic metric of uniform metric spaces [39].

The main results of this section are explained in Table 3.1.

First, we prove the comparison of the uD-metric with the τ̃D-metric stated in The-

orem 1.4. Note that, in [40] Ibragimov proved that the τ̃D-metric is Gromov-hyperbolic

(β-hyperbolic) with the constant β = log 3 by comparing the τ̃D-metric and the j̃D-metric.

Here we improve the constant β = log 2 by comparing the τ̃D-metric with the uD-metric.

Theorem 3.1. (see also, Theorem 1.4) Let D ( Rn be any domain with ∂D 6= ∅ and

x, y ∈ D. Then

2τ̃D(x, y) ≤ uD(x, y).

Equality holds whenever d(x) = |x − p| = |y − p| = d(y) for some p ∈ ∂D. Moreover,

there exists no constant k ≥ 0 such that

uD(x, y) ≤ 2τ̃D(x, y) + k



Comparison with the τ̃D-metric Comparison with the uD-metric

1
2
jD ≤ τ̃D ≤ jD 2jD ≤ uD ≤ 4jD

jD [40, Theorems 5.1,5.4] [Theorem 3.7]

1
2
j̃D ≤ τ̃D ≤ j̃D j̃D ≤ uD ≤ 2j̃D

j̃D [40, Lemma 4.1, Theorem 4.3] [Theorem 3.5]

ρBn τ̃Bn ≤ ρBn
1
2
ρBn ≤ uBn ≤ 4ρBn

[40, Theorem 6.1] [Theorem 3.17]

2τ̃D ≤ uD ≤ 4τ̃D

τ̃D - [Theorem 3.4]

Table 3.1. Comparisons of the τ̃D-metric and the uD-metric with other

hyperbolic-type metrics

for all x, y ∈ D unless D is a one-punctured space. If D is a once-punctured space, then

uD(x, y) ≤ 2τ̃D(x, y) + 2 log 2

and the inequality is sharp.

Proof. Without loss of generality assume that d(x) ≥ d(y). For x, y ∈ D, the relation

|x− p||y − p| ≥ d(x)d(y) clearly holds for all p ∈ ∂D. Then we have

uD(x, y) = 2 log
|x− y|+ d(x)√

d(x)d(y)
≥ 2 log

(
1 +

|x− y|√
d(x)d(y)

)

≥ 2 log

(
1 + sup

p∈∂D

|x− y|√
|x− p||p− y|

)
= 2τ̃D(x, y),

where the first inequality follows from the fact that d(x)/d(y) ≥ 1. It is clear that if

d(x) = |x − p| = |y − p| = d(y) for some p ∈ ∂D, then both the above inequalities turn

into an equality and hence the sharpness part is proved.

To prove the second part, suppose that D has more than one boundary point and

k ≥ 0 such that uD(x, y) ≤ 2τ̃D(x, y) + k for all x, y ∈ D. Since the space (D, uD) is
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β-hyperbolic in D and 2τ̃D(x, y) ≤ uD(x, y) ≤ 2τ̃D(x, y) + k, we conclude that the space

(D, τ̃D) is also β-hyperbolic in D, contradicting [40, Remark 4.4].

The translation invariance of the τ̃D-metric and the uD-metric allows us to take the

punctured space to be D0 without any loss to generality. Again we assume that |x| ≥ |y|.

To show the third part, it is sufficient to show

|x− y|+ |x|√
|x||y|

≤ 2

(
1 +
|x− y|√
|x||y|

)
,

or, equivalently,
|x| − |x− y|√

|x||y|
≤ 2.

The hypothesis |x| ≥ |y| along with the triangle inequality yields

|x| − |x− y|√
|x||y|

≤ |y|√
|x||y|

≤ 2.

To prove the sharpness, let y = e1 and x = te1, t > 1. Then

lim
t→∞

uD(x, y)− 2τ̃D(x, y) = lim
t→∞

2 log
2t− 1

t+
√
t− 1

= 2 log 2.

Hence the proof is complete.

Next, we aim to prove the other way of comparison. That is, to find a constant k

such that uD ≤ kτ̃D. First, we prove this result in once-punctured spaces and then we

extend this to arbitrary proper subdomains of Rn. Next result shows that in punctured

spaces the constant k = 4.

Lemma 3.2. Let x, y ∈ D0. Then

uD0(x, y) ≤ 4τ̃D0(x, y).

Proof. Without loss of generality assume that |x| ≥ |y|. To prove the required inequality,

it suffices to show that

|x− y|+ |x|√
|x||y|

≤

(
1 +
|x− y|√
|x||y|

)2

or, equivalently,
|x| − |x− y|√

|x||y|
≤ 1 +

|x− y|2

|x||y|
.

This holds true, because

|x| − |x− y|√
|x||y|

≤ |y|√
|x||y|

≤ 1 ≤ 1 +
|x− y|2

|x||y|
,
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completing the proof of our lemma.

We now prove that the conclusion of Lemma 3.2 still holds if we replace the once-

punctured space by twice-punctured spaces.

Lemma 3.3. Let x, y ∈ Dp,q. Then

uDp,q(x, y) ≤ 4τ̃Dp,q(x, y).

Proof. Suppose that x, y ∈ Dp,q. If d(x) = |x − p| and d(y) = |y − p| (or d(x) = |x − q|

and d(y) = |y − q|), then the proof follows from Lemma 3.2. Hence, without loss of

generality, we assume d(x) = |x − p|, d(y) = |y − q|, and |x − p| ≥ |y − q|. Note that

τ̃Dp,q(x, y) = τ̃Dp(x, y)∨ τ̃Dq(x, y). Hence, to prove our claim, it is enough to establish the

inequality uDp,q(x, y) ≤ 4τ̃Dq(x, y). That is to prove the inequality

|x− y|+ |x− p|√
|x− p||y − q|

≤

(
1 +

|x− y|√
|x− q||y − q|

)2

.

Let |x− y| = a|y − q|, where a > 0. From the assumption we know that

(3.1) |x− p| ≤ |x− q| ≤ |x− y|+ |y − q|.

Now

|x− y|+ |x− p|√
|x− p||y − q|

=
|x− y|√
|x− p||y − q|

+
|x− p|√
|x− p||y − q|

(3.2)

≤ |x− y|
|y − q|

+

√
|x− p|
|y − q|

≤ |x− y|
|y − q|

+

√
|x− y|
|y − q|

+ 1

≤ a+
√
a+ 1.

We obtain from (3.1) that

(3.3)
2|x− y|√
|x− q||y − q|

≥ 2|x− y|√
1 + a|y − q|

=
2a√
1 + a

.

Next we divide the proof into two cases.

Case 1. a < 1.
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It follows from (3.2) and (3.3) that(
1 +

|x− y|√
|x− q||y − q|

)2

− |x− y|+ |x− p|√
|x− p||y − q|

>
2|x− y|√
|x− q||y − q|

+ 1− |x− y|+ |x− p|√
|x− p||y − q|

≥ 2a√
1 + a

+ 1− a−
√
a+ 1 > 0

Case 2. a ≥ 1.

From (3.1) we have

(3.4)
|x− y|2

|x− q||y − q|
≥ |x− y|2

(|x− y|+ |y − q|)|y − q|
=

a2

1 + a
.

Then it follows from (3.2), (3.3) and (3.4) that(
1 +

|x− y|√
|x− q||y − q|

)2

− |x− y|+ |x− p|√
|x− p||y − q|

≥ 2a√
1 + a

+
a2

1 + a
+ 1− a−

√
a+ 1

≥ 0.

This completes the proof of our lemma.

Theorem 1.4 and Lemma 3.3 jointly yield the following relationship between the τ̃D-

metric and the uD-metric in arbitrary domains D ( Rn.

Theorem 3.4. Let x, y ∈ D ( Rn. Then

2τ̃D(x, y) ≤ uD(x, y) ≤ 4τ̃D(x, y).

Both the inequalities are sharp.

Proof. The first inequality is proved in Theorem 1.4. Now, we prove the second inequality.

Suppose that p, q ∈ ∂D such that d(x) = |x − p| and d(y) = |y − q|. Clearly, D ⊂ Dp,q

and uD(x, y) = uDp,q(x, y). Now,

uD(x, y) = uDp,q(x, y) ≤ 4τ̃Dp,q(x, y) ≤ 4τ̃D(x, y),

where the first inequality follows from Lemma 3.3 and the second inequality follows from

the monotonicity property of the τ̃D-metric [40, p. 2].

The sharpness of the first inequality is given in Theorem 1.4. For the sharpness of

the second inequality we consider the unit ball Bn. Choose the points x and y such that

y = −x. Now,

uBn(x,−x) = 2 log

(
1 + |x|
1− |x|

)
and τ̃Bn(x,−x) = log

(
1 +

2|x|√
1− |x|2

)
.
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It follows that

lim
|x|→1

uBn(x,−x)

4τ̃Bn(x,−x)
= lim
|x|→1

(2|x|+
√

1− |x|2)2

(1 + |x|)2
= 1.

Hence the proof is complete.

Recall that

(3.5)
1

2
j̃D(x, y) ≤ τ̃D(x, y) ≤ j̃D(x, y)

holds true for D ( Rn (see [40, Theorem 4.2, 4.3]). Both the inequalities are sharp. The

proof of the sharpness part of the left hand side inequality is done by the method of

contradiction in [40]. Here we give a precise example to prove the sharpness part of the

left hand side inequality..

Consider the unit ball Bn and x, y ∈ Bn with y = −x. Now we see that

τ̃Bn(x,−x) = log

(
1 +

2|x|√
1− |x|2

)
and j̃Bn(x,−x) = log

(
1 +

2|x|
1− |x|

)
.

It follows that

(3.6) lim
|x|→1

j̃Bn(x,−x)

2τ̃Bn(x,−x)
= lim
|x|→1

2|x|+
√

1− |x|2
2

= 1.

By Theorem 3.4 and (3.5) we have

j̃D(x, y) ≤ 2τ̃D(x, y) ≤ uD(x, y)

and also

uD(x, y) ≤ 4τ̃D(x, y) ≤ 4j̃D(x, y).

Hence we have the following relationship between the j̃D-metric and the uD-metric.

Theorem 3.5. For D ( Rn we have

j̃D(x, y) ≤ uD(x, y) ≤ 4j̃D(x, y).

The first inequality is sharp.

Proof. For the sharpness part, consider the domain D = Rn \ {−e1, e1}. Choose x = 0

and y = te2, t > 1. Then j̃D(0, te2) = log(1 + t) and

uD(0, te2) = 2 log

(
t+
√

1 + t2

(1 + t2)1/4

)
= log

(
1 + 2t2 + 2t

√
1 + t2√

1 + t2

)
.
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Now, we see that

lim
t→∞

j̃D(0, te2)

uD(0, te2)
= lim

t→∞

log(1 + t)

log

(
1 + 2t2 + 2t

√
1 + t2√

1 + t2

)

= lim
t→∞

(1 + t2)(1 + 2t2 + 2t
√

1 + t2)

(1 + t)(4t(1 + t2) + 2(1 + t2)3/2 − t− 2t3)
= 1.

This completes the proof of our theorem.

Remark 3.6. The constant 4 in the right hand side inequality of Theorem 3.5 can’t be

replaced by 2 due to the fact that

uD(x, y) ≤ 2j̃D(x, y) ⇐⇒ |x− y|2 ≥ d(x)d(y)

for every x, y ∈ D, which is not true in general.

Now, we compare the uD-metric with the jD-metric in arbitrary subdomains of Rn.

Theorem 3.7. Let D ( Rn be arbitrary. Then for x, y ∈ D we have

2jD(x, y) ≤ uD(x, y) ≤ 4jD(x, y).

The first inequality becomes equality when d(x) = d(y).

Proof. The first inequality is proved in [38, Theorem 3.1]. From the definitions of the

jD-metric and the uD-metric, it follows that 2jD(x, y) = uD(x, y) whenever d(x) = d(y).

Now, we shall prove the second inequality. Without loss of generality we assume that

d(x) ≥ d(y) for x, y ∈ D ( Rn. To show our claim, it is enough to prove that

|x− y|+ d(x)√
d(x)d(y)

≤
(

1 +
|x− y|
d(x)

)(
1 +
|x− y|
d(y)

)
,

or, equivalently,

d(x)d(y) ≤ (d(y) + |x− y|)2

which is true by the triangle inequality. The proof is complete.
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Comparison with τ̃D Comparison with uD

1

4
δD(x, y) ≤ τ̃D(x, y) ≤ δD(x, y)

δD

2
≤ uD ≤ 4jD

δD [Theorem 3.8] [Corollary 3.9]

cD cD(x, y) ≤
e4τ̃D(x,y) − 1

d(y)
cD(x, y) ≤

e2uD(x,y) − 1

d(y)

[Corollary 3.10] [Corollary 3.10]

(log 3)sD ≤ τ̃D (log 9)sD ≤ uD

sD [Theorem 3.11] [Corollary 3.13]

1
2
ηD ≤ τ̃D ≤ log(2 + eηD) ηD ≤ uD ≤ 4 log(2 + eηD)

ηD [41] [Lemma 3.16]

Table 3.2. More comparisons of the τ̃D-metric and the uD-metric with

other hyperbolic-type metrics

3.2. The uD-metric vs other hyperbolic-type metrics

In this section, we consider the δD-metric, the sD-metric and the ηD-metric and com-

pare them with the τ̃D-metric and the uD-metric. Main results of this section are stated

in Table 3.2.

Recall that the δD-metric is bilipschitz equivalent to the j̃D-metric. Indeed we have

(3.7) j̃D ≤ δD ≤ 2j̃D,

see, for instance [59, p. 525]. Hence (3.5) along with (3.7) yield the following inequality

between the δD-metric and the τ̃D-metric.

Theorem 3.8. Let x, y ∈ D ( Rn. Then the following holds true:

1

4
δD(x, y) ≤ τ̃D(x, y) ≤ δD(x, y).

The second inequality is sharp.
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Proof. The proof of the inequality follows directly from (3.5) and (3.7). For the sharpness

of the second inequality, consider the domain D0 and x, y ∈ D0 with y = −x. Then

τ̃D0(x,−x) = log 3 = δD0(x,−x).

Theorem 3.4 and Theorem 3.8 together yield the following.

Corollary 3.9. Let x, y ∈ D ( Rn. Then we have

1

2
δD(x, y) ≤ uD(x, y) ≤ 4δD(x, y).

Hence, as a consequence to Theorem 1.3, we have

Corollary 3.10. Let x, y ∈ D ( Rn. Then we have

cD(x, y) ≤ e4τ̃D(x,y) − 1

d(y)
and cD(x, y) ≤ e2uD(x,y) − 1

d(y)
.

Proof. The first inequality follows from Theorem 1.3 and Lemma 3.8 whereas the second

inequality follows from Theorem 1.3 and Corollary 3.9.

Now, we compare the τ̃D-metric with the sD-metric.

Theorem 3.11. Let D ( Rn and x, y ∈ D. Then

τ̃D(x, y) ≥ (log 3)sD(x, y).

The inequality is sharp.

Proof. From AM-GM inequality it follows that

1√
|x− p||y − p|

≥ 2

|x− p|+ |y − p|
.

Now,

τ̃D(x, y) ≥ log

(
1 +

|x− y|√
|x− p||y − p|

)

≥ log

(
1 +

2|x− y|
|x− p|+ |y − p|

)
≥ |x− y|
|x− p|+ |y − p|

log 3

holds for all p ∈ ∂D. Here the last inequality follows from the well known Bernoulli’s

inequality:

log(1 + ax) ≥ a log(1 + x) for a ∈ (0, 1), x > 0.
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In particular, we have τ̃D(x, y) ≥ (log 3)sD(x, y). To prove the sharpness, consider the

domain D0 and x, y ∈ D0 with y = −x. Then τ̃D(x,−x) = log 3 and sD(x,−x) = 1.

Remark 3.12. Combining Theorem 3.11 and [40, Theorem 4.3], one can obtain Theo-

rem 3.3 of [11].

The following result is also a consequence of Theorem 3.11.

Corollary 3.13. Let D ( Rn. Then for all x, y ∈ D we have

sD(x, y) ≤ 1

log 9
uD(x, y).

Proof. The proof follows from Theorem 3.4 and Theorem 3.11.

It is now appropriate here to recall the definition of the Apollonian metric. The

Apollonian metric, αD(x, y), introduced by Beardon in [5], defined for D  Rn by

αD(x, y) = sup
p,q∈∂D

log

(
|x− p||y − q|
|x− q||y − p|

)
, x, y ∈ D.

The αD-metric is a generalization of the hyperbolic metric of Bn as well as the hyperbolic

metric of the upper half-space Hn. Note that the αD-metric was first introduced by

Barbilian [3] in 1934 and then rediscovered by Beardon in 1998. Recall the following

result due to Seittenranta.

Lemma 3.14. [59, Theorem 3.11] Let D ⊂ Rn be an open set with card ∂D ≥ 2. Then

αD(x, y) ≤ δD(x, y) ≤ log(eαD + 2)

The inequalities give the best possible bounds for the δD-metric expressed in terms of the

αD-metric only.

As a special case of Lemma 3.14, the following result holds true, which is also proved

in [41].

Lemma 3.15. Let D ( Rn and x, y ∈ D. Then

1

2
ηD(x, y) ≤ τ̃D(x, y) ≤ log(2 + eηD(x,y)).

Both the inequalities are sharp.

Comparing Theorem 3.4 and Lemma 3.15 we have the following relationship between

the ηD-metric and the τ̃D-metric.
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Lemma 3.16. Let D ( Rn and x, y ∈ D. Then

ηD(x, y) ≤ uD(x, y) ≤ 4 log(2 + eηD(x,y)).

Proof. Proof directly follows from Theorem 3.4 and Lemma 3.15.

3.3. The uD-metric vs the hyperbolic metric of Bn

This section is devoted to the comparison of the uD-metric and the ρD-metric when

D = Bn and D = Hn.

Next result establishes a relationship between the uBn-metric and the ρBn-metric.

Theorem 3.17. For all x, y ∈ Bn we have

1

2
ρBn(x, y) ≤ uBn(x, y) ≤ 4ρBn(x, y)

Proof. From [1, p. 151] and from [67, p. 29] we have the following inequalities respectively:

(3.8) j̃Bn(x, y) ≤ ρBn(x, y) ≤ 2j̃Bn(x, y) and
1

2
j̃D(x, y) ≤ jD(x, y) ≤ j̃D(x, y).

Now the proof of the theorem follows using Lemma 3.7.

Observe that for the choice of points x, y ∈ Bn with y = −x,

uBn(x,−x) = 2 log

(
1 + |x|
1− |x|

)
= 2ρBn(0, x) = ρBn(x,−x).

This observation leads to the following conjecture.

Conjecture 3.18. For x, y ∈ Bn we have ρBn(x, y) ≤ uBn(x, y) ≤ 2ρBn(x, y).

Next theorem shows that the uBn-metric and the ρBn-metric are satisfying the quasi-

isometry property.

Theorem 3.19. For all x, y ∈ Bn, we have

ρBn(x, y)− 2 log 2 ≤ uBn(x, y) ≤ 2ρBn(x, y) + 2 log 2.

Proof. The right hand side inequality easily follows from (3.8) and [38, Theorem 3.1]. For

the left hand side inequality we assume that x, y ∈ Bn with |x| ≤ |y|. It is clear that
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(1− |x|)(1− |y|) ≤ (1− |x|2)(1− |y|2). Now with the help of formula (1.1) we have

uBn(x, y) = 2 log

(
|x− y|+ 1− |x|√
(1− |x|)(1− |y|)

)
≥ 2 log

(
1 +

|x− y|√
(1− |x|2)(1− |y|2)

)

= 2 log

(
1 + sinh

(
ρBn(x, y)

2

))
≥ ρBn(x, y)− 2 log 2,

where the first inequality follows from the fact that (1− |x|)/(1− |y|) ≥ 1 and the second

inequality follows from the fact that 1 + sinh(r) ≥ er/2 for r ∈ R+ (the set of positive

real numbers). The proof is complete.

Now, we compare the uHn-metric with the ρHn-metric. Note that for x, y ∈ Hn, the

ρHn-metric can be computed by the formula (see [4, p. 35])

(3.9) 2 sinh

(
ρHn(x, y)

2

)
=
|x− y|
√
xnyn

.

Theorem 3.20. For x, y ∈ Hn we have

ρHn(x, y) ≤ uHn(x, y).

The inequality is sharp.

Proof. Suppose that x, y ∈ Hn. Without loss of generality we assume that xn ≥ yn. Now,

uHn = 2 log

(
|x− y|+ xn√

xnyn

)
≥ 2 log

(
2 sinh

(
ρHn(x, y)

2

)
+ 1

)
≥ ρHn(x, y),

where the first inequality follows from (3.9) and the hypothesis. However, the second

inequality follows from the fact that 1 + 2 sinh(r) = 1 + er − e−r ≥ er for r ∈ R+. For

sharpness, consider the points x = te2 and y = (1/t)e2 with t > 1. Then

ρHn(te2, (1/t)e2) = 2 sinh−1

(
t2 − 1

2t

)
= 2 log t and uHn(te2, (1/t)e2) = 2 log

(
2t2 − 1

t

)
.

Now taking the limits at t→∞ we get

lim
t→∞

ρHn(te2, (1/t)e2)

uHn(te2, (1/t)e2)
= lim

t→∞

log t

log

(
2t2 − 1

t

) = 1.

Hence completing the proof.
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CHAPTER 4

THE CASSINIAN METRIC BALLS

In this chapter, we study the metric balls associated with the cD-metric , the τ̃D-

metric, and the uD-metric. We define the metric ball as follows: let (D, d) be a metric

space. Then the set

Bd(x,R) = {z ∈ D : d(x, z) < R}

is called the d-metric ball of the domain D. A metric ball with respect to the Cassinian

metric is called a Cassinian (metric) ball.

We mainly focus on the starlikeness and convexity properties of the Cassinian metric

balls. In addition, we focus on the following type problem:

Given x ∈ (D, di) ( Rn, i = 1, 2 and t > 0, we find optimal radii r, R > 0 depending

only on x and t such that

Bd1(x, r) ⊆ Bd2(x, t) ⊆ Bd1(x,R).

First we describe the Cassinian ball of a domain D in terms of Cassinian balls of

Rn \ ∂D fixing a centre in D.

Lemma 4.1. Let D ( Rn and x ∈ D. Then

BcD(x,R) = ∩z∈∂DBcDz
(x,R).

Proof. Suppose that y ∈ ∩z∈∂DBcDz
(x,R). Then cDz(x, y) < R for all z ∈ ∂D. Choose

z′ ∈ ∂D such that

cDz′
(x, y) = sup

z∈∂D
cDz(x, y) = cD(x, y).

As z′ ∈ ∂D, it is clear that cD(x, y) < R. Hence BcD(x,R) ⊇ ∩z∈∂DBcDz
(x,R). Con-

versely, fix y ∈ BcD(x,R) and z ∈ ∂D. Then

BcD(x,R) ⊆ BcDz
(x,R)

by the domain monotonicity property of the cD-metric. HenceBcD(x,R) ⊆ ∩z∈∂DBcDz
(x,R)

and the proof is complete.



For the study of Cassinian balls in arbitrary domains, Lemma 4.1 underlies the im-

portance of the properties of balls in punctured spaces.

4.1. Starlikeness property

There exists non starlike domains in which Cassinian balls are not starlike. For

example, consider the punctured space D0. Clearly, D0 is not starlike with respect to

e1 = (1, 0, 0, . . . , 0) ∈ Rn. Note that

∂BcD0
(e1, R) = {x ∈ Rn : (1−R2)|x|2 + 1− 2〈x, e1〉 = 0},

where 〈·, ·〉 denotes the usual inner product of two vector elements. Thus, if R = 1

the Cassinian sphere ∂BcD0
(e1, R) describes the hyper-plane passing through x = e1/2;

if R < 1 then the Cassinian balls BcD0
(e1, R) are convex and hence starlike; if R > 1

then the Cassinian balls BcD0
(e1, R) are not starlike; see Fig. 4.1 for description of the

Cassinian balls BcD0
(e1, R) (see also Lemma 4.4 for proof details). Hence, it is reasonable

to study the starlikeness property of Cassinian metric balls in starlike domains.
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Figure 4.1. The left figure describes the Cassinian disks BcR2\{0}
(e1, R)

with radii R = 0.3, 0.6, 0.9 respectively, and the right figure describes the

Cassinian disk BcR2\{0}
(e1, R) with radius R = 1.1. The shaded regions are

the interior of the disks.

The following lemma is useful in this setting.
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Lemma 4.2. Let r > 0. For x, y ∈ Rn assume that y′ ∈ (x, y). Then C(x, y′; |x− y′|r) is

totally enclosed by C(x, y; |x− y|r) .

Proof. As Cassinian ovals are symmetric, we may assume that n = 2, x = 0 and y = 1.

Now for y′ ∈ (0, 1), denote by C1 = C(0, y′; |y′|r) and C2 = C(0, 1; r). To verify C1 is

totally enclosed by C2, it is sufficient to check |η| ≤ |ζ|, where η = C1∩{(u, 0) ⊂ R2 : u <

0} and ζ = C2 ∩ {(u, 0) ⊂ R2 : u < 0}. Now from the definition of the Cassinian oval, we

have

|ζ||ζ − 1| = r ⇒ |ζ| = −1 +
√

1 + 4r

2
.

Again,

|η||η − y′| = r|y′| ⇒ |η| =
−|y′|+

√
|y′|2 + 4r|y′|
2

.

Since f(t) = (−t+
√
t2 + 4rt)/2 is increasing in t ∈ (0, 1), the conclusion follows.

Now we recall the statement of Theorem 1.5 and provide its proof.

Theorem 4.3. (see also, Theorem 1.5) Let r > 0. If D ( Rn is a starlike domain with

respect to x ∈ D, then BcD(x, r) is starlike with respect to x.

Proof. On contrary, assume that Bc(x, r) is not starlike with respect to x. Then there

exists a point y ∈ ∂Bc(x, r) such that the line segment [x, y] intersects ∂Bc(x, r) at some

point y′ different from y. Clearly, cD(x, y′) = r. Since D is starlike, y′ ∈ D. Consider the

maximal Cassinian ovals C(x, y; r) and C(x, y′; r) defined by

C(x, y; |x− y|/r) =

{
z ∈ D : |x− z||z − y| = |x− y|

r

}
and

C(x, y′; |x− y′|/r) =

{
z′ ∈ D : |x− z′||z′ − y| = |x− y

′|
r

}
respectively. In one hand, by definition of C(x, y′; |x − y′|/r), there exists a point z′′ ∈

C(x, y′; |x− y′|/r) ∩ ∂D. On the other hand, by Lemma 4.2, C(x, y′; |x− y′|/r) is totally

enclosed by C(x, y; |x− y|/r). This leads to a contradiction.
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4.2. Convexity property

Recall that the domain D is called convex (strictly convex) if it is starlike (strictly

starlike) with respect to all points in D. First we study the convexity property of the

Cassinian ball in punctured spaces.

Lemma 4.4. Let x ∈ Dp. Then

(a) the Cassinian ball BcDp
(x,R) is convex if and only if R ∈ (0, 1/|x− p|].

(b) the Cassinian ball BcDp
(x,R) is strictly convex if and only if R ∈ (0, 1/|x− p|).

Proof. Let y ∈ ∂BcDp
(x,R). Definition of the Cassinian metric and a simple computation

show that

cDp(x, y) = R ⇐⇒
∣∣∣∣y − (p+

x− p
1−R2 |x− p|2

)∣∣∣∣ =
R |x− p|2

1−R2 |x− p|2

for R2 |x− p|2 6= 1. This equation defines a Euclidean circle centred at p+ ((x− p)/(1−

R2 |x− p|2)) with radius R |x− p|2/(1−R2 |x− p|2). Let us denote this circle by Γ. Then

the Cassinian ball BcDp
(x,R) is convex if and only if the Euclidean ball enclosed by Γ

is a convex region. This is possible only when the radius of Γ is at most the Euclidean

distance between p and centre of Γ, else Γ may contain the boundary point p. Thus, the

Cassinian ball BcRn\{p}(x,R) is convex if and only if

R|x− p|2

1−R2|x− p|2
≤ |x− p|

1−R2|x− p|2
⇐⇒ R ≤ 1

|x− p|
.

This concludes the proof of our lemma.

Theorem 4.5. (see also, Theorem 1.6) Let D ( Rn be any arbitrary domain. Then

BcD(x,R) is convex for R ≤ sup{1/|x − zi| : zi ∈ ∂D}, and is strictly convex for R <

sup{1/|x− zi| : zi ∈ ∂D}.

Proof. The proof follows from the combination of Lemma 4.1 and Lemma 4.4, and the

fact that the intersection of convex sets is convex.

In punctured spaces, Cassinian balls are convex with small radius, but the same is not

true in general. The next result shows that this is not the case even in convex domain.

Proposition 4.6. Let r > 0. There exists x ∈ Hn such that BcHn (x, r) is not convex.
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Proof. It is sufficient to consider the case n = 2. For a given r we choose x = i/r and

consider Cassinian disk BcH2 (x, r) with radius r. To show that BcH2 (x, r) is not convex we

choose two points y1 and y2 such that cH2(x, y1) = r = cH2(x, y2) and cH2(x, (y1 +y2)/2) >

r.

We choose y1 = i
2r

. Now by the geometry of the Cassinian ovals

cH2(x, y1) =
|x− y1|

|x− 0||0− y1|
=

1

2r(1

r

)( 1

2r

) = r.

Let y2 = (2 + i)/r. Again by the geometry of the Cassinian ovals

cH2(x, y2) =
|x− y2|

|x− 1/r||1/r − y2|
=

2
r√

1/r2 + 1/r2
√

1/r2 + 1/r2
= r.

Now y3 = (y1 + y2)/2 = 1
r

+ 3i
4r

and we choose z = 2
3r

. We obtain

|x− y3| =
√

17

4r
, |x− z| =

√
13

3r
, |z − y| =

√
97

12r

and thus

cH2(x, y3) ≥ |x− y3|
|x− z||z − y3|

= 9

√
17

1261
r = (1.04498 . . . )r > r,

completing the proof.

The proof of Proposition 4.6 suggests that the radius of convexity for the Cassinian

balls BcH2 (x, r) in H2 depends on dH2(x) and r.

4.3. Inclusion properties

Recall that in this section we deal with the problems of the following type:

Given x ∈ D ( Rn and t > 0, we find optimal radii r, R > 0 depending only on x and

t such that

(4.1) Bd(x, r) ⊂ Bc(x, t) ⊂ Bd(x,R),

where d is a metric other than the Cassinian metric defined on D.

We begin with proving the relation (4.1) when d is the Euclidean metric.
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Theorem 4.7. Let D ( Rn and x ∈ D. Assume that 0 < t < min{d(x), 1/d(x)}. Then

the following inclusion property holds:

Bn(x, r) ⊂ Bc(x, t) ⊂ Bn(x,R)

where r =
t(d(x))2

1 + td(x)
and R =

t(d(x))2

1− td(x)
. The radii r and R are best possible. Moreover,

R/r → 1 as t→ 0.

Proof. It is clear that for x, y ∈ D,

inf
z∈∂D

|x− z||z − y| ≤ d(x)(d(x) + |x− y|).

By the definition of the cD-metric we have

cD(x, y) =
|x− y|

infz∈∂D |x− z||z − y|
≥ |x− y|
d(x)(d(x) + |x− y|)

which implies

|x− y| ≤ cD(x, y)(d(x))2

1− cD(x, y)d(x)
.

Hence the second inclusion holds. Now we prove the first inclusion. Since t ≤ d(x),

y ∈ Bn(x, t) implies y ∈ Bn(x, d(x)); and by the monotone property

cD(x, y) ≤ cBn(x,d(x))(x, y) =
|x− y|

d(x)(d(x)− |x− y|)
.

In particular, if y ∈ Bn(x, r) with r = t(d(x))2/(1 + td(x)), then y ∈ Bc(x, t). Clearly,

one can see that

R

r
=

1 + td(x)

1− td(x)
→ 1 as t→ 0.

We finally show that radii r and R are best possible. For this, consider the domain Da and

x ∈ Da. Let us denote by l the line through points a and x. We set {y1, y2} = ∂Bc(x, t)∩ l

with |a− y1| < |a− y2|. Now

cD0(x, y1) = t =
|x− y1|

|x− a|(|x− a| − |x− y1|)

implying

|x− y1| =
t|x− a|2

1 + t|x− a|
which shows that r is best possible. Similarly,

cD0(x, y2) = t =
|x− y2|

|x− a|(|x− a|+ |x− y2|)
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implying

|x− y2| =
t|x− a|2

1− t|x− a|
which shows that R is best possible. This completes the proof of our theorem.

Now we move forward to discuss the inclusion relation (4.1) when d = jD. Recall the

following relation proved in [59]:

Lemma 4.8. [59, Theorem 3.8] If D ( Rn is open, x ∈ D and t > 0, then

Bn(x, r) ⊂ Bj̃(x, t) ⊂ Bn(x,R)

where r = (1 − e−t)d(x) and R = (et − 1)d(x). The formulas for r and R are the best

possible expressed in terms of t and d(x) only.

In this connection, we prove

Theorem 4.9. Let D ( Rn, x ∈ D and 0 < t < 1/d(x). Then the following holds:

Bj̃(x, r) ⊂ Bc(x, t) ⊂ Bj̃(x,R),

where r = log

(
1 +

td(x)

1 + td(x)

)
and R =

td(x)

1− td(x)
. Moreover, R/r → 1 as t→ 0.

Proof. We first prove the second inclusion. By [42, Theorem 3.4] we have

j̃D(x, y) ≤ (|x− y|+ d(x) ∧ d(y))cD(x, y) ≤ (|x− y|+ d(x))cD(x, y)

and from Theorem 4.7,

cD(x, y) < t⇒ |x− y| < t(d(x))2/(1− td(x)).

Now for y ∈ Bc(x, r), using the above estimates we have, j̃D(x, y) < td(x)/(1−td(x)). For

the proof of the first inclusion we use Lemma 4.8 together with Theorem 4.7 to conclude

that

j̃D(x, y) < log(1 + (rd(x))/(1 + rd(x)))⇒ cD(x, y) < r.

By l’Hôspital rule it follows that R/r → 1 as t→ 0.

The radii obtained in Theorem 4.9 can be improved in the special case if we choose

the domain Da. In this connection we prove
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Theorem 4.10. Let x ∈ Da and 0 < t < 1/(2|x− a|). Then the following holds:

Bj̃(x, r) ⊂ Bc(x, t) ⊂ Bj̃(x,R),

where r = log(1 + t|x − a|) and R = log

 1− t|x− a|
1− 2t|x− a|

. The radius r is best possible.

Moreover, R/r → 1 as t→ 0.

Proof. Suppose that y ∈ Bj̃(x, r). Then j̃D(x, y) < r. On simplification, we get

(4.2) |x− y| < t|x− a|(|x− a| ∧ |y − a|)

If |x− a| ∧ |y − a| = |x− a|, then

cDa(x, y) =
|x− y|

|x− a||y − a|
<
t|x− a|
|y − a|

≤ t

where the first inequality follows from (4.2) and the last inequality follows from the fact

that |x− a| ≤ |y − a|. Otherwise,

cDa(x, y) =
|x− y|

|x− a||y − a|
<
t|x− a||y − a|
|x− a||y − a|

= t

where the inequality follows from (4.2) and the first inclusion follows.

Now suppose that cDa(x, y) < t. This implies, by Theorem 4.7, that

|x− y| < t|x− a|2/(1− t|x− a|).

If |x− a| ∧ |y − a| = |x− a|, then

j̃Da(x, y) < log

(
1 +

t|x− a|
1− t|x− a|

)
= log

(
1

1− t|x− a|

)
.

Otherwise

j̃Da(x, y) < log

(
1 +

t|x− a|2

|y − a|(1− t|x− a|)

)
≤ log

(
1− t|x− a|
1− 2t|x− a|

)
,

where the second inequality follows from the fact that

|y − a| ≥ |x− a| − |x− y| ≥ |x− a|(1− 2t|x− a|)
1− t|x− a|

.

Now,

R = max

{
log

(
1

1− t|x− a|

)
, log

(
1− t|x− a|
1− 2t|x− a|

)}
= log

(
1− t|x− a|
1− 2t|x− a|

)
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and hence the proof of the second inclusion follows. By l’Hôspital rule it follows that

lim
t→0

R

r
= lim

t→0

1 + t|x− a|
(1− t|x− a|)(1− 2t|x− a|)

= 1.

To show that the radius r is best possible, we consider the same construction as did

in the proof of Theorem 4.7. For the same choice of y1, it is easy to verify that

cDa(x, y1) = t ⇐⇒ |x− y1| =
t|x− a|2

1 + t|x− a|
.

Hence, we obtain

j̃Da(x, y1) = log

(
1 +
|x− y1|
|y1 − a|

)
= log

(
1 +

|x− y1|
|x− a| − |x− y1|

)
= log (1 + t|x− a|) ,

which shows that r is best possible.

It seems natural to expect that Theorem 4.10 can be extended to the case of a general

domain in the following way.

Conjecture 4.11. Let D ( Rn, x ∈ D and 0 < t < 1/d(x). Then the following holds:

Bj̃(x, r) ⊂ Bc(x, t) ⊂ Bj̃(x,R),

where r = log(1 + td(x)) and R = log

(
1

1− td(x)

)
. Moreover, the radii R and r are best

possible and R/r → 1 as t→ 0.

By [1, Theorem 7.56] we have

(4.3) j̃Bn(x, y) ≤ ρBn(x, y) ≤ 2j̃Bn(x, y).

It immediately follows that

Bρ(x, r) ⊂ Bj̃(x, r) ⊂ Bρ(x, 2r).

This leads to the following result.

Theorem 4.12. Let x ∈ Bn and 0 < t < 1/(1−|x|). Then the following inclusion relation

holds:

Bρ(x, r) ⊂ Bc(x, t) ⊂ Bρ(x,R)

where r = log

(
1 +

t(1− |x|)
1 + t(1− |x|)

)
and R =

2t(1− |x|)
1− t(1− |x|)

. Moreover, R/r → 2 as

t→ 0.
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Proof. By Theorem 4.9, Bc(x, t) ⊂ Bj̃(t(1− |x|)/(1− t(1− |x|))) and by (4.3), the second

inclusion follows with R = 2t(1−|x|))/(1− t(1−|x|)). Again from (4.3) and Theorem 4.9,

we have

Bρ(x, r) ⊂ Bj̃(x, r) ⊂ Bc(x, (e
r − 1)/(1− |x|)(2− er)).

Simplification yields Bρ(x, r) ⊂ Bc(x, t) with r = log(1 + (t(1− |x|)/(1 + t(1− |x|)))). By

l’Hôspital rule it is easy to see that

lim
t→0

R

r
= 2.

This completes the proof of our theorem.

Another sharp inclusion property between the j̃Bn-metric ball and ρBn-metric ball is

derived by Klén and Vuorinen in [51]. They proved that

Lemma 4.13. [51, Theorem 3.1] Let x ∈ Bn and r > 0. Then

Bj̃(x,m) ⊂ Bρ(x, r) ⊂ Bj̃(x,M)

where m = max{m1,m2} and M = log

(
1 + (1 + |x|)e

r − 1

2

)
;

m1 = log (1 + (1 + |x|) sinh(r/2)) , m2 = log

(
1 + (1− |x|)e

r − 1

2

)
.

Moreover, the inclusions are sharp and M/m→ 1 as r → 0.

Using Lemma 4.13 together with Theorem 4.9 we obtain

Theorem 4.14. Let x ∈ Bn and t > 0. Then the following inclusion relation holds:

Bρ(x, r) ⊂ Bc(x, t) ⊂ Bρ(x,R)

where r = log

(
1 +

2t(1− |x|)
(1 + |x|)(1 + t(1− |x|))

)
and R = min{R1, R2} with

R1 = 2 sinh−1
(exp

 t(1− |x|)
1− t(1− |x|)

− 1


1 + |x|

)
and R2 = log

(
1+

2 exp

 t(1− |x|)
1− t(1− |x|)

− 1


1− |x|

)
.

Remark 4.15. If R = R1, then Theorem 4.14 is sharper than Theorem 4.12 (since

R1/r → 1 as t→ 0). Otherwise Theorem 4.12 is sharper than Theorem 4.14.

However, we conjecture a better estimate for radii r and R in Theorem 4.12.
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Conjecture 4.16. Let x ∈ Bn and t > 0. Then the following inclusion relation holds:

Bρ(x, r) ⊂ Bc(x, t) ⊂ Bρ(x,R)

where

r =
t(1− |x|)√

(1 + |x|)(1 + |x| − 2t(1− |x|))
and R =

t(1− |x|)√
(1 + |x|)(1 + |x|+ 2t(1− |x|)

.

Moreover, the radii r and R are sharp and R/r → 1 as t→ 0.

In order to discuss the relation (4.1) when d = kD, for a domain D ( Rn, we recall

the useful inequality [18, Lemma 2.1]

(4.4) kD(x, y) ≥ j̃D(x, y); x, y ∈ D ( Rn.

It follows immediately from (4.4) and Theorem 4.10 that

Corollary 4.17. Let x ∈ Da and t > 0. Then the following holds:

Bk(x, r) ⊂ Bc(x, t)

where r = log(1 + t|x− a|).

Conjecture 4.18. Let x ∈ Da and 0 < t < 1/|x− a|. Then the following inclusion

relation holds:

Bk(x, r) ⊂ Bc(x, t) ⊂ Bk(x,R)

where r = log(1 + t|x−a|) and R = log

(
1

1− t|x− a|

)
. The radii r and R are sharp and

R/r → 1 as t→ 0.

In proper subdomains of Rn the following inclusion relation holds in between the

cD-metric ball and the kD-metric ball. The following lemma is useful in this setting.

Lemma 4.19. [50, Proposition 2.2] Let D ( Rn be a domain and r ∈ (0, log 2). Then

Bj̃(x,m) ⊂ Bk(x, r) ⊂ Bj̃(x, r) ⊂ Bk(x,M)

where r = log(2 − er) and M = log

(
1

2− er

)
. Moreover, the second inclusion is sharp

and M/m→ 1 as r → 0.
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Theorem 4.20. Let D ( Rn be a domain, x ∈ D, and t ∈ (0, log 2/(d(x)(1 + log 2))).

Then

Bk(x, r) ⊂ Bc(x, t) ⊂ Bk(x,R)

where r = log

(
1 +

td(x)

1 + td(x)

)
and R = log

 1

2− exp
(
td(x)/(1− td(x))

)
. Moreover,

R/r → 1 as t→ 0.

Proof. By (4.4) and Theorem 4.9 we have

Bk(x, r) ⊂ Bj̃(x, r) ⊂ Bc(x, (e
r − 1)/(δD(x)(2− er)))

and the first inclusion follows. Again from Theorem 4.9 and Lemma 4.19 we have

Bc(x, t) ⊂ Bj̃

(
x,

td(x)

1− td(x)

)
⊂ Bk

(
x, log

(
1

2− exp(td(x)/(1− td(x)))

))
.

By l’Hôspital rule it follows easily that R/r → 1 as t→ 0. Hence the proof of our theorem

is complete.

Similar to Lemma 4.1, that the τ̃D-metric balls can be written as the intersection of

τ̃ -metric balls in punctured spaces.

Proposition 4.21. Let D ( Rn, x ∈ D, and r > 0. Then

Bτ̃D(x, r) = ∩p∈∂DBτ̃Dp
(x, r).

Proof. Suppose that y ∈ ∩p∈∂DBτ̃Dp
(x, r). Then τ̃Dp(x, y) < r for all p ∈ ∂D. In particu-

lar,

τ̃D(x, y) = sup
p∈∂D

τ̃Dp(x, y) < r.

So, ∩p∈∂DBτ̃Dp
(x, r) ⊆ Bτ̃D(x, r). Conversely, suppose that y ∈ Bτ̃D(x, r). Then

τ̃Dp(x, y) ≤ sup
p∈∂D

τ̃Dp(x, y) = τ̃D(x, y) < r for all p ∈ ∂D.

Hence, Bτ̃D(x, r) ⊆ ∩p∈∂DBτ̃Dp
(x, r) and the proof is complete.

Now we will discuss the metric ball inclusion property associated with the τ̃D-metric

and the uD-metric.

The following inclusion relation holds true between the uD-metric ball and τ̃D-metric

ball.
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Corollary 4.22. Let D ( Rn be any arbitrary domain and x ∈ D. Then

BuD(x, r) ⊆ Bτ̃D(x, t),

where r = 2t and the inclusion is sharp.

Proof. Suppose that y ∈ BuD(x, 2t). Then uD(x, y) < 2t. Now it follows from Theorem 1.4

that τ̃D(x, y) < t and hence the proof is complete. For the sharpness, consider the domain

D0 and x ∈ D0. Choose the point y = ∂BuD0
(x, 2t) ∩ ∂B(0, |x|). Now, uD0(x, y) = 2t

implies τ̃D0(x, y) = t. This proves our corollary.

As immediate consequence of Theorem 3.4 is the following inclusion relation.

Corollary 4.23. Let x ∈ D ( Rn and t > 0. Then we have

BuD(x, r) ⊆ Bτ̃D(x, t) ⊆ BuD(x,R),

where r = 2t and R = 4t. The radii r and R are best possible.

Proof. Let y ∈ BuD(x, r), r = 2t and R = 4t. Then by Theorem 3.4 we have τ̃D(x, y) < t.

So, BuD(x, r) ⊆ Bτ̃D(x, t). Conversely, if y ∈ Bτ̃D(x, t), then also by Theorem 3.4 we have

y ∈ BuD(x,R). So, Bτ̃D(x, t) ⊆ BuD(x,R) and hence the inclusion follows. Next, we need

to prove the sharpness part.

First we consider the domain D = D0 and x ∈ D0. Now choose y ∈ B(0, |x|) ∩

∂Bτ̃D0
(x, t). Then

τ̃D0(x, y) = t = log

(
1 +
|x− y|
|x|

)
=
uD0(x, y)

2
,

which proves the sharpness of the first inclusion. Secondly, consider D = Bn and let

x ∈ Bn be arbitrary. Choose y ∈ Bn such that x and y lie on a diameter of Bn with 0

lying in-between and |y| ≤ |x|.

uBn(x, y) = 2 log

(
|x− y|+ 1− |y|√
(1− |x|)(1− |y|)

)
and τ̃Bn(x, y) = log

(
1 +

|x− y|√
(1− |x|)(1 + |y|)

)
.

It follows that

lim
x→e1

uBn(x, y)

4τ̃Bn(x, y)
= lim

x→e1

(|x− y|+ 1− |y|)(1− |x|)(1 + |y|)√
(1− |x|)(1− |y|)(|x− y|+

√
(1− |x|)(1 + |y|))2

=

 1 if y = −x

0 otherwise.

47



Hence we conclude that for each x ∈ Bn with |x| → 1 and t > 0, there exist y = −x such

that y ∈ ∂Bτ̃D(x, t) and uD(x, y) = 4t. This proves the sharpness of the second inclusion

relation and hence the proof is complete.

Now, we establish the inclusion relation between the j̃D-metric ball and the τ̃D-metric

ball.

Theorem 4.24. Let D ( Rn and x ∈ D and t > 0. Then the following inclusion property

holds true:

Bj̃D
(x, r) ⊆ Bτ̃D(x, t) ⊆ Bj̃D

(x,R).

Here r = t and R = 2t. The radii r and R are best possible.

Proof. The proof follows from (3.5). To show the radius r is best possible, consider the

domain D0 and x ∈ D0. Choose y ∈ ∂B(0, |x|) ∩ ∂Bτ̃D0
(x, t). Now clearly, j̃D0(x, y) =

τ̃D0(x, y) = t. To show R is the best possible, consider the domain D = Bn. With the

similar argument given in the proof of Corollary 4.23 for the second inclusion relation,

we can show that for each x ∈ Bn with |x| → 1 and t > 0, there exist y = −x such that

y ∈ ∂Bτ̃Bn (x, t) and j̃Bn(x, y) = 2t. This completes the proof.

As an immediate consequence of Lemma 3.5 we have the following inclusion relation.

Corollary 4.25. Let D ( Rn, x ∈ D, and t > 0. Then

BuD(x, r) ⊆ Bj̃D
(x, t) ⊂ BuD(x,R),

where r = t and R = 4t. The radius r is best possible.

Proof. Proof follows from Lemma 3.5.

The following inclusion relation holds true.

Corollary 4.26. Let x ∈ D ( Rn and t > 0. Then

BδD(x, r) ⊆ Bτ̃D(x, t) ⊆ BδD(x,R),

where r = t and R = 4t.

Proof. Proof follows from Theorem 3.8.

Corollary 3.9 leads to the following inclusion relation.
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Corollary 4.27. Let x ∈ D ( Rn and t > 0. Then

BδD(x, r) ⊆ BuD(x, t) ⊆ BδD(x,R),

where r = t/4 and R = 2t.

Theorem 3.11 leads to the following inclusion relation.

Corollary 4.28. Let x ∈ D ( Rn and t > 0. Then

Bτ̃D(x, t) ⊆ BsD(x,R),

where R = t/ log 3. The inclusion is sharp.

Proof. It follows from Theorem 3.11 that for τ̃D(x, y) < t, sD(x, y) < t/ log 3. Hence,

Bτ̃D(x, t) ⊆ BsD(x,R) with R = t/ log 3.

To prove the sharpness part, consider the domain D = D0 and t = log 3. Then we

have R = 1 and

τ̃D0(x, y) = log 3 ⇐⇒ |x− y| = 2
√
|x||y|

and hence

sD0(x, y) =
2
√
|x||y|

|x|+ |y|
.

To show sD0(x, y) = 1, we need to choose points x and y such that |x| = |y|. This

implies x and y are co-linear. i.e. y = −x. From the definition of the τ̃D-metric it is

clear that the point −x lies on the sphere ∂Bτ̃D0
(x, log 3). Now, for any x ∈ D0, choose

y ∈ ∂Bτ̃D0
(x, log 3) ∩ L, where L is the line passing through 0 and x with |x| = |y|. Then

τ̃D0(x, y) = log 3 ⇐⇒ sD0(x, y) = 1.

Hence, the proof is complete.

Lemma 3.15 yields the following inclusion property.

Corollary 4.29. Let D ( Rn and x ∈ D and t > 0. Then the following inclusion property

holds true:

BηD(x, r) ⊆ Bτ̃D(x, t) ⊆ BηD(x,R).

Here r = log(et − 2) and R = 2t. The radii r and R are best possible.
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Proof. Suppose that y ∈ Bτ̃D(x, t). Then τ̃D(x, y) < t. From the left hand side inequality

of Theorem 3.15, we have ηD(x, y) < 2t(= R). On the other hand, if ηD(x, y) < log(et −

2)(= r), then from the right hand side inequality of Theorem 3.15, we have τ̃D(x, y) < t.

With the similar argument given in the proof of the sharpness part of the second inclusion

relation in Corollary 4.23, we can show that the radius R is the best possible in the

punctured space D0 and t = log 3.

Lemma 3.16 leads to the following inclusion relation.

Corollary 4.30. Let x ∈ D ( Rn and t > 0. Then

BηD(x, r) ⊆ BuD(x, t) ⊆ BηD(x,R),

where r = log(et/4 − 2) and R = t.
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CHAPTER 5

MAPPING PROPERTIES

This chapter deals with the distortion results associated with the cD-metric, the τ̃D-

metric, and the uD-metric under certain classes of mappings, namely, the Möbius class

and the quasiconformal class. Recall that the cD-metric and the τ̃D-metric are not Möbius

invariant. Hence it is natural to study the quasi-invariance (distortion) properties of these

metrics under Möbius transformations. The study of quasi-invariance property under

quasiconformal mappings hence natural. The study on the quasi-invariance property for

some well-known hyperbolic-type metrics are listed below:

• The kD-metric and the j̃D-metric are quasi-invariant with the constant 2 under

Möbius transformations of Rn [17, Theorem 4]. However, the constant 2 is im-

proved to 1 + |a|, a ∈ Bn, under Möbius transformations of Bn onto itself [52, The-

orem 1.4,Conjecture 2.3].

• The sD-metric is quasi-invariant with the constant (1 + |a|)/(1−|a|) under Möbius

transformations of Bn onto itself [11, Theorem 3.31].

• The vD-metric is quasi-invariant with the constant 2 under Möbius transformations

of Bn onto itself [48, Theorem 1.2].

The study of quasi-invariance properties under quasiconformal mappings for the kD-metric

(and jD-metric), j̃D-metric, and the δD-metric are available respectively in [17], [30],

and [59].

We begin this chapter with the quasi-invariance property of the cD-metric under

Möbius transformations of the unit ball onto itself followed by the quasi-invariance of the

cD-metric under Möbius transformations of a punctured ball onto another punctured ball.

5.1. Distortion properties under Möbius transformations

In this section we study distortion properties of the Cassinian metric cBn of the unit

ball Bn under Möbius transformations of Bn. Recall the statement of Theorem 1.9.



Theorem 5.1. (see also, Theorem 1.9) Let φ be a Möbius transformation with φ(Bn) =

Bn. Then
1− |φ(0)|
1 + |φ(0)|

cBn(x, y) ≤ cBn

(
φ(x), φ(y)

)
≤ 1 + |φ(0)|

1− |φ(0)|
cBn(x, y)

for all x, y ∈ Bn. The equalities in both sides can be attained.

Proof. Let φ be a Möbius transformation with φ(Bn) = Bn and put a = φ(0). If a = 0,

then φ is an orthogonal matrix, i.e., |φ(x)| = |x| for each x ∈ Bn. In particular, φ preserves

the Cassinian metric. That is,

(5.1) cBn

(
φ(x), φ(y)

)
= cBn(x, y) for all x, y ∈ Bn.

Suppose now that a 6= 0. Let σ be the inversion in the sphere Sn−1(a?, r), where

a? =
a

|a|2
and r =

√
|a?|2 − 1 =

√
1− |a|2
|a|

.

Note that the sphere Sn−1(a?, r) is orthogonal to ∂Bn and that σ(a) = 0. In particular, σ

is a Möbius transformation with σ(Bn) = Bn and σ(a) = 0. Recall that

(5.2) σ(x) = a? +
( r

|x− a?|

)2(
x− a?

)
.

Then σ ◦ φ is an orthogonal matrix (see, for example, [4, Theorem 3.5.1(i)]). In

particular,

(5.3)
∣∣∣σ(φ(x)

)
− σ

(
φ(y)

)∣∣∣ = |x− y|.

We will need the following property of σ (see, for example, [4, p. 26]):

(5.4) |σ(x)− σ(y)| = r2|x− y|
|x− a?||y − a?|

.

It follows from (5.3) and (5.4) that

|x− y| =
∣∣∣σ(φ(x)

)
− σ

(
φ(y)

)∣∣∣ =
r2|φ(x)− φ(y)|

|φ(x)− a?||φ(y)− a?|
=

(|a?|2 − 1)|φ(x)− φ(y)|
|φ(x)− a?||φ(y)− a?|

,

or equivalently,

|φ(x)− φ(y)| = |φ(x)− a?||φ(y)− a?|
|a?|2 − 1

|x− y|.

In particular, for all x, y ∈ Bn and η ∈ ∂Bn we have

(5.5)
|φ(x)− φ(y)|

|φ(x)− φ(η)||φ(y)− φ(η)|
=

|x− y|
|x− η||y − η|

· |a
?|2 − 1

|φ(η)− a?|2
.

Note that since φ(η) ∈ ∂Bn and |a?| > 1, we have

|a?| − 1 ≤ |φ(η)− a?| ≤ |a?|+ 1
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and hence

(5.6)
1− |a|
1 + |a|

=
|a?| − 1

|a?|+ 1
≤ |a?|2 − 1

|φ(η)− a?|2
≤ |a

?|+ 1

|a?| − 1
=

1 + |a|
1− |a|

.

Now given x, y ∈ Bn, there exist η1 ∈ ∂Bn and η2 ∈ ∂Bn such that

cBn

(
φ(x), φ(y)

)
=

|φ(x)− φ(y)|
|φ(x)− φ(η1)||φ(y)− φ(η1)|

and cBn(x, y) =
|x− y|

|x− η2||y − η2|
.

Using (5.5) and (5.6) we obtain

cBn

(
φ(x), φ(y)

)
=

|x− y|
|x− η1||y − η1|

· |a
?|2 − 1

|φ(η1)− a?|2
≤ 1 + |a|

1− |a|
cBn(x, y)

and

cBn(x, y) =
|φ(x)− φ(y)|

|φ(x)− φ(η2)||φ(y)− φ(η2)|
· |φ(η2)− a?|2

|a?|2 − 1
≤ 1 + |a|

1− |a|
cBn

(
φ(x), φ(y)

)
.

The constant (1 + |a|)/(1−|a|) can be attained for all Möbius transformations φ with

φ(Bn) = Bn and a = φ(0). To see this, it suffices to consider the map σ with σ(a) = 0

for a ∈ [0, e1] \ {0, e1} with e1 = (1, 0, · · · , 0) ∈ Rn since cBn is invariant under orthogonal

transformations. Choose x = 0 and y = te1,−1 < t < 0. Then we have that

σ(x) = a and σ(y) =
|a| − t
1− |a|t

e1 ∈ [a, e1] \ {a, e1}.

It is easy to see by the formula (2.1) that

cBn(x, y) = cBn(0, te1) = − t

1 + t
.

Furthermore, it follows from [37, Example 3.9(B)] that

cBn(re1, se1) =
s− r

(1− r)(1− s)
, 0 ≤ r < s < 1.

This gives

cBn(σ(x), σ(y)) = cBn

(
a,
|a| − t
1− |a|t

e1

)
=

|a| − t
1− |a|t

− |a|

(1− |a|)
(

1− |a| − t
1− |a|t

) = − t

1 + t

1 + |a|
1− |a|

.

Therefore, we get
cBn(σ(x), σ(y))

cBn(x, y)
=

1 + |a|
1− |a|

.

Thus the proof is complete.

We now prove that the same distortion constant holds true under a Möbius mapping

of a punctured ball onto another punctured ball for the Cassinian metric.
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Theorem 5.2. (see also, Theorem 1.10) Let a ∈ Bn and f : Bn \ {0} → Bn \ {a} be a

Möbius transformation with f(0) = a. Then for x, y ∈ Bn \ {0} we have

1− |a|
1 + |a|

cBn\{0}(x, y) ≤ cBn\{a}(f(x), f(y)) ≤ 1 + |a|
1− |a|

cBn\{0}(x, y).

The equalities in both sides can be attained.

Proof. The case a = 0 is already proved in Theorem 1.9. Now, assume that a 6= 0 and

let σ be the inversion in the sphere Sn−1(a?, r) as defined in (5.2). Note that the sphere

Sn−1(a?, r) is orthogonal to Sn−1 and that σ(a) = 0. In particular, σ is a Möbius map with

σ(Bn \{a}) = Bn \{0}. Then σ ◦f is an orthogonal matrix (see, for example, [4, Theorem

3.5.1(i)]). Now,

cBn\{0}(x, y) =
|x− y|

min{|x||y|, infz∈∂Bn |x− z||z − y|}

and

cBn\{a}(f(x), f(y)) =
|f(x)− f(y)|

min{|f(x)− a||a− f(y)|, infw∈∂Bn |f(x)− w||w − f(y)|}
.

Denote by P = min{|f(x) − a||a − f(y)|, infw∈∂Bn |f(x) − w||w − f(y)|}. Now we have

two choices for P . The choice of P = infw∈∂Bn |f(x) − w||w − f(y)| is already proved in

Theorem 1.9. We only need to consider the other choice for P . Let P = |f(x)−a||a−f(y)|.

It follows from (5.3) and (5.4) that

|f(x)− a| = |f(x)− a?||a− a?|
(|a?|2 − 1)

|x| and |a− f(y)| = |f(y)− a?||a− a?|
(|a?|2 − 1)

|y|.

Now,

cBn\{a}(f(x), f(y)) =
|x− y|
|x||y|

.
|a?|2 − 1

|a− a?|2
≤ 1 + |a|

1− |a|
cBn\{0}(x, y).

To prove the sharpness, consider the map σ defined by (5.2). For 0 < s < t < 1,

choose the points x = −te1 and y = −se1 in such a way that

cBn\{0}(x, y) =
t− s

(1− t)(1− s)
and cBn\{a}(σ(x), σ(y)) =

|σ(x)− σ(y)|
(1− |σ(x)|)(1− |σ(y)|)

.

The image points of x and y under σ is given by

σ(x) =
|a|+ t

1 + |a|t
e1, σ(y) =

|a|+ s

1 + |a|s
e1 ∈ [a, e1] \ {a, e1}.
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Now, the Cassinian distance between σ(x) and σ(y) is

cBn\{a}(σ(x), σ(y)) =
|σ(x)− σ(y)|

(1− |σ(x)|)(1− |σ(y)|)
=

∣∣∣∣ |a|+ t

1 + |a|t
− |a|+ s

1 + |a|s

∣∣∣∣(
1−

∣∣∣∣ |a|+ t

1 + |a|t

∣∣∣∣)(1−
∣∣∣∣ |a|+ s

1 + |a|s

∣∣∣∣)
=

t− s
(1− t)(1− s)

.
1 + |a|
1− |a|

=
1 + |a|
1− |a|

cBn\{0}(x, y).

The lower bound can be seen by considering the inverse of σ and hence the conclusion

follows.

Remark 5.3. It is clear from Theorems 1.9 and 1.10 that the distortion constant (1 +

|a|)/(1 − |a|) → ∞ as |a| → 1. Hence, we conclude that there does not exist any finite

distortion constant for the cD-metric under Möbius transformations of Rn. However, if

we replace Möbius mappings by bi-Lipschitz mappings of Rn, then we can guarantee that

distortion constant exists. Indeed, if f : Rn → Rn is an L-bilipschitz mapping, that is

(5.7) |x− y|/L ≤ |f(x)− f(y)| ≤ L|x− y|

for all x, y ∈ Rn, which maps D ( Rn onto D′ ( Rn, then

1

L3
cD(x1, x2) ≤ cD′(f(x1), f(x2)) ≤ L3cD(x1, x2)

for all x1, x2 ∈ D.

Similar to the distortion property of the cBn-metric, the τ̃Bn-metric distorts under

Möbius transformations of Bn. The distortion of τ̃Bn is proved by Ibragimov in [40]. He

proved that

Lemma 5.4. [40, Theorem 7.1] If φ is a Möbius transformation with φ(Bn) = Bn, then

for all x, y ∈ Bn we have

τ̃Bn(x, y)− k ≤ τ̃Bn

(
φ(x), φ(y)

)
≤ τ̃Bn(x, y) + k,

where k = log((1 + |φ(0)|)/(1− |φ(0)|)).

Using the well-known Bernoulli’s inequality

(5.8) log(1 + ax) ≤ a log(1 + x), a ≥ 1, x > 0

in the proof of [40, Theorem 7.1], we can reformulate Lemma 5.4 in the following way.
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Corollary 5.5. If φ is a Möbius transformation with φ(Bn) = Bn, then for all x, y ∈ Bn

we have
1− |φ(0)|
1 + |φ(0)|

τ̃Bn(x, y) ≤ τ̃Bn

(
φ(x), φ(y)

)
≤ 1 + |φ(0)|

1− |φ(0)|
τ̃Bn(x, y).

We next prove the quasi-invariance of the τ̃D-metric under the Möbius transformation

of a punctured ball onto another punctured ball stated in Theorem 1.11. First we recall

the statement of Theorem 1.11.

Theorem 5.6. (see also, Theorem 1.11) Let a ∈ Bn and f : Bn \ {0} → Bn \ {a} be a

Möbius transformation with f(0) = a. Then for x, y ∈ Bn \ {0} we have

1− |a|
1 + |a|

τ̃Bn\{0}(x, y) ≤ τ̃Bn\{a}(f(x), f(y)) ≤ 1 + |a|
1− |a|

τ̃Bn\{0}(x, y).

Proof. The proof technique is similar to that of the proof technique of Theorem 1.10.

Denote by

Q = min{
√
|f(x)− a||f(y)− a|, inf

p∈∂Bn

√
|f(x)− p||f(y)− p|}.

It follows from the definition that

τ̃Bn\{a}(f(x), f(y)) = log

(
1 +
|f(x)− f(y)|

Q

)
and

τ̃Bn\{0}(x, y) = log

(
1 +

|x− y|
min{

√
|x||y|, infz∈∂Bn

√
|x− z||y − z|}

)
.

The case Q = infp∈∂Bn

√
|f(x)− p||f(y)− p| is already treated by Ibragimov in [40].We

need to consider the other choice only. That is Q =
√
|f(x)− a||f(y)− a|.

From (5.5), it is clear that

|f(x)− a| = |f(x)− a?||a− a?|
|a?|2 − 1

|x| and |f(y)− a| = |f(y)− a?||a− a?|
|a?|2 − 1

|y|.

Now,

τ̃Bn\{a}(f(x), f(y)) = log

(
1 +

|f(x)− f(y)|√
|f(x)− a||f(y)− a|

)
≤ log

(
1 +

1 + |a|
1− |a|

|x− y|√
|x||y|

)

≤ log

(
1 + |a|
1− |a|

(
1 +
|x− y|√
|x||y|

))
≤ τ̃Bn\{0}(x, y) + log

1 + |a|
1− |a|

.

The lower bound follows from the inverse mapping. This completes the proof of our

theorem.
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Similar to Corollary 5.5, using Bernoulli’s inequality (5.8), we can reformulate Theo-

rem 1.11 in the following way.

Theorem 5.7. Let a ∈ Bn and f : Bn \ {0} → Bn \ {a} be a Möbius map with f(0) = a.

Then for x, y ∈ Bn \ {0} we have

1− |a|
1 + |a|

τ̃Bn\{0}(x, y) ≤ τ̃Bn\{a}(f(x), f(y)) ≤ 1 + |a|
1− |a|

τ̃Bn\{0}(x, y).

Remark 5.8. Corollary 5.5 and Theorem 1.11 guarantee that there does not exist a finite

distortion constant for the τ̃D-metric under Möbius transformations of Rn.

5.2. Quasi-invariance properties under quasiconformal mappings

Given domains D and D′ in Rn, n ≥ 2, let f : D → D′ be a homeomorphism. For

x ∈ D, r ∈ (0, d(x)), and 1 ≤ K <∞, let

L(x, r) = max{|f(x)− f(y)| : |x− y| = r},

and

l(x, r) = min{|f(x)− f(y)| : |x− y| = r}.

We say that f is in the class F(D,D′;K) if, for each point x ∈ D,

H(f, x) = lim sup
r→0

L(x, r)

l(x, r)
≤ K <∞.

It was shown by Heinonen and Koskela in 1995 that, surprisingly, the quantity H(f, x)

can be replaced by

lim inf
r→0

L(x, r)

l(x, r)

in the definition of quasiconformality (see [32, Theorem 1.4]). It is clear that we can regard

the class F(D,D′; 1) consisting of the conformal mappings of D onto D′. However, it

seems best to use Väisälä’s definition of K-quasiconformality, see [63], to keep our results

compatible with the standard terminology. For more on quasiconformal theory, we refer

to [1, 10,63,67].

As an example of quasiconformal mapping, consider the L-bilipschitz mappings as

defined in (5.7). That is, f : Rn → Rn satisfying

1

L
|x− y| ≤ |f(x)− f(y)| ≤ L|x− y|, x, y ∈ D,L ≥ 1.
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Then clearly, L(x, r) ≤ L and l(x, r) ≥ 1/L. Hence, H(f, x) ≤ L2. That is, f is L2-

quasiconformal. Moreover, one can verify that f is L2-bilipschitz with respect to the

τ̃D-metric. That is,

1

L2
τ̃D(x, y) ≤ τ̃f(D)(f(x), f(y)) ≤ L2τ̃D(x, y), x, y ∈ D.

Indeed,

τ̃f(D)(f(x), f(y)) = log

(
1 + sup

f(p)∈∂f(D)

|f(x)− f(y)|√
|f(x)− f(p)||f(p)− f(y)|

)

≤ log

(
1 + sup

p∈∂D

L2|x− y|√
|x− p||p− y|

)

≤ L2 log

(
1 + sup

p∈∂D

|x− y|√
|x− p||p− y|

)
= L2 τ̃D(x, y),

where the first inequality follows from the bilipschitz condition on f and the second

inequality follows from the well known Bernoulli’s inequality (5.8). Observe that the

distortion constant L2 is independent upon the dimension of the space. Now the question

arises whether we can distort the τ̃D-metric if we replace the L-bilipschitz map by any

arbitrary K-quasiconformal mapping? The answer is “yes” and the distortion constant

will depend upon n (the dimension of the space) and K. In this regard, Gehring and

Osgood first studied the quasi-invariance property of the kD-metric under quasiconformal

mappings of Rn. They proved that

Lemma 5.9. [17, Theorem 3] For n ≥ 1 and K ≥ 1, there exists a constant c depending

only on n and K with the following property: if f is a K-quasiconformal mapping of D

onto D′, then

kD′(f(x), f(y)) ≤ cmax{kD(x, y), kD(x, y)α}, α = K1/(1−n),

for all x, y ∈ D.

Recall that the kD-metric does not change by more than a factor 2 under Möbius

maps of Rn [18, Corollary 2.5]. If we take a Möbius map of the unit ball Bn onto itself

then we get a smaller distortion constant 1 + |a|, a ∈ Bn [52, Theorem 1.4]. However,

a conformal map in the complex plane C leads to the sharp distortion constant 4 for

the kD-metric [52, Proposition 1.6]. The above discussion guarantees that the distortion
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constant in Lemma 5.9 does not tend to 1 whenever K → 1 (see also the discussions given

in [52, p. 313]).

A similar investigation has also been made by Seittenranta in [59, Theorem 1.2] for

the δD-metric. He proved that for a K-quasiconformal mapping f of Rn, the δD-metric

satisfies the following relation:

δf(D)(f(x), f(y)) ≤ c(K,n) max{δD(x, y), δD(x, y)α},

where c(K,n) = λβ−1
n βηK,n(1) and α = K1/(1−n) = 1/β. Here c(K,n) tends to 1 as K

tends to 1. The constant λn is the Grötzsch ring constant, with λn ∈ [4, 2en−1) and λ2 = 4

(see [1, Ch. 12]). For the function ηK,n and estimates for ηK,n, see [59, Theorem 5.2]. The

particular case, D = Bn, is proved in [52, Corollary 2.10]. That is

Let f : Bn → Bn be a K-quasiconformal mapping and x, y ∈ Bn. Then

ρBn(f(x), f(y)) ≤ c(K,n) max{ρBn(x, y), ρBn(x, y)α}, α = K1/(1−n),

where c(K,n) = λβ−1
n βηK,n(1) and α = K1/(1−n) = 1/β.

Obtaining a distortion constant (which tend to 1 as K → 1) under a K-quasiconformal

mapping of Rn for hyperbolic-type metrics (other than the δD-metric) is a challenging

problem in geometric function theory. Hence we are interested to study such distortion

properties under quasiconformal mappings for the metrics of our interest.

Now, in the sequel, we discuss the quasi-invariance property of the τ̃D-metric followed

by the quasi-invariance property of the uD-metric under quasiconformal mappings of Rn.

Using Lemma 5.9, the following quasi-invariance property of the distance ratio metric

in arbitrary domains of Rn is studied in [30].

Lemma 5.10. [30, Lemma 2.3] If f is a K-quasiconformal mapping of Rn which maps

D onto D′, then there exists a constant C depending only on n and K such that

j̃D′(f(x), f(y)) ≤ C max{j̃D(x, y), j̃D(x, y)α}

for all x, y ∈ D, where α = K1/(1−n).

Now using [57, (3.1)] and Lemma 5.10 we have a quasi-invariance property associated

with the τ̃D-metric stated in Theorem 1.12.
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Theorem 5.11. (see also, Theorem 1.12) For n ≥ 1 and K ≥ 1, if f : Rn → Rn is a

K-quasiconformal mapping of Rn which maps D ( Rn onto D′ ( Rn then there exists a

constant C1 depending only on n and K such that

τ̃D′(f(x), f(y)) ≤ C1 max{τ̃D(x, y), τ̃D(x, y)α}

for all x, y ∈ D, where α = K1/(1−n).

Proof. For all x, y ∈ D, we have

τ̃D′(f(x), f(y)) ≤ j̃D(f(x), f(y)) ≤ C max{j̃D(x, y), j̃D(x, y)α}

≤ C max{2τ̃D(x, y), 2ατ̃D(x, y)α}

≤ C1 max{τ̃D(x, y), τ̃D(x, y)α},

where the first and third inequality follows from [57, (3.1)], the second inequality follows

from Lemma 5.10 and the constant C1 is depending upon n and K.

Using the bilipschitz property of the τ̃D-metric and the uD-metric (see [57, Theo-

rem 3.5]) and Theorem 1.12, one can obtain the quasi-invariance property of the uD-metric

in arbitrary subdomains of Rn as well.

Theorem 5.12. (see also, Theorem 1.13) For n ≥ 1 and K ≥ 1, if f : Rn → Rn is a

K-quasiconformal mapping of Rn which maps D ( Rn onto D′ ( Rn then there exists a

constant C2 depending only on n and K such that

uD′(f(x), f(y)) ≤ C2 max{uD(x, y), uD(x, y)α}

for all x, y ∈ D, where α = K1/(1−n).

Proof. It follows from Theorem 3.4 and Theorem 1.12.

5.3. Modulus of continuity

The definition of the modulus of continuity is described in Chapter 1. Here we will

mainly be motivated by geometric function theory and therefore give a few related exam-

ples. The well-known relation |x−y| ≤ 2 tanh(ρBn(x, y)/4) says that ω(t) = 2 tanh(t/4) is

the modulus of continuity for the identity map id : (Bn, ρBn)→ (Bn, |.|). If X1 = Bn = X2

and f : Bn → Bn is K-quasiconformal, then the quasiconformal counterpart of the

60



Schwarz lemma says that f : (Bn, ρBn) → (Bn, ρBn) is uniformly continuous where ρBn is

the hyperbolic metric of Bn. If X1 = B2, X2 = R2 \ {0, 1}, the Schottky theorem gives, in

an explicit form, a growth estimate for |f(z)| in terms of |z| when f : B2 → R2\{0, 1} is an

analytic function [31, p. 685, 702]. In fact, Nevanlinna’s principle of the hyperbolic met-

ric [31, p. 683] yields an estimate for the modulus of continuity of f : (B2, ρB2)→ (X2, d2)

where d2 is the hyperbolic metric of the twice-punctured plane X2. If q is the chordal

metric and f : (B2, ρB2) → (R2, q) is a meromorphic function, then f is normal (in the

sense of Lehto and Virtanen [55]) if and only if it is uniformly continuous. In the context

of quasiregular mappings, uniform continuity has been discussed in [66,68]. Uniform con-

tinuity of the j̃-metric and the quasihyperbolic metric in the unit ball has been discussed

in [47].

In this section, we consider a problem to find a bound, as sharp as possible, for the

modulus of continuity of the identity mapping

(5.9) id : (Bn, cBn)→ (Bn, | · | ).

In this setting the well-known Jung’s theorem is useful.

Lemma 5.13. [7, Theorem 11.5.8] Let D ⊂ Rn be a domain with diamD < ∞. Then

there exists z ∈ Rn such that D ⊂ Bn(z, r), where r ≤
√
n/(2n+ 2) diamD.

Theorem 5.14. 1. If x, y are on a diameter of Bn and w = |x−y| e1/2, then we have

cBn(x, y) ≥ cBn(−w,w) =
4|x− y|

4− |x− y|2
≥ |x− y|.

The first inequality becomes equality when y = −x.

2. If x, y ∈ Bn are arbitrary and w = |x− y| e1/2, then

cBn(x, y) ≥ cBn(−w,w) =
4|x− y|

4− |x− y|2
≥ |x− y|.

where the first inequality becomes equality when y = −x.

Proof. Let x, y ∈ Bn with |x| ≤ |y|.

1. If x and y are lying on a diameter of Bn. Without loss of generality, since the

Cassinian metric is invariant under rotations, we assume that x and y are lying on

the interval (−1, 1). Then it follows from the definition that

cBn(x, y) =
|x− y|

(1 + |x|)(1− |y|)
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and hence

cBn(−w,w) =
2|w|

1− |w|2
=

4|x− y|
4− |x− y|2

.

Geometrically, it can easily be seen that the maximal Cassinian oval with foci at

x and y will lie inside the maximal Cassinian oval with foci at −w and w lying on

the same diameter. Analytically, we say

inf
p∈∂Bn

|x− p||p− y| ≤ inf
p∈∂Bn

|w + p||p− w|.

i.e.

(1 + |x|)(1− |y|) ≤ 1− |x− y|
2

4
.

Hence, cBn(x, y) ≥ cBn(−w,w). Since 4 − |x − y|2 ≥ 4 for all x and y, the second

inequality follows.

2. Let x, y ∈ Bn be arbitrary. Choose x′, y′ ∈ Bn such that |x − y| = |x′ − y′| with

y′ = −x′. Then the maximal Cassinian oval C(x, y) with foci at x and y is not

larger than the maximal Cassinian oval foci at x′ and y′ (see Figure 5.1).

B
n

x �

y�

y

x
•
0

Figure 5.1. The maximal Cassinian oval with foci at x and y is not larger

than the maximal Cassinian oval with foci at x′ and y′.

Analytically,

inf
p∈∂Bn

|x− p||p− y| ≤ 1− |x− y|
2

4
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Hence, cBn(x, y) ≥ cBn(x′, y′) =
4|x− y|

4− |x− y|2
. The second inequality follows from

(1).

The proof is complete.

Now, we obtain the modulus of continuity of the id map (5.9) when D is a bounded

proper subdomain of Rn.

Theorem 5.15. (see also, Theorem 1.14) Let D ( Rn be a domain with diamD < ∞

and r =
√
n/(2n+ 2) diamD. Then we have

cD(x, y) ≥ 4|x− y|
4− |x− y|2

≥ |x− y|
r

for all distinct x, y ∈ D with equality in the first step when D = Bn(z, r) and z = (x+y)/2.

In particular, the modulus of continuity for id : (D, cD)→ (D, |.|) is ω(t) = rt.

Proof. Given that D ( Rn is arbitrary domain with diamD <∞. By Lemma 5.13, there

exists z ∈ Rn with D ⊂ B(z, r), where r =
√
n/(2n+ 1) diamD. Then by the monotone

property of the cD-metric we have

cD(x, y) ≥ cB(z,r)(x, y).

Without loss of generality assume that z = 0. Choose u, v ∈ B(0, r) in such a way that

|u− v| = 2|u| = |x− y|. Then by Theorem 5.14 (2), we have

cD(x, y) ≥ cB(z,r)(x, y) ≥ cB(−u, u) =
4|x− y|

4r − |x− y|2
≥ |x− y|

r
.

This completes the proof of our theorem.

Next we obtain the modulus of continuity for the identity map

id : (Bn, τ̃Bn)→ (Bn, |.|).

First we obtain the modulus of continuity in the unit ball Bn.

Theorem 5.16. 1. If x, y are on a diameter of Bn and w = |x−y| e1/2, then we have

τ̃Bn(x, y) ≥ τ̃Bn(−w,w) = log

(
1 +

2|x− y|√
4− |x− y|2

)
≥ c |x− y|,

where c (≈ 0.76) is the solution of the equation

(4− t2)(2t+
√

4− t2) log

(
1 +

2t√
4− t2

)
− 8t = 0.
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The first inequality becomes equality when y = −x.

2. If x, y ∈ Bn are arbitrary and w = |x− y| e1/2, then

τ̃Bn(x, y) ≥ τ̃Bn(−w,w) = log

(
1 +

2|x− y|√
4− |x− y|2

)
≥ c |x− y| ,

where c is the same number as stated in the first part. The first inequality becomes

equality when y = −x.

Remark 5.17. Mathematica experiment suggests that the value of c ≈ 0.763286 attained

at t = 1.16032.

Proof. Let x, y ∈ Bn with |x| ≤ |y|.

1. If x and y are lying on a diameter of Bn, then it follows from the definition that

τ̃Bn(x, y) = log

(
1 +

|x− y|√
(1 + |x|)(1− |y|)

)
and hence

τ̃Bn(−w,w) = log

(
1 +

2|w|√
1− |w|2

)
= log

(
1 +

2|x− y|√
4− |x− y|2

)
.

Geometrically, it can easily be seen that the maximal Cassinian oval with foci

at x and y will lie inside the maximal Cassinian oval with foci at −w and w.

Analytically, we say

inf
p∈∂Bn

√
|x− p||p− y| ≤ inf

p∈∂Bn

√
|w + p||p− w|.

i.e. √
(1 + |x|)(1− |y|) ≤

√
1− |x− y|

2

4
.

Hence, τ̃Bn(x, y) ≥ τ̃Bn(−w,w). For the second inequality, we need to find the

minimum of the function

1

t
log

(
1 +

2t√
4− t2

)
(t = |x− y|).

By the derivative test, it can be seen that the minimum attains at the point t ≈ 1.16

and the minimum value is approximately 0.76.

2. The proof of this case is similar to the proof of Theorem 5.14(2).

The proof is complete.
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Now, we obtain the modulus of continuity of the id map (5.9) when D is a bounded

proper subdomain of Rn.

Theorem 5.18. (see also, Theorem 1.15) Let D ( Rn be a domain with diamD < ∞

and r =
√
n/(2n+ 2) diamD. Then we have

τ̃D(x, y) ≥ log

(
1 +

2|x− y|√
4r2 − |x− y|2

)
≥ c
|x− y|
r

for all distinct x, y ∈ D with equality in the first step when D = Bn(z, r) and z = (x+y)/2.

Here c (≈ 0.76) is the solution of the equation

(4− t2)(2t+
√

4− t2) log

(
1 +

2t√
4− t2

)
− 8t = 0.

In particular, the modulus of continuity for id : (D, τ̃D)→ (D, |.|) is ω(t) = rt/c.

Proof. Given that D ( Rn is arbitrary domain with diamD <∞. By Lemma 5.13, there

exists z ∈ Rn with D ⊂ B(z, r), where r =
√
n/(2n+ 1) diamD. Then by the monotone

property of τ̃D we have

τ̃D(x, y) ≥ τ̃B(z,r)(x, y).

Without loss of generality assume that z = 0. Choose u, v ∈ B(0, r) in such a way that

|u− v| = 2|u| = |x− y|. Then by Theorem 5.16 (2), we have

τ̃D(x, y) ≥ τ̃B(z,r)(x, y) ≥ τ̃B(−u, u) = log

(
1 +

2|x− y|√
4r2 − |x− y|2

)
.

This completes the proof of our theorem.

Now, we shall find the modulus of continuity for the following map:

id : (Bn, uBn)→ (Bn, | · | ).

Theorem 5.19. 1. If x, y are on a diameter of Bn and w = |x−y| e1/2, then we have

uBn(x, y) ≥ uBn(−w,w) = 2 log

(
2 + |x− y|
2− |x− y|

)
≥ |x− y|.

where the first inequality becomes equality when y = −x.

2. If x, y ∈ Bn are arbitrary and w = |x− y| e1/2, then

uBn(x, y) ≥ uBn(−w,w) = 2 log

(
2 + |x− y|
2− |x− y|

)
≥ |x− y|.

where the first inequality becomes equality when y = −x.
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Proof. Let x, y ∈ Bn with |x| ≤ |y|.

1. If 0 ∈ [x, y], then by definition

uBn(x, y) = 2 log

(
|x− y|+ 1− |x|√
(1− |x|)(1− |y|)

)
and uBn(−w,w) = 2 log

(
2 + |x− y|
2− |x− y|

)
.

By AM-GM inequality we have

(5.10)
1√

(1− |x|)(1− |y|)
≥ 2

2− |x| − |y|
.

To prove our claim, it is enough to show

|x− y|+ 1− |x|√
(1− |x|)(1− |y|)

≥ 2 + |x− y|
2− |x− y|

.

Since |x− y| = |x|+ |y| and |x| ≤ |y|, we have

|x− y|+ 1− |x|√
(1− |x|)(1− |y|)

≥ 2(1 + |y|)
2− |x| − |y|

≥ 2 + |x|+ |y|
2− |x| − |y|

=
2 + |x− y|
2− |x− y|

,

where the first inequality follows from (5.10).

If x ∈ [0, y], then

uBn(x, y) = 2 log

(
1 + |y| − 2|x|√
(1− |x|)(1− |y|)

)
and uBn(−w,w) = 2 log

(
2 + |y| − |x|
2− |y|+ |x|

)
.

To show uBn(x, y) ≥ uBn(−w,w), it is enough to show

1 + |y| − 2|x|√
(1− |x|)(1− |y|)

≥ 2 + |y| − |x|
2− |y|+ |x|

.

From (5.10), we have

1 + |y| − 2|x|√
(1− |x|)(1− |y|)

≥ 2(1 + |y| − 2|x|)
2− |x| − |y|

.

Now our aim is to show

2(1 + |y| − 2|x|)
2− |x| − |y|

≥ 2 + |y| − |x|
2− |y|+ |x|

or, equivalently,

2|y| − 2|x| − |y|2 + 6|x||y| − 5|x|2 ≥ 0.

Since, |x| ≤ |y|, we have

2|y| − 2|x| − |y|2 + 6|x||y| − 5|x|2 ≥ 2|y| − 2|x| − |y|2 + |x|2 = (1− |x|)2 − (1− |y|)2 ≥ 0.
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Again, since the function

f(t) = 2 log

(
2 + t

2− t

)
− t

is increasing in t, the conclusion follows.

2. Given that x, y ∈ Bn are arbitrary. Choose y′ ∈ Bn such that |x− y| = |x− y′| and

x, 0, and y′ are co-linear. By geometry, it is clear that |y′| ≤ |y|. Hence,

uBn(x, y) ≥ uBn(x, y′) ≥ uBn(−w,w).

The proof is complete.
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CHAPTER 6

SUMMARY AND FUTURE DIRECTIONS

Apart from the first chapter, which gives an introduction to the research area and

available literatures including preliminaries for the upcoming chapters, the second and the

third chapters are dedicated to the comparison results among the cD-metric, the τ̃D-metric

and the uD-metric with other well-known hyperbolic-type metrics. These comparisons

lead to several inclusion results which are recorded in the forth chapter. The forth chapter

also consists of the local starlikeness and convexity properties of the Cassinian metric balls.

In the fifth chapter, the quasi-invariance properties of the cD-metric under Möbius

transformations of the unit ball as well as under the Möbius transformations of a punc-

tured ball onto another punctured ball are discussed. We also discuss the quasi-invariance

property of the τ̃D-metric under Möbius transformations of a punctured ball onto another

punctured ball. In addition, we study the quasi-invariance of the τ̃D-metric and the

uD-metric under quasiconformal mappings of Rn. At last we focus on the modulus of

continuity for the identity mappings on bounded domains equipped with the Cassinian

metric onto the same domain with the Euclidean metric.

Note that several nice domains (eg. uniform domains, John domains, quasidisks,) are

characterized in terms of metric inequalities. We do expect that some of the inequalities

discussed in chapters two and three can be used to characterize certain domains. Also,

if a metric is of interest then so its isometries and geodesics. It would be interesting to

study the geodesics and the isometries of the metrics under consideration. We expect

that some of the investigations would lead to new results in different areas of research in

function theory.
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[14] Fréchet M. (1906), Sur quelques points du calcul fonctionnel, Thèse, Paris, Rendi-
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[29] Hästö P., Ibragimov Z., Minda D., Ponnusamy S., Sahoo S. K., (2007) Isometries of

some hyperbolic-type path metrics, and the hyperbolic medial axis, In the tradition

of Ahlfors-Bers, IV, Contemporary Math., 432, 63–74.
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