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ABSTRACT

Internet of Things (IoT) is one of the most emerging fields in the technology sec-
tor today. It has the potential to change and enhance the everyday tasks of people
ranging over the sectors such as infrastructure, medical, etc. to everyday living
of the people. Soon there are going to be millions of devices communicating with
each other and sharing information to automate various tasks, which otherwise
are time-consuming and tedious.

Therefore, many big organisations are working on IoT-related guidelines, refer-
ences, standards and architectures. In the following work, at first, one such proto-
col i.e One IoT protocol ver1.0 is discussed. This One IoT (ver1.0) protocol defines
minimum framework, architecture and guidelines which help in identifying what
devices can be called as IoT-enabled, help OEMs make such devices, which remain
forward compatible with various upcoming IoT frameworks.

Majority of the existing IoT protocols, frameworks, architectures, etc. do not ad-
dress certain concerns that are specific to Indian context. We propose improve-
ments to One IoT protocol ver1.0 to address these challenges. An example for such
a concern is Internet outage. Here the obvious question is “how should the IoT de-
vices behave when they are not connected to the internet? “. We define the notion
of Safe mode operation in which the device operates when internet goes off. Sim-
ply not doing anything isn’t always an option as will be seen further by giving
examples from sectors like medical. With these modifications we define the Ver-
sion 2.0 of One IoT Protocol. We discuss the modifications done in the protocol in
detail, going on to the implementation and testing of the protocol.
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Chapter 1

Introduction to Internet of Things

Internet of Things (IoT) is a network of physical device - which include automo-
biles, buildings, basic infrastructure, household devices, etc.- that are embedded
with sensors, actuators and/or microcontroller/s together with communication
module enabling them to communicate with each other over Internet. IoT allows
various objects and devices to be controlled remotely over Internet. The basic idea
behind IoT is to make everyday systems act more intelligent. It is a network of
connected systems which can handle real time requests as well as provide real
time data to perform various tasks conveniently and efficiently. The opportunities
with IoT deployments across various domains are endless.

The advancements in IoT as a technology are happening at a lightning speed. It
is not just a Machine-to-Machine interaction over a network, many architecture
and protocols are being developed all over the world in order to create a standard
framework which IoT devices can follow so that they can create a well-balanced
and flourishing IoT ecosystem. Many big organisations and alliances are working
together to devise such standards to bring out robustness in such systems. For
instance, ThingWorx is one such system released by PTC [1]. Open Interconnect
Consortium (OIC) has recently released a reference IoT-architecture [2] as well.
The Industrial Internet Reference Architecture (IIRA) is a reference architecture for
industrial IoT [3] catering for manufacturing sector. Identifying the gravity of this
drastically changing IoT paradigm, several nations have released their own IoT
policies[4]. There is a great need for such standards because IoT devices need to
follow some protocol and architecture so that they can work together seamlessly.
However, due to many organisations working on their own set of rules, there is an
array of options for the OEMs and the customers as well leading to heterogeneity
in the sector. Many such small and disjoint networks of smart devices following
their own rules won’t serve the purpose. There is a need to have a unified proto-
col standard which can support and bring together all such networks on a single
platform so that all smart devices can come aboard a single large network and thus
overcoming the limitations due to heterogeneity. Our One IoT protocol ver2.0, like
its predecessor ver1.0, proposes abstractions that not only addresses heterogeneity
and forward compatibility, but also addresses the arising concerns due to Internet
outage.
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Chapter 2

One IoT Protocol ver1.0

One IoT Protocol ver1.0[5] defines a protocol and framework, that is uncondition-
ally forward compatible. It defines:

• the minimum criteria to be followed by a device to qualify to be called as an
IoT-enabled device and

• a standard to be followed by the IoT devices to work together efficiently to
create a robust IoT ecosystem.

It also provides a reference to the IoT OEMs to create IoT-enabled devices across
various domains and applications.

Preliminaries

• Embedded Systems : These are micro-controller based electronic control sys-
tems, embedded in a physical device, which provides the main IoT function-
ality to the device.

• Embedding Entity : It is the physical device which embeds the embedding
system defined above. For example, in a Smart Air Conditioner(AC), con-
troller system is the embedded system and AC is the Embedding entity.

• Sensors and Actuators : These devices bridge the physical world with the
digital world in an embedded system. Sensors sense the measurable quanti-
ties of change in the environment and give this information as a signal back
to the actuators which performs physical task based on the input signal.

As per the protocol, Internet of Things is a worldwide network of interconnected
embedding devices, each having its own IP address and hence is uniquely address-
able on the internet. Also, it includes accessing, controlling and availing various
services from the devices.

2.1 Architecture

The architecture defined by One IoT protocol ver1.0 comprises of the following
components:

1. IoT Node/s

2. Internet Connectivity Layer

3. Cloud Layer

4. User Agents

Definition(IoT Node): An IoT node consists of an embedded system, which is a
micro-controller based system with IP-enabled interface along with sensors and/or

3



4 Chapter 2. One IoT Protocol ver1.0

FIGURE 2.1: IoT Architecture

actuator(s), and an embedding entity, which is a physical system, which embeds
the embedded system.

For example, a Smart Air Conditioner (AC) is an IoT Node, which has a micro-
controller system as its embedded system and AC as an embedding entity.

If a device qualifies to be an IoT node, it is called as IoT enabled device or a Thing.
Thus, ‘Things’ are physical objects consisting of processor/s, sensor/s and/or ac-
tuator/s with some intelligence either in situ or ex situ[6].

2.2 Minimum Framework

Minimum framework of One IoT Protocol ver1.0 includes :

Cloud Server (Remote host/s), Connectivity layer (both IP and other wireless modes)
and IoT nodes.

2.3 Minimum Behaviour from an IoT-node

The IoT node must incorporate a minimum behaviour to be a part of the protocol’s
framework. This includes:

1. Receiving commands from the remote host/s and user agent/s through any
wireless media.

2. Executing the commands accordingly and,

3. Reporting its operational and configurational status and sensor information
periodically to the authorised remote host/s.
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FIGURE 2.2: IoT Node Architecture

2.4 Protocol Entities

The protocol runs on Application layer and consists of three entities: User Agents
(Client), Cloud and IoT Nodes.

User Agent or Client is a host machine which can either be a web app, mobile app
or any other device used to access IoT nodes remotely with the help of communi-
cation media such as WiFi or Bluetooth.

Cloud is the place where the remote host is running. It plays an important role
in keeping track of the large and growing number of IoT devices connected to the
network.Thus it maintains user accounts of various user agents (Clients) which
are mapped with the IoT devices to be respectively used by them. The cloud thus
grants or revokes access to the IoT devices and provides a seamless communication
to the user agents even in case of dynamic IP addresses of the devices.

2.5 Protocol

The protocol operates on three entities – User Agents, Cloud and IoT nodes.

The protocol runs on Application layer and is independent of the communication
media. However, better and uniform communication experiences can be obtained
by minor tweaking for various media.

The various functionalities/steps involved in the protocol are:
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1. Discovery The IoT nodes need to be discovered before any communication
can actually happen between various entities.Only then will the user agents
be able to communicate with them.

This is done by performing a local scan via WiFi, Bluetooth or other short
range protocols.

Also this phase isn’t applicable for IP based communication.

2. Registration An User Agent can communicate with an IoT device if it has
it’s IP address and key. However, the IP address isn’t static and may change
timely. The remote host at Cloud maintains a many-to-many relationship be-
tween User Agents and Things. If a User Agent wants to access a certain
Thing, it must log in with its credentials on the remote host on Cloud and
then provide the Thing ID and Thing Key. This is called as REGISTER re-
quest. (Thing ID is the unique identifier provided by the OEM. Thing Key is
a private secret code of sufficient length.)

The Cloud then grants user access to that particular Thing. Also, the User
can now communicate with the Thing even in case of IP address change as it
can always send a REQUEST-ADDRESS to obtain the new IP address.

FIGURE 2.3: Registration Flow

3. Advertisement After a successful registration of the Client with the Thing,the
Client is now ready to avail services of the Thing. However, for that the
Client needs to know two things:

• What all services are offered by the Thing and,

• What are the methods to avail those services?
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For that, Client sends a PROBE request to the Thing, which returns a parse
able manifest in response (can be ineither XML or JSON format). This re-
sponse contains a list of services/operations offered by the Thing. This list
includes identifiers to invoke those operations, expected I/O format for each
service and a small human readable description of each service.

This type of response format also makes it possible to create dynamic user-
interfaces on the fly specific to each Thing.

FIGURE 2.4: Advertisement Flow

4. Invocation After the registration and advertisement processes are done, the
user agent can now avail the services by invoking the Thing.

The parse able manifest obtained in the previous step helps in creating a
dynamic interface which can easily be used by the user to invoke a number of
services of the Thing.The output can also be displayed on the interface built
upon the top of the output format taken from the manifest. Thus, allowing
customer-friendly implementations.

FIGURE 2.5: Invocation Flow
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5. Configuration Updates As the number of IoT devices increase, there will be
varying usage of such numerous IoT devices. Some being time critical will
consume more power while others not so.Therefore, a number of protocol
variables and server parameters will require updation. These changes in-
clude variation in tick rates, security parameters and different protocol vari-
ables. The main reason of changing these parameters is to enhance the per-
formance metrics of devices as per their usage.

2.6 Dealing with the Dynamic IP addresses of the IP
devices

The protocol works on all kind of communication media, be it Static or Dynamic.

For, Static Addressed Media such as Bluetooth, NFC or static IP, addresses of IoT
devices don’t change.

However, for Dynamic Addressed Media like the Internet which operates on IP,
addresses are leased. These IP addresses keep on changing. The User Agent thus
needs to update its local cache with the updated IP addresses of the Things it’s
mapped with. This is achieved by keeping the IP address of Cloud static.

All IoT nodes keep on updating their new IP addresses on the Cloud using the
UPDATE-ADDRESS method, and the process is called as pinging.The rate at which
this process occurs is called as tick rate. The Cloud is hardwired to listen to such
methods and update the address of the Things in its local cache.

The higher the real time demand of IoT devices, the higher are the tick rates for
those IoT devices.

In case a User Agent’s request to access a Thing gets unauthorised because of the
latter’s change in IP address, the User Agent can now obtain the new updated
address from the Cloud.

2.7 Security

As the number of IoT devices increase and reach to the order of billions, security
will become a big issue[7]. There will be numerous devices sharing highly sensitive
information with each other. Therefore, some level of robustness is needed in the
IoT based solutions.

Security can be provided as a service from the cloud in case if the processing abili-
ties of the IoT devices are limited.

In One IoT protocol ver1.0, there is a great need to encrypt the raw packet data,
from end to end, with the help of accepted encryption standards having sufficient
encryption entropy.

Also, a “salt” can be added to the encrypted packets in order to make the en-
cryption entropy more random and security of data even more higher. Using salt,
attacker won’t be able to find out any pattern between the encrypted packet and
the physical outcomes.

Attacks like DoS/DDoS can be rerouted to the Cloud by identifying them using
several existing DoS detection services to prevent direct attack on IoT devices,
which have limited hardware and hence have higher chances of crashing.
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FIGURE 2.6: Handling IP changes in DAMs

2.8 Shortcomings of the Protocol

There are other several hurdles and challenges which come across the implemen-
tation of the IoT ecosystem. Cyber attacks, unexpected power failures, internet
outage are to name a few. In most such cases, the core problem is Internet outage.

If an IoT ecosystem follows One IoT protocol ver1.0, then what are the IoT nodes
supposed to do if the internet goes off suddenly? Should they just wait for the con-
nection to revive? Maybe, but what if the requirement of the IoT node is immediate
and critical? That is, waiting isn’t option. Then, should the node take some action
in the mean time between which connection revives? But, what action should it
take?

These are some important questions which are not answered by One IoT Protocol
ver1.0. Thus, there is a necessity to modify the protocol to account these chal-
lenges which prevail all over the internet space today, especially in the Indian
landscape[8].

The following section discusses the challenges faced in detail and shows how One
IoT Protocol ver1.0 doesn’t account them. The section afterwards proposes One
IoT Protocol ver2.0 as a modification of ver1.0 to deal with those challenges.





Chapter 3

Challenges to One IoT Protocol
ver1.0: Inherent to Internet

Along with the general challenges to IoT a few other hurdles in consumer space
are also reckoned. These are:

3.1 DoS/DDoS Attacks

A denial-of-service (DoS) attack is an attempt to make a machine or network re-
source unavailable to its intended users, such as to temporarily or indefinitely in-
terrupt or suspend services of a host connected to the Internet.

A distributed denial-of-service(DDoS) is where the attack source is more than
one, often thousands of, unique IP addresses.

Consider the picture of our One IoT protocol, where the clients access remotely lo-
cated Things using their User Agents (Apps/Websites) via the Cloud Server. Now,
think what will happen if the IoT nodes or Things in an IoT system are exposed to
such attacks.There can be two possibilities :

1. IoT device gets flooded with attacks If this happens, the client registered on
the Cloud to that Thing wouldn’t be able to avail its services.

2. Cloud Server gets flooded with attacks In this case, the client will never be
able to reach the Thing it wants to connect to as it will first need IP address of
that Thing(if it has changed during the last tick...otherwise client can use stale
IP to directly connect with it). This will affect almost all the clients registered
on that cloud server.

In both the above cases, what if the services which the client wants to avail are
of critical and/or immediate importance. Due to poor reliability on the services it
would act as a major problem for the client to perform actions.

For example,based on some medical prescription,consider a Smart Medical Device
(SMD), which automates the dosage of Insulin to be administered depending on
the blood sugar level of a person. The remote application could be some algorithm
to calculate appropriate insulin level to be administered and sends this dosage
value back to the SMD, which in turn sets the insulin dosage to this value. Such
SMD per se could be an IoT-device as per our definition. If the Cloud or the
Thing is under attack, then the medical device would never know the amount of
dosage to be given to the user and our IoT setup will fail in such circumstances.
Often the response time related requirements in other sectors could be much more
immediate and critical. Especially, with safety critical systems in the health-care
area such situation could lead to loss of life.

11
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FIGURE 3.1: Smart Medical Device(SMD) during Normal Mode

FIGURE 3.2: Smart Medical Device(SMD) during Internet Outage
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3.2 Internet Connection Lost

Even today, Internet remains a major problem in India. Reliability, bandwidth and
efficiency issues still prevail in the Indian Internet space. Such issues make it very
difficult for the IoT ecosystem to thrive and unleash its full potential.

For instance, take the scenario of the medical device discussed before. If due to
some reason there is no Internet connectivity, then there will be no option for the
device to obtain the appropriate amount of Insulin dosage. Such failures occur-
ring in commercial space where most of the manufacturing work is IoT controlled
would lead to waste of both time and money.

Thus, it can be a high risk to deploy IoT systems in such unpredictable environ-
ment.

3.3 Power failure of the IoT device or the User Agent

If power failure occurs leading to shut down of the Thing, one won’t be able to
avail the services from that Thing leading to disruption of services. To ensure last
mile connectivity of IoT in India, there are bigger problems of providing continu-
ous and reliable power supply first before even thinking of successful deployment
of IoT network.





Chapter 4

One IoT Protocol ver2.0

We are now going to deal with the issues of Internet outage. To overcome such
issues a modified version of One IoT Protocol i.e One IoT Protocol ver2.0. is intro-
duced.

4.1 Major Problems

Any IoT ecosystem is likely to face the following situations.

• Internet connectivity lost

• DoS/DDoS attacks

• Power failure(Connection related)

Therefore, in such situations if the Thing goes offline it won’t operate and signif-
icant losses would incur. So whenever such Internet outage happens the device
operates in Safe Mode.

4.2 Safe Mode

In One IoT protocol ver1.0, a minimum behaviour was proposed, which is to be
expected of an IoT-node to fit in our framework and follow our protocol.These
includes:

• Receiving the commands from authorised remote host/s and user agent/s
(through any wireless media)

• Executing the commands accordingly and

• Periodically reporting operational status and sensor information to autho-
rised remote host/s.

In addition to above behaviour, in version2.0 we have added one more behaviour,which
is

• Incorporating a Safe Mode, which would get activated when device suffers
from Internet outage.

Definition(Safe Mode): An IoT device consists of several sensors and actuators.
These device depends on sensor values to set the actuation controls to certain val-
ues. Safe Mode for a given IoT device is defined to provide these set of values
during Internet outage. The Safe Mode is further characterised by a Safe Mode
Descriptor File:

• Definition(Safe mode Descriptor File(SDF)): The Safe mode Descriptor File
defines various standard sensor input values which correspond to their actu-
ating output values in a predefined XML format.It can contain multiple Safe

15
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modes of operation depending on various combinations of input-output val-
ues and a Default Safe mode of operation under no inputs.

Following is an example on how the Safe mode Descriptor File(SDF) looks for a
simple device showing various combinations of LED outputs to display the degree
of danger with ‘red’ being the signal to the highest danger value for various signal
inputs. The node has:

• three total inputs consisting of two switches and one value knob

• two LED outputs,and

• four safe modes of operation based on varying input values.

FIGURE 4.1: SDF for a device

4.3 Steps involved in Safe Mode

1. At first, the node will check whether there is an Internet outage and the pro-
cess is called as Internet Health Check. It can either be a success (True) or
a failure (False). There is a lot of already existing literature on how to detect
the connectivity status.

In case of a failure, it will perform Internet Health Check again for a fixed
number of times in order to reconnect to the Internet before Safe mode is
triggered in the device.

2. In case the Safe mode is triggered, the Safe mode Descriptor File (SDF) is read
and actuation output values are implemented.
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FIGURE 4.2: Safe Mode Triggering

3. The device remains in the the Safe mode for a fixed duration of time called
as Safe Mode Period. A Watch Dog Timer takes care of this duration. When
this duration lapses, Internet Health Check is done. If the connection is di-
agnosed to be normal, the device leaves the Safe mode and again moves into
the Normal mode. In normal mode the device operates as per the One IoT
protocol ver1.0 meaning that other protocol methods being same.

Recall the SMD example, where in case if the device can’t get Insulin dosage value,
it will transit from Normal mode to Safe mode. The naive Safe mode could either
do nothing or administer a dosage as per the output value in SDF corresponding
to match with the current input sugar level.

The above proposed additions to One IoT Protocol ver1.0 leads to the One IoT
protocol ver2.0.
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FIGURE 4.3: Triggering Mode FlowChart

4.4 Modifications done in ver2.0

Because of the introduction of Safe Mode, some modifications both in the protocol
as well in the architecture are done.

The OEM now has to make and incorporate a SDF (Safe mode Descriptor File) into
the IoT device in a predefined XML format (given by the protocol) which will be
used during the Safe Mode Period. Thus, the following figure shows the modified
IoT node architecture.
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FIGURE 4.4: IoT Node Architecture ver2.0

With respect to the protocol, a few important modifications are done in version2.0.These
are:

• The OEM must maintain an updated SDF of their IoT devices on their own
server in a predefined format to be given by the protocol. This updated SDF
is stored on the OEM Thing Utility (OTU) Cloud.

• Also, the remote host at Cloud, which we now call as the User Thing Manage-
ment (UTM) Cloud has to maintain an updated SDF of IoT devices connected
to it. This is important because Safe mode values of the devices may change
over time and thus require modifications. The Cloud must periodically check
the OTU Cloud to update its local storage of SDF.

Similarly, IoT nodes should also periodically update their own local storage
of SDF by checking it from the Cloud (just like pinging IP addresses). This
process is called as Periodic Fetching and the rate at which this occurs is
called as Fetch Rate.

Thus, the modified IoT Architecture for ver2.0 looks like the following figure.
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FIGURE 4.5: Architecture ver2.0

Periodic Fetching occurring between OTU and UTM, UTM and IoT Nodes:

FIGURE 4.6: Periodic Fetching



Chapter 5

Implementation and Testing

Implementation and testing of One IoT protocol ver2.0 was done on a Ubuntu
16.04 operating system in Python 2.7.12.

All three different processes representing UTM Cloud, IoT node/Thing and Client
run on the localhost but on different ports to simulate different IP addresses. OTU
Cloud can be represented by a storage location on the machine.

Steps involved during implementation and testing are:

1. Firstly, the UTM Cloud server represented by Cloud.py is run. It is pro-
grammed to listen to the incoming requests from the client and to receive
the heartbeat messages from the IoT nodes. It keeps a mapping of all Users
and Things and verifies the Clients who try to get access to a particular thing.
Also, it keeps an updated copy of the SDF for all the Things connected to it
so that the latter can obtain an updated copy in case it operates during Safe
mode. SDF files at UTM Cloud can be updated by getting them from the

FIGURE 5.1: UTM Cloud Running

OTU Cloud which can be a storage location on the local machine.

2. The IoT node represented by Fridge.py is run which executes the functions of
Thing.py. The main functionalities of a Thing are represented in the Thing.py

21
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file. It is programmed to continuously ping its IP address to the UTM Cloud
and listen to the requests of the Client. However, it keeps on performing the
Internet Health Check periodically to check the connectivity statusof the In-
ternet and performs above functions only if Internet Health Check succeeds.

In this implementation, Internet Health Check is performed by pinging an
almost all time up server like www.google.com. If the ping response is nega-
tive i.e the server is down, it is a failure, else a success.

Under Internet Health Check failure, Safe Mode is triggered i.e function SafeMode()
is called. Under this mode, the program fetches the SDF for the device from
the latter’s local storage , reads it and get the safe output values to be actu-
ated according to the given input sensor values. In case when there aren’t any
particular input sensor values, the default output values are actuated. Under

FIGURE 5.2: Safe Mode Operations under Internet Health Check Fail-
ure

Internet Health Check Success, the thing keeps on pinging UTM cloud i.e
Cloud.py and gets a ping success response.

Also, it keeps on updating its local storage of SDF i.e SDF.xml by getting the
latter from the UTM Cloud storage which is actually a folder on the local
machine representing the UTM Cloud’s storage location.

3. The Client represented by Client.py is run. The client can send a message
to available things like fridge.py, washing_ machine.py etc. In case, local
IP of a Thing when Client is stale gets an updated IP from the UTM Cloud
or Cloud.py.It can then send a message like “Hello” to a Thing and can get
response from it as a ”response of Hello”.

The above implementation of One IoT Protocol ver2.0 works fine and is in accor-
dance with the expected behaviour.

Similarly, the protocol can be tested on different machines representing different
components i.e Thing, UTM Cloud, OTU Cloud and Client and shall work fine.



Chapter 5. Implementation and Testing 23

FIGURE 5.3: Normal Mode Operations under Internet Health Check
Success

FIGURE 5.4: Client Receiving Response from Thing

Thus, the protocol can even be implemented on a large scale network with multiple
Clients and Things, Big UTM and OTU Cloud, all placed several kilometres apart
but connected by internet and work seamlessly together.





Chapter 6

Conclusion and Future Scope

The One IoT Protocol ver2.0 proposed in the work seems to be very promising to
deal with the challenges faced by One IoT Protocol ver1.0 and IoT in general. The
root problem of all the challenges discussed before is the Internet outage since it
leaves an IoT node without any external input or support from a node or a user
agent. In today’s scenario large number of physical devices are connected to the
Internet thus leading to the formation of IoT ecosystems. In future, IoT is going
to become an ubiquitous part of our life and so the modified protocol provides us
with a solution to the problem of Internet outage which could lead to disruption
of IoT functionalities..The modified protocol provides a Safe mode functionality to
cope with the stated problem.

The Safe Mode for an IoT node can be Application Specific, Deployment Specific
and Device Specific. One can always argue the need of such Safe Mode in the
IoT ecosystems of developed countries where Internet Outage or Power failure is
negligible. However, taking no precautions because of the unusual nature of the
problem can lead to great losses. The best example is Northeast Blackout of 2003
which occurred for three continuous days having an adverse impact on the health-
care sector. Thus, One IoT Protocol ver2.0 leads to the creation of a robust IoT
ecosystem by taking into account various possible challenges and proposing ways
to deal with them.

However, there are some further possibilities of improvements and modifications
in the protocol. Right now, defined xml template of SDF covers two basic types
of sensor inputs – range and pulse. There can be further additions of some more
input types covering a wider variety of inputs. The format can be simplified and
improved to make it easier for the OEMs to make SDF for their devices. This will
also help in reading and invoking the SDF easily. Some smartness might also be
added to the embedded system of a device to store previous logs of actions taken
by it and actuate intelligent outputs using them under Safe mode operation. Other
than these, there can be other improvements too, bounded only by creativity and
imagination.
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Appendix A

Internet Health Check

response = os . system ( " ping −c 1 www. google . com 2>&1 >/dev/n u l l " )

i f response==0 or response ==256:
p r i n t " I n t e r n e t Health check Success ! "

e l i f response ==512 || response ==1:
p r i n t ’ I n t e r n e t Health check Fa i l ue . Going to Safe Mode ! ’

To perform Internet Health Check, the above logic is used where www.google.com
is pinged and then the return value is checked. Accordingly, success or failure of
the process is obtained which decides the mode of the device.
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Appendix B

Updating local copy of SDF at Thing

s r c = " CloudStorage/SDF . t x t "
dst = "SDF . t x t "

p r i n t " I n t e r n e t Health check Success ! "
p r i n t " Downloading and Updating SDF . . . "
c o p y f i l e ( src , dst )

Upon Internet Health Check Success, local storage of SDF of a Thing is updated
by using the logic defined. The device gets the updated copy of SDF by copying it
from Cloud storage which is a different folder on the local machine.
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Appendix C

Safe Mode Operations

f i lename = "SDF . t x t "

def Safe_Mode ( ) :
p r i n t " Reading Safe Mode f i l e . . . "
ca tch = 0
f i l e o b j e c t = open ( fi lename , ’ r ’ )
p r i n t " Process ing SDF . . . "
p r i n t " The Safe Mode outputs are −−"
f o r l i n e in f i l e o b j e c t :

words = l i n e . s p l i t ( )
i f ca tch ==1:

f o r word in words :
i f word!=" <" and word!=" >" and word ! = " a c t u a t o r " :

p r i n t word
catch = 0
break

e l s e :
f o r word in words :

i f word == ’modeno=" d e f a u l t " ’ :
ca tch = 1

f i l e o b j e c t . c l o s e ( )

Upon Internet Health Check Failure, the device transits to Safe mode. In Safe
mode operation, the device fetches the Safe mode Descriptor File SDF.xml from
its storage, reads it and interprets it. Upon no sensor input values, as displayed in
the above code, the device actuates the default output values.
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Appendix D

Safe Mode Descriptor File(SDF)
Format

Below is the predefined XML format for a SDF file of a Thing. The thing has total
n+m sensor inputs. n of them are pulse type inputs(0 or 1) and m of them are range
type inputs(lie in range). There are total k actuating outputs. The Safe Modes
of operation for a Thing can be either Single or Multiple(p), both having Default
mode of operation as well.

<safemode>
<!−−When the device has only 1 s a f e mode and a d e f a u l t s a f e mode−−>
<modetype type =" s i n g l e ">
<mode modeno=" d e f a u l t "> <!−−Defaul t s a f e mode−−>
<!−−(n+m) sensor inputs . n are pulse type . m are range type .
Values of a l l not known−−>
<sensor inp1 =" n i l " inp2 =" n i l " . . . . . . . . . . inpnplusm =" n i l ">
<!−− k a c t u a t i n g outputs , a l l having d e f a u l t values under no sensor
inputs−−>
< a c t u a t o r out1 =" d e f a u l t 1 " out2 =" d e f a u l t 2 " . . . . . . . outk =" defaul tk ">
</mode>

<mode modeno="1"><!−−Safe Mode No. 1−−>
<!−−n pulse type inputs with values as valp1 , valp2 . . . valpn . And m
range type inputs with values ranging b/w val r1 and valrm−−>
<sensor inp_pulse1 =" valp1 " inp_pulsen =" valpn " " va l r1 "< inp_range1
<" va l r2 " " valrm"<inp_rangem <" valrmplus1 ">
<!−− k a c t u a t i n g outputs with values as valo1 , valo2 . . . valok−−>
< a c t u a t o r out1 =" valo1 " out2 =" valo2 " . . . . . . . outk =" valok ">
</mode>

</modetype>

<!−−When the device has p no . of s a f e modes and a d e f a u l t safemode−−>
<modetype type =" multi ">

<mode modeno=" d e f a u l t "><!−−Defaul t s a f e mode−−>
<sensor inp1 =" n i l " inp2 =" n i l " . . . . . . . . . . inpnplusm =" n i l ">
< a c t u a t o r out1 =" d e f a u l t 1 " out2 =" d e f a u l t 2 " . . . . . . . outk =" defaul tk ">
</mode>

<mode modeno="1"><!−−Safe Mode No. 1−−>
<sensor inp_pulse1 =" valp1 " inp_pulsen =" valpn " " va l r1 "< inp_range1
<" va l r2 " " valrm"<inp_rangem <" valrmplus1 ">
< a c t u a t o r out1 =" valo1 " out2 =" valo2 " . . . . . . . outk =" valok ">
</mode>

<mode modeno="p"><!−−Safe Mode No. p−−>
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<sensor inp_pulse1 =" valp1 " inp_pulsen =" valpn " " va l r1 "< inp_range1 <
" va l r2 " " valrm"<inp_rangem <" valrmplus1 ">
< a c t u a t o r out1 =" valo1 " out2 =" valo2 " . . . . . . . outk =" valok ">
</mode>
</modetype>

</safemode>
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