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Preface 

 

This report on Efficient Algebra for Extreme Learning machines is prepared under the 

guidance of Dr. Kapil Ahuja and Mr. Chandan Gautam. 

 Through this report, we have tried to give a detailed formulation for doing Multi-Task 

One-class classification using Extreme Learning machines and shown the evidences of its 

importance over one class classification. We have tried to the best of our abilities and 

knowledge to explain the content in a lucid manner. We have also added graphs and figures 

to make it more illustrative. 
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Abstract 

The machines learning is a type of artificial intelligence which provides computer an ability to learn 

without being explicitly programmed. Classification, the important aspect of machine learning can be 

of different types- One-class Classification and Multi-class classification. In our project, we are 

concentrating upon multi-task one-class classification problems. Taking in account that for some one-

class classification problems the training data are very limited so we take advantage of Multi-Task 

Learning (MTL) in which training of related tasks is done together and the One-Class MTL gives 

better generalizing capability. One-class classification can be done with the help of different methods 

e.g. SVM (Support Vector Machines), Extreme Learning machines etc. Multi-task learning is an 

effective way to improve the generalization performance by training multiple data.   

Extreme learning machine (ELM) is efficient tool for solving classification problem. This has been 

proved to be a very efficient and fast method for doing one class classification. However, while 

classifying multiple related tasks in which only few data per task are available ELM hardly gives 

spectacular result. To overcome this problem, we extended ELM to Multi-task learning (MTL). First, 

based on assumption that Multiple related tasks share some similarity within the patterns of the 

samples, a new MTL algorithm for ELM is proposed to learn related tasks jointly via matrix inversion 

(pseudo matrix inversion) and coming up with a single decision function which is able to classify the 

test samples from all related tasks. So, finally an efficient algebra has been proposed to tackle multiple 

task learning. 

   Keywords: Support Vector Machines, Extreme learning machine, multitask learning. 
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Chapter 1 

Introduction 

Multi-task learning (MTL, also known as inductive transfer or learning to learn) has become a research 

topic of renewed interest in machine learning. One main insight of multi-task learning techniques is that 

related tasks share similar structure and information which may be useful for improving the performance 

of these tasks.  

In past decade, extreme learning machine (ELM), introduced by Huang [2], has played an important role 

in one class classification. Much research has been done in one class classification using ELM and SVM 

or simple neural network like backpropagation based classification. Unlike the slow gradient-based 

learning algorithms used to train the neural networks in which all the parameters of the networks are tuned 

iteratively, ELM randomly chooses the weights between input nodes hidden nodes and analytically 

determines the output weights. That’s why this algorithm tends to give good generalization performance 

at extremely fast learning speed. In most cases and can learn hundred times faster than conventional 

popular learning algorithms for feedforward neural networks. 

The one class classification problems are the ones in which the training samples related to just one class 

(usually novelty) are available. This has many real-life applications; take the case of online shopping 

service, in order to recommend the goods user wants you need to track the history of the items which the 

user has bought earlier (positive training samples), While the collection of the negative test sample is very 

challenging. Multi-task one class classification problems are approached by variants of Support Vector 

Machine (ν-SVM). It is very common to tackle multiple related learning tasks in many real-life 

applications. In this case, traditional ELM is incapable of handling these tasks in effective way. Specially, 

if training data per task are deficient while the dimension is low, ELM tends to give an unsatisfactory 

result due insufficient domain knowledge. Many empirical works have shown that the learning 

performance can be improved with the help of other related tasks, which is called multi-task learning 

(MTL). And some supervised learning approaches like support vector machine and Backpropagation 

neural network have been extended [2][3] to solve MTL problems. Considering the higher speed and 

simpler architecture of ELM than the traditional learning approaches above, it is natural to extend the 

classical ELM to multi-task learning case for better generalization performance. In multi-task learning as 
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specified above, multiple related tasks, which have close enough, that is, their model or their model 

parameters are close to certain mean function. For multi-task ELM, there is a single decision function 

which is able to classify the test samples from multiple related tasks. 
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Chapter 2 

Literature Survey 

In the real-life scenario while doing one class classification, sometimes number of training samples are 

very limited, in those cases the independent learning methods yield very poor generalization. So in that 

case we utilize the advantages of the several related tasks for learning and providing a better 

generalization capability for the machines. 

To do Multi-Task Learning in one class classification, several frameworks have been proposed using the 

variant of Support Vector Machines (SVM) which is ν-SVM. We will go briefly through the SVM, it’s 

idea and will see approaches used to make it work for multiple tasks. 

Support Vector Machines – is a supervised machine learning algorithm which can be used for both 

classification or regression problems. In this we search for a decision boundary which classifies the given 

data into separate classes efficiently. In this algorithm, we plot each data item as a point in n-dimensional 

space (n is feature space) with value of each feature being value of particular coordinate and classification 

is done finding that effective hyperplane (decision boundary). 

This is the example of simple linearly separable two class classification with the effective boundary –  

 

Red and green color dots represent data from two different classes and are separated black colored 

boundary. 

However, this was a very simple basic example but for most of the real-life examples decision boundary 

is not very simple. Like, take the example below- 
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This is an example of nonlinear classification, so we have to use some trick for such kind of classification 

which is inspired from Cover’s Theorem. 

Cover’s Theorem – States that given a set of training data that is not linearly separable, one can with high 

probability transform it into a training set that is linearly separable by projecting it into a higher-

dimensional space via some non-linear transformation. [Wikipedia] 

So, to make the problem linearly separable, idea is to map the original objects into a feature space of 

higher dimensions using some mathematical functions, Kernels. After making them linearly separable, the 

decision boundary can be easily found. 

 

(Picture taken from http://www.statsoft.com/) 

SVM for one-class classification – There are two variants of SVM which are used for one class 

classification named SVDD, ν-SVM. 
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 Support Vector Data Description (SVDD): Since the data corresponding to just one class will be 

available, so the idea is to put all the training samples into a hypersphere of a minimum radius R. 

So, we have to search for a spherical boundary which efficiently encloses all the novelty samples. 

If the upcoming test samples fits in that sphere, then it is classified as positive sample otherwise 

negative. SVDD can be formulated as a minimization problem- 

 

R is the radius of the hypersphere; a is the center of the sphere & C is trade off parameter. 

 

 

After solving this optimization problem R and a can be found and for the upcoming sample it can 

be easily determined whether the sample is outlier or novelty. 

 ν-Support Vector Machine (ν-SVM): This is similar to SVDD but it has the advantage of using ν 

for controlling the number of support vectors. The value of ν is bounded by 0 and 1. This 

additional bound is beneficial in implementation.  

 ν-SVM can be formulated as -  

 

N is the number of training samples 

 And the final decision boundary is  
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Multi-Task Learning (MTL) – Until now we have discussed about one-task one class classification. But 

in many real life scenarios we have a very few number of samples corresponding to a single task and we 

have other related tasks which share similar basic structures, so in those cases the choice of multi-task 

becomes more relevant. 

Some examples of multiple tasks- Cancer cell detection, Surveillance Systems for fault detection in 

different machines. 

 

For the testing purposes, Multi-task samples can be simulated by adding noise in the simple data like: 

   

(Taken from- Multi-Task Learning for One-class Classification - Haiqin Yang, and Irwin King, Senior 

Member, IEEE, and Michael R. Lyu, Fellow, IEEE) 
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Chapter 3 

Proposed Work 

3.1 Past Work: 

Multitask version of ν-SVM- In this case there are more than one related tasks, ν-SVM can be extended 

from one-task to multitask under some assumptions. 

There are T tasks and N number of total training samples and samples of the tasks are considered to be 

mutually exclusive. So, formulation of the problem is (as given in Multi-task learning with one-class 

SVM Xiyan He, Gilles Mourot, Didier Maquin, José Ragot, Pierre Beauseroy, André Smolarz, 

EdithGrall-Maës) 

 

 

 

3.2 Preliminaries:  

Extreme Learning Machine is feed-forward neural network for classification or regression with single 

layer of hidden nodes (Wikipedia). Extreme learning machine is a learning algorithm which randomly 
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chooses the hidden node and analytically determines the output weight of Single layer feed forward 

networks.                    

                                                   𝑊𝑖𝑗                         𝛽𝑖  

 

 

 

 

In this architecture weights Wij are selected semi-randomly (with some information) and input sample is 

mapped into a higher dimensional feature space. βs are calculated analytically while encountering the test 

samples. 

Lagrange multiplier method - also called Lagrangian multipliers, can be used to find the extrema of a 

multivariate function  nxxxf ....., 21  subject to the constraint 
 nxxxg ....., 211 , 

 ,....., 212 nxxxg
… 

where f  and ,.., 21 gg . are functions with continuous first partial derivatives on the open set containing 

the curve 
  ,0....., 211 nxxxg   0....., 212 nxxxg

… and 
0 ig

at any point on the curve (where  is 

the gradient). where f  and ,.., 21 gg . are functions with continuous first partial derivatives on the open 

set containing the curve , and 
  ,0....., 211 nxxxg   0....., 212 nxxxg

, … and 
0g

at any 

point on the curve (where  is the gradient). For  nxxxf ....., 21  to be maximized  

  .......)......,()....,(....., 21221121  nnn xxxgxxxgxxxf  

Extreme Learning Machines- As stated above in the introduction Extreme Learning Machine is a feed 

forward Neural Network, so unlike gradient based neural networks in which error is back propagated, this 

is very fast. Here, parameters are not tuned iteratively but are initialized randomly and final weights are 

calculated using pseudo-inverse. 

Extreme Learning machines for One-Class Classification can be formulated as – 

http://mathworld.wolfram.com/Extremum.html
http://mathworld.wolfram.com/PartialDerivative.html
http://mathworld.wolfram.com/OpenSet.html
http://mathworld.wolfram.com/Gradient.html
http://mathworld.wolfram.com/PartialDerivative.html
http://mathworld.wolfram.com/OpenSet.html
http://mathworld.wolfram.com/OpenSet.html
http://mathworld.wolfram.com/Gradient.html
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Where  

𝜷 is the vector of the weights between hidden and output layer; 𝑡𝑖 is the output and 𝜉𝑖 is the error. 

After Solving Lagrangian dual problem and enforcing KKT decision function is:  

                                   

 

 

The kernel version of the decision function is written as -  

 

And the kernel matrix is defined as 

 

Final decision function is:  
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3.3 Proposed Formulation:  

This classification problem can be formulated as a minimization problem in which for better generalization 

we have to minimize the final weights (Covers theorem), the errors vectors and the sigma of the norm of 

the difference of the final weight with individual task’s weights (much like variance). 

Suppose there are T related tasks. 

So, final weight β is defined as-  



T

t

t
T 1

1
  where t  is the weight vector of the 𝑡𝑡ℎ 

task. 

So, our objective function is- 

min 
1

2


2 +  
 


T

t

T

t

tt
T

C

1 1

22

2

1
   

Subjected to  0
tttt tH 

 

Where H is the output at the hidden layer and 
 Ttttt

tN
 .......,

21


 is error vector. 

Since this is a nonlinear constraint optimization problem. To solve this problem, we use Lagrange 

multipliers method. 

Formulating above problem as Lagrange’s dual problem- 

 
 

tttt

T

t

T

t

T

t

t

T

t

t tH
T

C
L   

 11

2

1

22

22

1

2

1
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Where  Ttttt
tN

 .......,
21

  are Lagrange’s multipliers. 

Based on the Karush-Kuhn-Tucker (KKT) theorem, to get the optimal solutions of, we should have 

∇𝛽𝑡
𝐿 =  

𝛽

𝑇
+ (

𝑇𝛽𝑡−𝛽

𝑇
) − 𝐻𝑡

𝑇𝛼𝑡 = 0  

                                         ⇒   𝛽𝑡 − 𝐻𝑡
𝑇𝛼𝑡 = 0           (1) 

 

 ∇𝜉𝑡
𝐿 =  

𝐶

𝑇
𝜉𝑡 − 𝛼𝑡 = 0 

      ⇒  
𝐶

𝑇
𝜉𝑡 = 𝛼𝑡            (2) 

 

                                                     ∇𝑡𝐿 =  𝐻𝑡𝛽𝑡 − 𝑡𝑡 + 𝜉𝑡 = 0                                       (3) 

Putting (1), (2) in (3) 

                                               We get: 𝛼𝑡 =  (𝐻𝑡𝐻𝑡
𝑇 +

𝑇

𝐶
𝐼)

−1
𝑡𝑡 &                              (4) 

𝜉𝑡 =
𝑇

𝐶
𝛼𝑡     

Now  TT ......., 21  which keeps the distances of all the tasks’ samples. As we know that more 

value of tj  represents the sample is more deviant from the target class. Hence, We derive the 

threshold 𝜃 based upon the quantile function to reject the most deviant training samples. So, 

 TTdddd ......., 21  represents the sorted sequences of the distances where all 𝑑𝑡 are in turn sorted 

in non-decreasing order.  

 

Now, 𝜃 can be determined as  

𝜃 =  𝑑𝑓𝑙𝑜𝑜𝑟(𝜇.𝑁), where N is the total number of samples. 
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Coming back, 

                 t

T

tt

T

tt tI
C

T
HHH

1









                                    from 

(1), (4)        

         So,                   
  t

T

tt

T

t

T

t tI
C

T
HHHxh

T 



























1

1

1


 

 

For any upcoming test sample x, the decision function will be- 

 
























































 YtI
C

T
HHHxh

T
signx t

T

tt

T

t

T

t

1

1

1
)( 

 

{
1          𝑥 𝑖𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝑎 𝑡𝑎𝑟𝑔𝑒𝑡 
−1       𝑥 𝑖𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝑎 𝑜𝑢𝑡𝑙𝑖𝑒𝑟

 

 

The kernel version- 

                   























































 YtI
C

T

T
signx tt

T

t

tx

1

1

,

1
)( 

 

 

The kernel matrix is defined as-  

                               tjtijtitji

T

ttt xxKxhxhHH ,.: ,  , 
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 
 

 

T

N

t

t

tx

t
xxK

xxK

xxK






















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,

.

.

,

,

2

1

,
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Chapter 4 

Results 

4.1 Dataset 

USPS dataset for handwritten digit (zero) recognition data is taken, the machine is going to be trained 

with handwritten digit zero. For simulating the data for multiple tasks, we have added some noise in the 

picture which will keep the basic structure of the tasks same. 

 

 Positive training/test sample. 

 

 

 

Positive training/test sample. 

 

 

 

 

Negative training/test sample. 

 

 

 

 

 

 

Pixel Value 1 Pixel Value 2   ..   .. … ....         ……… Pixel Value 256 

-0.762 -1 .. 0.341  -1 

Pixel Value 1 Pixel Value 2   ..   .. … ....         ……… Pixel Value 256 

-0.676 -0.990 .. 0.294  -1 

Pixel Value 1 Pixel Value 2   ..   .. … ....         ……… Pixel Value 256 

-1 0.872 .. -1  -1 
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4.2 Observation 

4.2.1 Thin Noise 

Number of training samples used: 100 for each tasks 

Number of novelty in test samples: 1077 

Number of outliers in test samples:1200 

Sample No. Multi-Task ELM Single Task ELM 

1 77.25 % 72.33% 74.66% 85.61% 56.16% 70.09% 

2 77.71% 68.92% 73.08% 84.03% 60.33% 71.54% 

3 78.74% 70.00% 74.13% 86.72% 54.41% 69.69% 

        

 

4.2.2 Thick Noise 

Number of training samples used: 100 for each task 

Number of novelty in test samples: 1077 

Number of outliers in test samples:1200 

 

 

 

 

Sample No. Multi-Task ELM Single Task ELM 

1 71.68 % 72.83% 72.29% 86.25% 53.41% 68.95% 

2 70.75% 73.00% 71.94% 87.74% 45.41% 65.43% 

3 73.82% 73.83 % 73.83% 82.45% 61.41% 71.36% 

Multi-Task ELM 
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Variation with Trade of Parameter (C) – 

 



17 
 

4.3 Conclusion and Future Work 

 The proposed formulation for multi-task is feasible and easy to implement. 

 Multi-task gives better results and generalization when compared to Single-Task ELM. 

 Comparison with Multi-Task One-Class Support Vector Machine. 

 For Multi-Task One Class Classification ν-SVM has also been used. 

 The following are the results of Multi-task Learning for One-class Classification using ν-SVM 

by Haiqin Yang, and Irwin King, Senior Member, IEEE, and Michael R. Lyu, Fellow, IEEE 
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